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Abstract—In this article, the distributed output-feedback adap-
tive fuzzy leader-following consensus is investigated for a class
of high-order stochastic nonlinear multiagent systems (MASs)
with unknown control gains and uncertain interactions from
other agents. First, a novel dynamic gain filter is constructed
to compensate unmeasured states and compared with the exist-
ing results, the number of dynamic variables is greatly reduced.
Then, the tuning function method is used to construct adap-
tive laws to compensate unknown parameters. The uncertain
interaction functions are decomposed and approximated by the
fuzzy logic systems. Next, using the backstepping method, the
dynamic gain filter-based distributed adaptive fuzzy leader-
following protocol is designed, which only needs the dynamic
variables’ information of neighbors, and the problem on com-
puting the mutually dependent inputs in some existing results is
completely avoided. Finally, the numerical simulation results are
given to illustrate the effectiveness of the proposed method.

Index Terms—Adaptive fuzzy control, distributed control,
leader following, multiagent systems (MASs).

I. INTRODUCTION

LEADER-FOLLOWING consensus as one of the synchro-
nization control problems of multiagent systems (MASs)

has attracted many researchers’ attention due to its potential
application value [1]–[4] and the references therein, where
there is usually a signal generator as the leader via the com-
munication graph all the other agents (followers) receive the
neighbors’ information to achieve synchronization ultimately.
In the past decades, lots of results on the distributed control
of MASs have been proposed, including linear MASs [4]–[9]
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and nonlinear MASs [10]–[23]. In [4], the consensus problem
for multivehicle systems described by single integral systems
was investigated. Further, the scholars studied the distributed
state-feedback control [5], distributed output-feedback con-
trol [6], distributed control under switching communication
graphs [7], distributed event-triggered control [8], distributed
finite-time consensus control [9], and so on, for the high-order
linear MASs. However, in practical systems, the nonlinearity,
stochastic disturbances, and even uncertain nonlinear interac-
tions in MASs exist generally. Hence, compared with the linear
MASs, the nonlinear ones are more general. Distributed leader-
following protocols on the nonlinear MASs in the existing
literature can be easily divided into two classes: 1) distributed
state-feedback protocol and 2) distributed output-feedback
protocol.

For the state-feedback control of the MASs, assume that
all the states information of the agents can be measured.
Via the communication graph and using the neighbors’ states
information, many distributed state-feedback control proto-
cols are proposed in the existing literature [10]–[20], where
combined with the techniques, such as adaptive control [10],
backstepping technique [11], finite-time control [12], [13],
dynamic surface control [14], fuzzy logic systems (FLSs) [15],
neural networks [16], [17], and so on, many distributed con-
trol problems on the nonlinear MASs have been addressed.
In addition, the uncertain interactions were also considered
in [15], which often encountered in the practical systems, such
as mechanical systems, power electrical systems, and FLSs
were used to approximate these unknown functions. In [19]
and [20], the stochastic disturbances were further considered,
and based on the stability theory of stochastic systems, the
output consensus problems of a class of stochastic nonlinear
MASs were addressed.

However, in many practical application systems, the states
information is difficult to measure and even cannot be mea-
sured directly. Based on this, many scholars have paid much
attention to the distributed output-feedback control of the
MASs [22]–[26]. In [22], based on the constructed dis-
tributed observer, the distributed output-feedback consensus
was investigated, where the nonlinear terms should satisfy
the Lipschitz condition and the diffusion term should be
bounded. The work [23] studied the fuzzy observed-based
adaptive consensus tracking control for second-order MASs
with heterogeneous nonlinear dynamics. The work [25] stud-
ied the output-feedback full state consensus problem using the
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dynamic gain method. In [26], the unknown control gains were
further considered, and based on the constructed k-filter, the
distributed output-feedback protocol was given.

Inspired by the aforementioned introductions, this article
investigates the distributed output-feedback adaptive fuzzy
leader-following control for a class of stochastic nonlinear
MASs with interactions and unknown control gains. Based
on the constructed dynamic gain filter, the distributed output-
feedback controller is designed by the backstepping method
to make the outputs achieve the consensus. The contributions
of this article are listed as follows.

1) The dynamic gain filter is constructed to compensate
unmeasured states. Compared with the designed filter
in [26]–[28], the number of dynamic variables of the
constructed filter is greatly reduced to further reduce
the computation burden, and the nonlinear terms in the
dynamic systems can be more general. Compared with
the observer in [22] and [23], the unknown control gains’
problem can also be addressed.

2) The interactions existing not only in the drift terms but
also the diffusion terms are considered and the condi-
tion on these interaction terms are more general than
the ones in [26] where the interactions are described by∑N

j=1 fij(t, yj) satisfying ‖fij(t, yj)‖ ≤ γ̄ij|yj|, and γ̄ij is
a positive constant. The interaction terms in this article
are uncertain smooth functions on the outputs of agents,
and beyond that, there are no other restrictions.

3) The proposed control protocol only needs the dynamic
variables information of itself and its neighbors. The
case, that the interactions of heterogeneous MASs con-
tain all the states information and the control gains of
each agent are different, is also considered, which makes
the proposed results be applicable for a wider class of
MASs.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Graph Theory and Notations

In this article, Rn denotes the n-dimensional space. ‖X‖ =
(Tr{XTX})(1/2) is the norm of a matrix X. The MASs studied in
this article include N followers and one leader, whose commu-
nication graph is depicted by G. Its connectivity matrix is A =
[aij] ∈ Rn×n, the in-degree matrix is D = diag{d1, . . . , dN},
the Laplacian matrix is L = D − A, and the pinning matrix is
B = diag{b1, . . . , bN}. The set of neighbors of a node i is Ni.
For saving space, the details are not presented here, further
referring to [20].

B. Problem Statement

Consider the stochastic nonlinear MASs, in which the
dynamic of the ith agent is described as
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

dxi1 = {xi2 + fi1(y)}dt + gT
i1(y)dw

dxis = {xi(s+1) + fis(y) +∑s
m=2 φism(yi)xim

}
dt

+ gT
is(y)dw, s = 2, . . . , n − 1

dxin = {ρui + fin(y) +∑n
m=2 φinm(yi)xim

}
dt

+ gT
in(y)dw

yi = xi1

(1)

where for i = 0, . . . , N, ui and yi are the input and output of
the ith agent, respectively. y := [y1, . . . , yN]T . ρ > 0 is the
unknown positive constant. w(t) ∈ Rm is an independent stan-
dard Wiener process defined on a complete probability space.
φism(yi) is the known nonlinear function. fis(y) and gis(y) ∈ Rm

represent the uncertain interactions from the other subsystems.
The objectives of this article are listed as follows.
1) Construct the dynamic gain filter to compensate the

unmeasured states.
2) Design the dynamic gain filter-based distributed output-

feedback adaptive fuzzy protocol for the stochastic
nonlinear MASs (1) to achieve the leader-following
consensus.

The following assumptions will be used.
Assumption 1: The leader’s output y0 ∈ R and its deriva-

tive ẏ0 are bounded, and y0 is available for the ith follower
satisfying 0 ∈ Ni, i = 1, . . . , n.

Assumption 2: The graph G constructed by N followers is
undirected, and for each follower, there exists at least one
directed path from the leader to the followers.

Remark 1: The studied MASs (1) is more general than the
ones studied in some existing results, such as [26], i.e., the
interaction terms are more general and the stochastic distur-
bances are further considered. In addition, since the diffusion
terms gT

is(y) are different, each agent may encounter differ-
ent disturbances. w(t) ∈ Rm is just a collection of all kinds
of possible disturbances. Assumption 1 is also a general con-
dition and has been used in many literature [14], [19], [26].
Assumption 2 indicates that the matrix (L + B) is positive
definite, referring to [20] and [25]. In fact, combined with
the dynamic surface control method [14] or the hierarchical
decomposition method [26], the results of this article can be
easily extended to the directed graph case, and at the same
time, other restrictions will be required.

C. Fuzzy Logic Systems

The FLSs has been used as an effective tool to approximate
the uncertain functions in many literature [29]–[37]. In this
article, we consider an FLS that consists of the singleton fuzzi-
fier, center average defuzzifier, product-inference rule, and the
Gaussian membership function.

First, the fuzzy rule base consists of fuzzy IF-THEN rules

Rl : If x1 is Fl
1 and · · · and xκ is Fl

κ
, then y is Gl (2)

where l = 1, 2, . . . , M is the number of the rules. x =
[x1, . . . , xκ]T ∈ Rκ and y ∈ R are the inputs and output of
FLSs, respectively. Fl

s and Gl are the fuzzy sets, whose fuzzy
membership functions are μFl

s
(xs) and μGl(y).

Define the fuzzy basis functions as

ϕl =
∏

κ

s=1 μFl
s
(xs)

∑M
l=1

(∏
κ

s=1 μFl
s
(xs)
) . (3)

Then, FLSs can be represented as follows referring to [37]:

f (x) =
∑M

l=1 θl

(∏
κ

s=1 μFl
s
(xs)
)

∑M
l=1

(∏
κ

s=1 μFl
s
(xs)
) = θTϕ (4)
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in which the parameter vector θ = [θ1, . . . , θM]T is the
collection of the point where μGl(y) achieves its maximum
value.

The following lemmas are useful for the controller design.
Lemma 1 [37]: Let F(x) be a continuous function defined

on a compact set �. Then, for any constant ε∗ > 0, there
exists an FLS f (x) such that supx∈� |F(x) − f (x)| < ε∗.

Lemma 2 [38]: Let c and d be positive real numbers
and γ (x, y) > 0 be a real-valued function. Then, |x|c|y|d ≤[
cγ (x, y)|x|c+d

]
/(c + d) + [dγ −c/d(x, y)|y|c+d

]
/(c + d).

Lemma 3 [39]: Let x ∈ Rn, y ∈ Rm, and f : Rn ×Rm → R be
a continuous function. Then, there are smooth scalar functions
a(x) ≥ 0, b(y) ≥ 0, such that ‖f (x, y)‖ ≤ a(x) + b(y).

Lemma 4: If for x = [x1, . . . , xn]T , the C1 function f (x)
satisfies f (0) = 0, then there exist positive smooth functions
b1(x1),. . . , bn(xn) such that |f (x)| ≤∑n

i=1 |xi|bi(xi).
Proof: By the mean value theorem, we have

f (x) − f (0) =
∫ 1

0
df (θx) = R(x)x (5)

where R(x) = ∫ 1
0 (∂f /∂β)|β=θxdθ is a 1 × n covector.

Due to f (0) = 0, there exists a continuous function f̄ (x)
such that

|f (x)| ≤ ‖R(x)‖‖x‖ ≤ f̄ (x)(‖x1‖ + · · · + ‖xn‖). (6)

Using Lemma 3, we have

f̄ (x)(‖x1‖ + · · · + ‖xn‖)
≤ ‖x1‖

(
b̄1(x1) + · · · + b̄n(xn)

)

+ . . . + ‖xn‖
(
b̄1(x1) + · · · + b̄n(xn)

)

≤ ‖x1‖
(
b̄1(x1) − b̄1(0) + · · · + b̄n(xn) − b̄n(0)

)

+ ‖x1‖
(
b̄1(0) + · · · + b̄n(0)

)+ · · ·
+ ‖xn‖

(
b̄1(x1) − b̄1(0) + · · · + b̄n(xn) − b̄n(0)

)

+ ‖xn‖
(
b̄1(0) + · · · + b̄n(0)

)
. (7)

By the smoothness, there exists a smooth function b̃j(xj)

such that b̄j(xj) − b̄j(0) = xjb̃j(xj), so we have

‖xi‖
(
b̄j
(
xj
)− b̄j(0)

) ≤ 1

2
x2

i + 1

2
x2

j b̃2
j

(
xj
)

≤ 1

2
|xi|
(

1 + x2
i

)
+ 1

2

∣
∣xj
∣
∣
(

1 + x2
j

)
b̃2

j

(
xj
)
.

(8)

Combined with (7), the result of Lemma 4 can be easily
obtained. The proof is completed.

Remark 2: From Lemma 4, it is easy to obtain that for
any smooth function ᾱ(x), there exist positive smooth func-
tions b̄i(xi) such that ᾱ(x) = (ᾱ(x) − ᾱ(0)) + ᾱ(0) ≤∑n

i=1 |xi|b̄i(xi) + ᾱ(0), which is very useful for designing the
distributed protocol in the sequel. Lemma 4 is used to decom-
pose the uncertain interactions, which will be approximated
by the FLSs. Hence, in (5), R(x) need not be calculated in the
controller design process.

III. DISTRIBUTED LEADER-FOLLOWING CONSENSUS

In this section, the dynamic gain filter is constructed to
compensate unmeasured states. Then, by the backstepping
method, the filter-based distributed output-feedback adaptive
fuzzy controller is designed.

A. Dynamic Gain Filter Design

Construct the dynamic gain filter as follows:

dζi = {(A − liLi0qcT)ζi + liLi0qyi + φi(yi)ζi
}
dt (9)

dνi = {(A − liLi0qcT)νi + Eui + φi(yi)νi
}
dt (10)

where νi = [νi1, . . . , νin]T and ζi = [ζi1, . . . , ζin]T . li ≥
1 is the designed dynamic gain satisfying (23). Li0 :=
diag{1, li, . . . , ln−1

i }. E = [0, . . . , 0, 1]T ∈ Rn. c =
[1, 0, . . . , 0]T ∈ Rn. q = [q1, . . . , qn]T is to be designed
satisfying (16). The matrix A and φi(yi) are as follows:

A =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

. . .
...

0 0 0 · · · 1
0 0 0 · · · 0

⎤

⎥
⎥
⎥
⎥
⎥
⎦

∈ Rn×n (11)

φi(yi) =

⎡

⎢
⎢
⎢
⎣

0 0 · · · 0
0 φi22 · · · 0
...

...
. . .

...

0 φin2 · · · φinn

⎤

⎥
⎥
⎥
⎦

. (12)

Defining the virtual estimate of xi as x̂i = [x̂i1, . . . , x̂in]T =
ζi+ρνi, and the estimate error as ei = [ei1, . . . , ein]T = xi−x̂i,
from (1), (9), and (10), one has

dei = {(A − liLi0qcT)ei + fi(y) + φi(yi)ei
}
dt

+ gT
i (y)dw (13)

where fi(y) = [fi1(y), fi2(y), . . . , fin(y)]T and gT
i (y) =

[gi1(y), gi2(y), . . . , gin(y)]T .
Defining εi = [εi1, . . . , εin]T = l−μ

i L−1
i0 ei and μ > 0, then

we have

dεi =
{

l−μ
i L−1

i0

(
A − liLi0qcT)ei + l−μ

i L−1
i0 fi(y)

+ l−μ
i L−1

i0 φi(yi)ei − l̇il
−1
i (μIn + Di)l

−μ
i L−1

i0 ei

}
dt

+ l−μ
i L−1

i0 gT
i (y)dw

=
{

li
(
A − qcT)εi + l−μ

i L−1
i0 fi(y) + L−1

i0 φi(yi)Li0εi

− l̇il
−1
i (μIn + D)εi

}
dt + l−μ

i L−1
i0 gT

i (y)dw (14)

where D = diag{0, 1, . . . , n − 1}.
Choose the Lyapunov function candidate as

Vei = εT
i Pεi (15)

where the positive-definite matrix P is chosen such that

P
(
A − qcT)+ (A − qcT)TP ≤ −In. (16)
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From (14) and (15), the differential operator of Vei is

�Vei = li2εT
i P
(
A − qcT)εi + 2εT

i Pl−μ
i L−1

i0 fi(y)

+ 2εT
i PL−1

i0 φi(yi)Li0εi − 2εT
i Pl̇il

−1
i

× (μIn + Di)εi

+ Tr

{[
l−μ
i L−1

i0 gT
i (y)
]T

P
[
l−μ
i L−1

i0 gT
i (y)
]}

. (17)

From (16), we have

li2εT
i P
(
A − qcT)εi = liε

T
i

(
P
(
A − qcT)+ (A − qcT)TP

)
εi

≤ −liε
T
i εi. (18)

Due to the special structure of φi(yi) as (12), we have

L−1
i0 φi(yi)Li0

=

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0 0 · · · 0 0
0 φi22 · · · 0 0
0 l−1

i φi32 · · · 0 0
...

...
. . .

...
...

0 l2−n
i φin2 · · · l−1

i φin(n−1) φinn

⎤

⎥
⎥
⎥
⎥
⎥
⎦

. (19)

Combined with the fact li ≥ 1, i.e., l−1
i ≤ 1, l−2

i ≤ 1, . . .,
there exists a positive smooth function �i(yi), such that

2εT
i PL−1

i0 φi(yi)Li0εi ≤ �i(yi)ε
T
i εi (20)

where �i(yi) is determined by P and φism(yi). Similarly, there
exist positive smooth functions Fi(y) and Gi(y), and positive
constant γi1, such that

2εT
i Pl−μ

i L−1
i0 fi(y)

≤ 2
∥
∥εT

i P
∥
∥‖fi(y)‖

≤ γi1ε
T
i εi + l−2μ

i F2
i (y) (21)

Tr

{[
l−μ
i L−1

i0 gT
i (y)
]T

P
[
l−μ
i L−1

i0 gT
i (y)
]}

≤ l−2μ
i G2

i (y).

(22)

Design l̇i as

l̇i = li(−ηi1li + ηi2 + ϕ̄i(yi)), li(0) = ηi2

ηi1
≥ 1 (23)

where the designed positive constants ηi2 and ηi1, and the
designed non-negative smooth function ϕ̄i(yi) satisfy (27).
Since P is a symmetric positive-definite matrix, we can choose
a sufficiently large μ such that 2μP + PD + DP is a positive
definite. Then, there will exist positive constants μ1 and μ2
such that

μ1In ≤ 2μP + PD + DP ≤ μ2In. (24)

From (23) and (24), we have

− l̇i
li
εT

i (2μP + PD + DP)εi

≤ μ2ηi1liε
T
i εi − μ1(ηi2 + ϕ̄i(yi))ε

T
i εi. (25)

From (17)–(25), we have

�Vei ≤ −εT
i εi(li(1 − μ2ηi1) − γi1

+ μ1(ηi2 + ϕ̄i(yi)) − �i(yi))

+ l−2μ
i F2

i (y) + l−2μ
i G2

i (y). (26)

Designing μ2, ηi1, and ηi2, ϕ̄i(yi) satisfies
{

1 − μ2ηi1 ≥ 1
2 , ηi2 ≥ ηi1 > 0

μ1(ηi2 + ϕ̄i(yi)) − �i(yi) − γi1 ≥ 0.
(27)

Then, we have

�Vei ≤ −1

2
liε

T
i εi + l−2μ

i F2
i (y) + l−2μ

i G2
i (y). (28)

Remark 3: In (1), if fis(y) can be modeled as fis(y) =
θ̄T

i f0is(y), where θ̄i ∈ R� is an unknown constant vector and
f0is(y) ∈ R� is a known smooth function, then with the method
in [27] and [28], (2 + �)n dynamic variables should be intro-
duced. In (9) and (10), we only introduce 2n dynamic variables
to compensate the unmeasured states and we only assume the
uncertain function fis(y) is smooth. Compared with [26], the
nonlinear terms in (1) are more general.

Remark 4: In this section, by introducing the dynamic
gain (23), the term φism(·) can be nonlinear function about
the output yi, which makes the filter be applicable for a wider
class of nonlinear systems. Especially, if φism(·) is a known
constant, we can choose constant gain li to construct the filter.
In (27), μ2 and ηi1 are chosen such that 1 − μ2ηi1 ≥ (1/2),
where the constant (1/2) can be chosen as an other positive
value greater than zero and less than 1. For convenience, we
chose (1/2).

B. Distributed Output-Feedback Adaptive Fuzzy
Leader-Following Controller Design

First, define local neighborhood consensus error as

zi1 =
N∑

j=1

aij
(
yi − yj
)+ bi(yi − y0). (29)

Then, we have

z̄1 = (L + B)(y − 1Ny0) (30)

where z̄1 = [z11, z21, . . . , zN1]T , y = [y1, y2, . . . , yN]T ,
1N∈ RN is a unit vector, and

dz̄1 = (L + B)(x̄2 + f1(y) − 1Nẏ0)dt

+(L + B)gT
1 (y)dw (31)

where x̄2 := [x12, . . . , xN2]T , f1(y) = [f11(y), . . . , fN1(y)]T ,
and gT

1 (y) = [g11(y), . . . , gN1(y)]T . For s = 2, . . . , n, define
the corresponding transformation as

zis = νis − αi(s−1) (32)

where αi(s−1) is the designed virtual controller.
Choose the Lyapunov function as

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

V̄ =∑n
s=1 Vs + Vθ + Vβ + Vρ

V1 = 1
2 z̄T

1 (L + B)−1z̄1

Vs = 1
4

∑N
i=1 z4

is, s = 2, . . . , n

Vβ = 1
2

∑N
i=1 ρβ̃2

i , Vρ = 1
2

∑N
i=1 ρ̃2

i

Vθ = 1
2

∑N
i=1 θ̃T

i �−1
i θ̃i

(33)
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where β̃i := ρ−1 − β̂i, ρ̃i := ρ − ρ̂i, and θ̃i := θi − θ̂i. θi is
the ideal constant weight of FLSs defined in (41). �i is the
designed positive-definite matrix.

Step 1: Define ζ̄2 := [ζ12, . . . , ζN2]T , z̄2 := [z12, . . . , zN2]T ,
ᾱ1 := [α11, . . . , αN1]T , and ē2 := [e12, . . . , eN2]T . Due to x̂i =
ζi + ρνi and ei = xi − x̂i, combined with (32), the differential
operator of V1 is

�V1 = z̄T
1

(
ζ̄2 + ρ(z̄2 + ᾱ1) + ē2 + f1(y) − 1Nẏ0

)

+ 1

2
tr
{
g1(y)(L + B)TgT

1 (y)
}
. (34)

Using Lemma 2 and the transformation εi2 = l−1−μ
i ei2, we

have

ρ z̄T
1 z̄2 ≤ 3

4
ρ

4
3

N∑

i=1

z
4
3
i1 + 1

4

N∑

i=1

z4
i2 (35)

z̄T
1 ē2 = z̄T

1

[
l1+μ
1 ε12, . . . , l1+μ

N εN2

]T

≤ 1

2

N∑

i=1

l2μ+2
i z2

i1 + 1

2

N∑

i=1

ε2
i2 (36)

− z̄T
1 1Nẏ0 ≤ 1

2

N∑

i=1

z2
i1 + 1

2
Nẏ2

0. (37)

By Lemma 4, Assumption 1, and (30), there exist smooth
positive functions f̄i1(zi1) such that

z̄T
1 f1(y) ≤

N∑

i=1

|zi1|
∣
∣
∣fi1
(
(L + B)−1z̄1 + 1Ny0

)
− fi1(0) + fi1(0)

∣
∣
∣

≤
N∑

i=1

z2
i1 f̄i1(zi1) + �11 (38)

where �11 is a bounded positive constant.
Similar with (38), there exist smooth positive function

ḡi1(zi1) and bounded positive constant �12 such that

1

2
tr
{
g1(y)(L + B)TgT

1 (y)
} ≤

N∑

i=1

z2
i1ḡi1(zi1) + �12. (39)

From (34)–(39), we have

�V1 ≤
N∑

i=1

zi1

(

ζi2 + ραi1 + 1

2
l2μ+2
i zi1 + 1

2
zi1 + �i(zi1)

− �i(zi1) + zi1
(
f̄i1(zi1) + ḡi1(zi1)

)+ 3

4
ρ

4
3 z

1
3
i1

)

+
N∑

i=1

ε2
i2

2
+

N∑

i=1

z4
i2

4
+ 1

2
Nẏ2

0 + �11 + �12 (40)

where �i(zi1) is the uncertain function defined in (69).
Remark 5: The structure of �i(zi1) is only related with the

interaction terms which will be decomposed in each step of
the backstepping method. The detail form of �i(zi1) is deter-
mined in (69). What we emphasize is that since �i(zi1) only
contains the outputs information, it does not hinder the design
of each virtual controller αis. If the interaction terms fis(y)
and gT

is(y) are known, then �i(zi1) can be further adjusted and

dealt with in αi1. In this article, we use FLSs to approximate
this uncertain function.

According to Lemma 1, the uncertain function �i(zi1) can
be approximated by the FLSs θT

i ϕi(zi1). The ideal constant
weight vector θi is defined as

θi = arg min
θ∗

i ∈Ui

[

sup
zi1∈�i

∣
∣
∣θ̂T

i ϕi(zi1) − �i(zi1)

∣
∣
∣

]

(41)

where Ui and �i are compact sets for θi and zi1, respectively.
Define the minimum fuzzy approximation error as

εi1(zi1) = �i(zi1) − θT
i ϕi(zi1) (42)

where εi1(zi1) ≤ ε∗
i1, and ε∗

i1 is any positive constant.
Design the virtual controller αi1 and the adaptive laws as

αi1 = −β̂iᾱi1 (43)
˙̂
βi = zi1ᾱi1 − σ β̂i (44)
˙̂
θi = �izi1ϕi(zi1) − σ�iθ̂i (45)

where ᾱi1 = ζi2 + (1/2)l2μ+2
i zi1 + zi1 + θ̂T

i ϕi(zi1) + kzi1. αi1
only contains the states information of the ith agent and its
neighbors. k and σ are designed positive constants.

From (33) and (40)–(45), we have

�V1 + �Vθ + �Vβ

≤ −
N∑

i=1

kz2
i1 +

N∑

i=1

zi1(�i1(zi1) − �i(zi1))

+
N∑

i=1

ε2
i2

2
+

N∑

i=1

z4
i2

4
+ σ

N∑

i=1

θ̂T
i θ̃i + σ

N∑

i=1

ρβ̂iβ̃i

+ 1

2

N∑

i=1

ε∗2
i1 + 1

2
Nẏ2

0 + �11 + �12 (46)

where �i1(zi1) := zi1(f̄i1(zi1) + ḡi1(zi1)) + (3/4)ρ(4/3)z(1/3)

i1 .
Step 2: Calculate the differential operator of V2 as

�V2

=
N∑

i=1

z3
i2

(
νi3 − l2i q2νi1 + φi22(yi)νi2 − �αi1

)
+

N∑

i=1

3z2
i2

2

× tr

⎧
⎨

⎩

⎡

⎣
∑

j∈{Ni,i}

∂αi1

∂xj1
gT

j1(y)

⎤

⎦

T⎡

⎣
∑

k∈{Ni,i}

∂αi1

∂xk1
gT

k1(y)

⎤

⎦

⎫
⎬

⎭

=
N∑

i=1

z3
i2

⎛

⎝zi3 + αi2 − l2i q2νi1 + φi22(yi)νi2 + �i2

− ∂αi1

∂y0
ẏ0 −
∑

j∈{Ni,i}

∂αi1

∂xj1

(
ρνj2 + ej2 + fj1(y)

)

− 1

2

∑

j,k∈{Ni,i}

∂2αi1

∂xj1∂xk1
gT

j1(y)gk1(y)

⎞

⎠

+
N∑

i=1

3z2
i2

2
tr

⎧
⎨

⎩

∑

j,k∈{Ni,i}

∂αi1

∂xj1

∂αi1

∂xk1
gj1(y)g

T
k1(y)

⎫
⎬

⎭
(47)

where �i2 denotes all the other known terms in −�αi1 and only
contains the ith agent’s and its neighbors’ information. Using
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Lemma 2, Lemma 4, and Assumption 1, there exist smooth
positive functions f̄i2(zi1) and ḡi2(zi1), and bound positive
constants �21 and �22 such that

N∑

i=1

z3
i2zi3 ≤ 3

4

N∑

i=1

z4
i2 + 1

4

N∑

i=1

z4
i3 (48)

−
N∑

i=1

∑

j∈{Ni,i}
z3

i2
∂αi1

∂xj1
ej2 −

N∑

i=1

z3
i2

∂αi1

∂y0
ẏ0

≤ 1

2

N∑

i=1

∑

j∈{Ni,i}
l2μ+2
j z6

i2

(
∂αi1

∂xj1

)2

+ N

2

N∑

i=1

ε2
i2

+ 3

4

N∑

i=1

z4
i2

((
∂αi1

∂y0

)2

+ 1

)

+ N

4
ẏ4

0 (49)

−
N∑

i=1

z3
i2

⎛

⎝
∑

j∈{Ni,i}

∂αi1

∂xj1
fj1 +

∑

j,k∈{Ni,i}

∂2αi1

∂xj1∂xk1

gT
j1gk1

2

⎞

⎠

≤
N∑

i=1

z4
i1 f̄i2(zi1) + �21

+
N∑

i=1

z4
i2

⎛

⎝
∑

j∈{Ni,i}

(
∂αi1

∂xj1

) 4
3 +
∑

j,k∈{Ni,i}

(
∂2αi1

∂xj1∂xk1

) 4
3

+ 1

⎞

⎠

≤
N∑

i=1

z4
i1 f̄i2(zi1) + �21

+
N∑

i=1

z4
i2

⎛

⎝
∑

j∈{Ni,i}

(
∂αi1

∂xj1

)2

+ N +
∑

j,k∈{Ni,i}

(
∂2αi1

∂xj1∂xk1

)2

+ N2 + 1

⎞

⎠ (50)

N∑

i=1

3z2
i2

2
tr

⎧
⎨

⎩

∑

j,k∈{Ni,i}

∂αi1

∂xj1

∂αi1

∂xk1
gj1(y)g

T
k1(y)

⎫
⎬

⎭

≤
N∑

i=1

z4
i2

⎛

⎝
∑

j,k∈{Ni,i}

(
∂αi1

∂xj1

∂αi1

∂xk1

)2

+ 1

⎞

⎠

+
N∑

i=1

z4
i1ḡi2(zi1) + �22. (51)

It follows from (47)–(51) that:

�V2

=
N∑

i=1

z3
i2

⎛

⎝αi2 − l2i q2νi1 + φi22(yi)νi2

+ 3

4
zi2 + �i2 + 3

4
zi2

((
∂αi1

∂y0

)2

+ 1

)

−
∑

j∈{Ni,i}

∂αi1

∂xj1
ρνj2 + 1

2

∑

j∈{Ni,i}
l2μ+2
j z3

i2

(
∂αi1

∂xj1

)2

+ zi2

⎛

⎝
∑

j∈{Ni,i}

(
∂αi1

∂xj1

)2

+
∑

j,k∈{Ni,i}

(
∂2αi1

∂xj1∂xk1

)2
⎞

⎠

+ zi2

(
N2+N+2

)
+zi2

∑

j,k∈{Ni,i}

(
∂αi1

∂xj1

∂αi1

∂xk1

)2
⎞

⎠

+ 1

4

N∑

i=1

z4
i3 +

N∑

i=1

z4
i1 f̄i2(zi1) +

N∑

i=1

z4
i1ḡi2(zi1)

+ N

2

N∑

i=1

ε2
i2 + N

4
ẏ4

0 + �21 + �22. (52)

Design the virtual controller αi2 as

αi2 = −
⎛

⎝kzi2 − l2i q2νi1 + φi22(yi)νi2 + zi2 + �i2 + 3

4
zi2

×
((

∂αi1

∂y0

)2

+ 1

)

+ 1

2

∑

j∈{Ni,i}
l2μ+2
j z3

i2

(
∂αi1

∂xj1

)2

−
∑

j∈{Ni,i}

∂αi1

∂xj1
ρ̂iνj2 + zi2

∑

j∈{Ni,i}

(
∂αi1

∂xj1

)2

+ zi2

∑

j,k∈{Ni,i}

(
∂2αi1

∂xj1∂xk1

)2

+ zi2

(
N2 + N + 2

)

+ zi2

∑

j,k∈{Ni,i}

(
∂αi1

∂xj1

∂αi1

∂xk1

)2
⎞

⎠ (53)

where the term (∂αi1/∂y0) is used. Obviously, if the ith agent
cannot receive the leader’s information, then αi1 will not con-
tain the information y0 and this term will be zero. Hence, αi2
only contains the ith agent’s and its neighbors’ information.
From (33), (52), and (53), we have

�V2 + �Vρ

≤ −
N∑

i=1

kz4
i2 +

N∑

i=1

(
z4

i3

4
− z4

i2

4

)

+
N∑

i=1

zi1�i2(zi1) + �21

+
N∑

i=1

Nε2
i2

2
+

N∑

i=1

ρ̃i

(
τi1 − ˙̂ρi

)
+ N

4
ẏ4

0 + �22 (54)

where �i2(zi1) := z3
i1(f̄i2(zi1) + ḡi2(zi1)) and τi1 =

−z3
i2

∑
j∈{Ni,i}(∂αi1/∂xj1)νj2.

Combined with (46), we have

�V1 + �V2 + �Vθ + �Vβ + �Vρ

≤ −
N∑

i=1

k
(

z2
i1 + z4

i2

)
+

N∑

i=1

zi1

⎛

⎝
2∑

j=1

�ij(zi1) − �i(zi1)

⎞

⎠

+
N∑

i=1

z4
i3

4
+

N∑

i=1

(N + 1)ε2
i2

2
+

N∑

i=1

ρ̃i

(
τi1 − ˙̂ρi − σ ρ̂i

)

+ σ

N∑

i=1

ρ̂iρ̃i + σ

N∑

i=1

θ̂T
i θ̃i + σρ

N∑

i=1

β̂iβ̃i + 1

2

N∑

i=1

ε∗2
i1

+ 1

2
Nẏ2

0 + N

4
ẏ4

0 +
2∑

j=1

(
�j1 + �j2

)
(55)

where the unknown parameter ρ will appear in the following
design process, whose adaptive law will be designed by the
tuning function method and given in the last step.

Step s (s = 3, . . . , n−1): Assume that at step (s − 1),
there exist continuous function �i(s−1)(zi1), smooth function
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τi(s−2) = −∑s−1
m=2
∑

j∈{Ni,i} z3
im([∂αi(m−1)]/[∂xj1])νj2, and vir-

tual controller αi(s−1)(·) associated with variables β̂i, θ̂T
i , ρ̂i,

lj, xj1, ζj1,. . . , ζjs, νj1,. . . , and νj(s−1), for j ∈ {Ni, i}, such that

�

s−1∑

j=1

Vj + �Vθ + �Vβ + �Vρ

≤ −
N∑

i=1

k

⎛

⎝z2
i1 +

s−1∑

j=2

z4
ij

⎞

⎠+
N∑

i=1

zi1

⎛

⎝
s−1∑

j=1

�ij − �i

⎞

⎠+
N∑

i=1

z4
is

4

+
N∑

i=1

(s − 2)N + 1

2
ε2

i2 + σ

N∑

i=1

θ̂T
i θ̃i + σ

N∑

i=1

(
ρβ̂iβ̃i + ρ̂iρ̃i

)

+
N∑

i=1

(

ρ̃i +
s−1∑

m=3

z3
im

∂αi(m−1)

∂ρ̂i

)
(
τi(s−2) − ˙̂ρi − σ ρ̂i

)

+
N∑

i=1

ε∗2
i1

2
+ N

2
ẏ2

0 + (s − 2)N

4
ẏ4

0 +
s−1∑

j=1

(
�j1 + �j2

)
. (56)

Then, calculate the differential operator of Vs as

�Vs

=
N∑

i=1

z3
is

⎛

⎝νi(s+1) − l2i qsνi1 +
s∑

j=2

φisj(yi)xijνij − �αi(s−1)

⎞

⎠

+
N∑

i=1

3z2
is

2
tr

⎧
⎨

⎩

∑

j,k∈{Ni,i}

∂αi(s−1)

∂xj1

∂αi(s−1)

∂xk1
gj1(y)g

T
k1(y)

⎫
⎬

⎭

=
N∑

i=1

z3
is

⎛

⎝zi(s+1) + αis − l2i qsνi1 +
s∑

j=2

φisj(yi)xijνij + �is

− ∂αi(s−1)

∂ρ̂i

˙̂ρi−
∑

j∈{Ni,i}

∂αi(s−1)

∂xj1

(
ρνj2 + ej2 + fj1(y)

)

− 1

2

∑

j,k∈{Ni,i}

∂2αi(s−1)

∂xj1∂xk1
gT

j1gk1 − ∂αi(s−1)

∂y0
ẏ0

⎞

⎠dt

+
N∑

i=1

3z2
is

2
tr

⎧
⎨

⎩

∑

j∈{Ni,i}

∂αi(s−1)

∂xj1

∂αi(s−1)

∂xk1
gj1(y)g

T
k1(y)

⎫
⎬

⎭
(57)

where �is denotes all the other known terms in −�αi(s−1)

and only contains the ith agent’s and its neighbors’
information.

Using Lemmas 2 and 4, and Assumption 1, there exist
smooth positive functions f̄is(zi1) and ḡis(zi1), and bound
positive constants �s1 and �s2 such that

N∑

i=1

z3
iszi(s+1) ≤ 3

4

N∑

i=1

z4
is + 1

4

N∑

i=1

z4
i(s+1) (58)

−
N∑

i=1

∑

j∈{Ni,i}
z3

is
∂αi(s−1)

∂xj1
ej2 −

N∑

i=1

z3
is

∂αi(s−1)

∂y0
ẏ0

≤ 1

2

N∑

i=1

∑

j∈{Ni,i}
l2μ+2
j z6

is

(
∂αi(s−1)

∂xj1

)2

+ N

2

N∑

i=1

ε2
i2

+ 3

4

N∑

i=1

z4
is

((
∂αi(s−1)

∂y0

)2

+ 1

)

+ N

4
ẏ4

0 (59)

−
N∑

i=1

z3
is

⎛

⎝

∑
j∈{Ni,i}

∂αi(s−1)

∂xj1
fj1

+∑j,k∈{Ni,i}
∂2αi(s−1)

∂xj1∂xk1

gT
j1gk1

2

⎞

⎠

≤
N∑

i=1

z4
i1 f̄is(zi1) + �s1

+
N∑

i=1

z4
is

⎛

⎝
∑

j∈{Ni,i}

(
∂αi(s−1)

∂xj1

)2

+
∑

j,k∈{Ni,i}

(
∂2αi(s−1)

∂xj1∂xk1

)2

+ N + N2 + 1

⎞

⎠ (60)

N∑

i=1

3z2
is

2
tr

⎧
⎨

⎩

∑

j,k∈{Ni,i}

∂αi(s−1)

∂xj1

∂αi(s−1)

∂xk1
gj1(y)g

T
k1(y)

⎫
⎬

⎭

≤
N∑

i=1

z4
is

⎛

⎝
∑

j,k∈{Ni,i}

(
∂αi(s−1)

∂xj1

∂αi(s−1)

∂xk1

)2

+ 1

⎞

⎠

+
N∑

i=1

z4
i1ḡis(zi1) + �s2. (61)

It follows from (57)–(61) that:

�Vs

≤
N∑

i=1

z3
is

⎛

⎝αis − l2i qsνi1 +
s∑

j=2

φisj(yi)xijνij

+ �is + 3

4
z3

is +
∑

j∈{Ni,i}
l2μ+2
j

z3
is

2

(
∂αi(s−1)

∂xj1

)2

+ zis

∑

j∈{Ni,i}

(
∂αi(s−1)

∂xj1

)2

+3

4
zis

((
∂αi(s−1)

∂y0

)2

+1

)

+ zis

∑

j,k∈{Ni,i}

(
∂2αi(s−1)

∂xj1∂xk1

)2

+ zis

(
N + N2 + 2

)

+ zis

∑

j,k∈{Ni,i}

(
∂αi(s−1)

∂xj1

∂αi(s−1)

∂xk1

)2

− ∂αi(s−1)

∂ρ̂i

˙̂ρi −
∑

j∈{Ni,i}

∂αi(s−1)

∂xj1
ρνj2

⎞

⎠

+ 1

4

N∑

i=1

z4
i(s+1)

+ N

2

N∑

i=1

ε2
i2 +

N∑

i=1

z4
i1 f̄is(zi1) +

N∑

i=1

z4
i1ḡis(zi1)

+ N

4
ẏ4

0 + �s1 + �s2. (62)
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Design the virtual controller αis as

αis

= −
⎛

⎝kzis − l2i qsνi1 +
s∑

j=2

φisj(yi)xijνij + z3
is + �is + zis

4

×
((

∂αi(s−1)

∂y0

)2

+ 1

)

+
∑

j∈{Ni,i}
l2μ+2
j

z3
is

2

(
∂αi(s−1)

∂xj1

)2

+ zis

∑

j∈{Ni,i}

(
∂αi(s−1)

∂xj1

)2

+ zis

∑

j,k∈{Ni,i}

(
∂2αi(s−1)

∂xj1∂xk1

)2

+ zis

(
N + N2 + 2

)
+ zis

∑

j,k∈{Ni,i}

(
∂αi(s−1)

∂xj1

∂αi(s−1)

∂xk1

)2

−
∑

j∈{Ni,i}

∂αi(s−1)

∂xj1
ρ̂iνj2 + ∂αi(s−1)

∂ρ̂i

(
τi(s−1) − σ ρ̂i

)

−
∑

j∈{Ni,i}

∂αi(s−1)

∂xj1
νj2

(
s−1∑

m=3

zim
∂αi(m−1)

∂ρ̂i

)⎞

⎠ (63)

where τi(s−1) = −∑s
m=2
∑

j∈{Ni,i} z3
im([∂αi(m−1)]/[∂xj1])νj2,

and same with the analysis of αi2 below (53), αis only contains
the ith agent’s and its neighbors’ information.

It follows from (56)–(63) that:

�

s∑

j=1

Vj + �Vθ + �Vβ + �Vρ

≤
N∑

i=1

zi1

⎛

⎝
s∑

j=1

�ij(zi1) − �i(zi1)

⎞

⎠−
N∑

i=1

k

⎛

⎝z2
i1 +

s∑

j=2

z4
ij

⎞

⎠

+
N∑

i=1

z4
i(s+1)

4
+

N∑

i=1

((s − 1)N + 1)ε2
i2

2
+ σ

N∑

i=1

θ̂T
i θ̃i

+ σρ

N∑

i=1

β̂iβ̃i +
N∑

i=1

(

ρ̃i +
s∑

m=3

z3
im

∂αi(m−1)

∂ρ̂i

)

×
(
τi(s−1) − ˙̂ρi − σ ρ̂i

)
+ σ

N∑

i=1

ρ̂iρ̃i + 1

2

N∑

i=1

ε∗2
i1

+ 1

2
Nẏ2

0 + (s − 1)N

4
ẏ4

0 +
s∑

j=1

(
�j1 + �j2

)
(64)

where �is(zi1) = z3
i1 f̄is(zi1) + z3

i1ḡis(zi1).
Step n: Through the above inductive design method, we can

design ui and the adaptive law ˙̂ρi as follows:

ui = αin (65)
˙̂ρi = τi(n−1) − σ ρ̂i (66)

where αin can be calculated as step s, and τi(n−1) =
−∑n

m=2
∑

j∈{Ni,i} z3
im([∂αi(m−1)]/[∂xj1])νj2. Then, the differ-

ential operator of �
∑n

j=1 Vj + �Vθ + �Vβ + �Vρ is

�

n∑

j=1

Vj + �Vθ + �Vβ + �Vρ

≤ −
N∑

i=1

k

⎛

⎝z2
i1 +

n∑

j=2

z4
ij

⎞

⎠+
N∑

i=1

zi1

⎛

⎝
n∑

j=1

�ij(zi1) − �i

⎞

⎠

+
N∑

i=1

((n − 1)N + 1)ε2
i2

2
+ σ

N∑

i=1

θ̂T
i θ̃i + σρ

N∑

i=1

β̂iβ̃i

+ σ

N∑

i=1

ρ̂iρ̃i + 1

2

N∑

i=1

ε∗2
i1 + 1

2
Nẏ2

0

+ (n − 1)N

4
ẏ4

0 +
n∑

j=1

(
�j1 + �j2

)
. (67)

Now, we give the main result of this article.
Theorem 1: For the high-order stochastic nonlinear

MASs (1) satisfying Assumptions 1 and 2, based on the
dynamic gain filter (9) and (10), the distributed output-
feedback adaptive fuzzy controller (65) with the adaptive laws
(44), (45), and (66) can render all the expectations of out-
put tracking errors (y1 − y0), (y2 − y0), . . . , (yN − y0) to be
semiglobally uniformly ultimately bounded and converge to
an adjustable set.

Proof: Since li ≥ 1, based on Assumption 1, Lemma 4,
and (30), there exist positive smooth functions �ei(zi1) and
bounded positive constant �ei such that

N∑

i=1

((n − 1)N + 2)l−2μ
i

(
F2

i (y) + G2
i (y)
)

≤
N∑

i=1

z2
i1�ei(zi1) +

N∑

i=1

l−2μ
i �ei. (68)

Using Young’s inequality, we have

σ θ̂T
i θ̃i = σ

(
θT

i − θ̃T
i

)
θ̃i ≤ −1

2
σ

∥
∥
∥θ̃i

∥
∥
∥

2 + 1

2
σ‖θi‖2

σρβ̂iβ̃i = σρ
(
ρ−1 − β̃i

)
β̃i ≤ σρρ−1β̃i − σρβ̃2

i

≤ −1

2
σρβ̃2

i + 1

2
σρ−1

σ ρ̂iρ̃i = σ(ρi − ρ̃i)ρ̃i ≤ −1

2
σ ρ̃2

i + 1

2
σρ2

i .

Combined with (28), (33), (67), and (68), and letting

�i(zi1) =
n∑

j=1

�ij(zi1) + zi1�ei(zi1) (69)

where �ij(zi1) = z3
i1 f̄ij(zi1) + z3

i1ḡij(zi1), we have

�V = �V̄ +
N∑

i=1

((n − 1)N + 2)�Vei

≤ −
N∑

i=1

⎛

⎝k

⎛

⎝z2
i1 +

n∑

j=2

z4
ij

⎞

⎠+ 1

2
liε

T
i εi

⎞

⎠

−σ

2

(
θ̃T

i θ̃i + ρβ̃2
i + ρ̃2

i

)

+ 1

2
σ‖θi‖2 + 1

2
σρ−1 + 1

2
σρ2

i

+
N∑

i=1

ε∗2
i1

2
+ Nẏ2

0

2
+ (n − 1)N

4
ẏ4

0

+
n∑

j=1

(
�j1 + �j2

)+
N∑

i=1

l−2μ
i �ei. (70)
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Let α = min{([li(0)]/[2((n − 1)N + 2) max(P)]),
σ , (2k/[ max{(L + B)−1}]), 4k, [σρ/(max{�−1

i })], for i =
1, . . . , N} and ε1 = (1/2)σ‖θi‖2 + (1/2)σρ−1 + (1/2)σρ2

i ,
ε2 ≥ ∑N

i=1 [(ε∗2
i1 )/2] + [(Nẏ2

0)/2] + [(n − 1)N/4]ẏ4
0 +

∑n
j=1(�j1 + �j2) +∑N

i=1 l−2μ
i �ei, where α, ε1, and ε2 are

positive constants.
Combined with (70), we have

�V ≤ −αV + ε1 + ε2. (71)

Further, one can obtain

E[V(t)] ≤ e−αtE[V(0)] + ε1 + ε2

α

(
1 − e−αt) (72)

where (ε2/α) can be adjusted to be small enough, and the
bound of (ε1/α) is associated with θi and ρ.

Since E[(1/2)z̄T
1 (L + B)−1z̄1] ≤ E[V(t)] and

z̄T
1 (L + B)−1z̄1 = [y − 1ny0

]T
(L + B)

[
y − 1ny0

]

≥ ‖y − 1ny0‖2λmin(L + B) (73)

we have (E[|yi − y0|])2 ≤ E[|yi − y0|2] ≤ E[‖y − 1ny0‖2] ≤
([2E[V(t)]]/[λmin(L + B)]). Hence, the expectations of output
tracking errors are bounded and can converge to an adjustable
set. In addition, based on Assumption 1 and (71), yi, εi, zis,
β̂i, ρ̂i, and θ̂i are bounded almost surely (a.s.). Hence, li is
bounded a.s. From (9), we have

d
(

l−μ
i L−1

i0 ζi

)

=
{

li
(
A − qcT)

(
l−μ
i L−1

i0 ζi

)
+ l−μ

i L−1
i0 φi(yi)ζi

−l̇il
−1
i (μIn + D)

(
l−μ
i L−1

i0 ζi

)
+ l1−μ

i qyi

}
dt. (74)

Similar with (14)–(28), choose the Lyapunov function Viζ =
(l−μ

i L−1
i0 ζi)

TP(l−μ
i L−1

i0 ζi), whose derivative satisfies

V̇iζ

≤ −1

2
li
(

l−μ
i L−1

i0 ζi

)T(
l−μ
i L−1

i0 ζi

)
+ 2
(

l−μ
i L−1

i0 ζi

)T
Pl1−μ

i qyi

≤ −1

4
li
(

l−μ
i L−1

i0 ζi

)T(
l−μ
i L−1

i0 ζi

)
+ 4
∥
∥
∥Pl1−μ

i qyi

∥
∥
∥

2
. (75)

Due to that yi and li are bounded a.s., from (75), ζi is bounded
a.s. Combined with (43)–(45), (53), (63), and (66), νis is
bounded a.s. So the stability of the filter can be guaranteed.
From x̂i = ζi +ρνi and ei = xi − x̂i, xi and x̂i are bounded a.s.
So all of the dynamic variables are bounded a.s. The proof is
completed.

In Theorem 1, the dynamic gain filter-based dis-
tributed output-feedback adaptive fuzzy consensus proposal is
proposed for the stochastic MASs, where the interactions only
contain the outputs information of each agent and the unknown
control gains in each agent are same. The results can be further
extended to the following MASs:
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

dxi1 = {xi2 + fi1(x)}dt + gT
i1(x)dw

dxis = {xi(s+1) + fis(x) +∑s
m=2 φism(yi)xim

}
dt

+ gT
is(x)dw, s = 2, . . . , n − 1

dxin = {ρiui + fin(x) +∑n
m=2 φinm(yi)xim

}
dt

+ gT
in(x)dw

yi = xi1

(76)

where different from the MASs (1), for i = 0, . . . , N, the
unknown constant gain ρi in each agent can be different. x :=
[x11, . . . , xNn]T . fis(x) and gis(x) ∈ Rm represent the uncertain
interactions from the other subsystems.

Assumption 3: For i = 1, . . . , N and s = 1, 2, . . . , n, the
drift term fis(x) and diffusion term gis(x) satisfy the following
conditions, respectively:

|fis(x)| ≤ f̄is(y) (77)

‖gis(x)‖ ≤ ḡis(y) (78)

where f̄is(y) and ḡis(y) are known positive smooth functions.
Theorem 2: For the high-order stochastic nonlinear

MASs (76) satisfying Assumptions 1–3, the distributed adap-
tive proposal (65) can extend to this case to solve the output
leader-following consensus problem.

Proof: In the filter design process, the estimator can be
chosen as x̂i = [x̂i1, . . . , x̂in]T = ζi + ρiνi. In the distributed
protocol design process, we can design the adaptive law ρ̂ij

for j ∈ {Ni, i} to compensate ρj for j ∈ {Ni, i} in the ith agent.
The rest of the proof is similar to the one of Theorem 1 and
omitted.

Remark 6: In (76), the interactions in the ith agent can
contain all the states information of all agents, which makes
the interactions be more general and the proposed method be
applicable for a wider class of MASs. There are many nonlin-
ear functions satisfy Assumption 3, such as y2

i cos(xi2 + xj2),
[(y2

i )/(1 + x2
i2)] and so on. In addition, the unknown control

gain ρi in each agent can be different, and we need to design
more adaptive laws to compensate these constant gains.

IV. NUMERICAL EXAMPLE

To illustrate the effectiveness of the proposed methods, con-
sider the heterogeneous MASs with one leader (agent 0) and
four followers (agents 1–4) under the communication graph
Fig. 1. The agent 1 is the parallel active suspension system,
referring to [28] and [40] for details. The dynamic of the
suspension system with a random noise can be written as

Agent 1:

⎧
⎪⎨

⎪⎩

dx11 =
{

1
A x12

}
dt + g11dw

dx12 = {−cf x12 + ρiv
}
dt + g12dw

y1 = x11

(79)

where x11 is the suspension travel, x12 is the fluid flow into
the hydraulic actuator, A is the effective surface of piston,
cf and ρ are some positive constants, and iv := u1 is the
current input adjusting the opening of the current-controlled
solenoid value that controls the fluid flow. Set A = 1, cf = 2,
g11 = 0, and g12 = x2

11+0.5x11 sin(x12), and the parameter ρ is
assumed to be unknown and chosen as ρ = 5. If the unknown
parameters in each agent are different, Theorem 2 can be used.
For simplicity, we assume the unknown parameters are same.
The dynamic of the ith (i = 2, 3, 4) agent is as follows:

Agent i :

⎧
⎪⎪⎨

⎪⎪⎩

dxi1 = {xi2 + fi1(y)}dt + gT
i1(y)dw

dxi2 = {ρui + fi2(y) + φi22(yi)xi2}dt
+ gT

i2(y)dw
yi = xi1

(80)
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Fig. 1. Communication topology.

Fig. 2. Responses of consensus errors.

Fig. 3. Responses of outputs.

Fig. 4. Responses of state variables x11, x12, x̂11, and x̂12.

where f21(y) = y2
2 − y2

3, f22(y) = y2
2 + y4, g21(y) = 0, g22(y) =

y2
2 − y4, φ222(y2) = 0.4y2

2, f31(y) = y2
3 − y2

2, f32(y) = y2
3 + y2,

g31(y) = 0, g32(y) = y2
3 − y2, φ322(y3) = 0.4y2

3, f41(y) =
y2

4 − y2
2, f42(y) = y2

4, g41(y) = 0, g42(y) = y2
4, and φ422(y4) =

0.4y2
4. Design the dynamic gain k-filter as (9) and (10), where

using the LMI tool box in MATLAB to solve (16), we obtain

that qT = [1.1498 1.3900] and P =
[

1.4750 −0.5003
−0.5003 1.4750

]

.

Choosing μ = 0.5, based on (24), we have μ1 = 1.1677 and
μ2 = 4.7323. From (20), choose �1(·) = 0.5003 ∗ 2, and for
i = 2, 3, 4, �i(·) = 3.4503φi22(yi). Based on (27), set γ11 =
0.2, γ21 = 0.7, γ31 = 0.6, and γ41 = 0.4. For i = 1, 2, 3, 4,
ηi1 = ηi2 = 0.1057, and ϕ̄i(yi) = μ−1

1 (�i(yi)+γi1). Then, the
dynamic gains are designed as (23).

In the sequel, based on (43)–(45), the virtual controller αi1

and adaptive laws ˙̂
θi and ˙̂

βi are designed as

{
αi1 = −β̂iᾱi1˙̂
βi = zi1ᾱi1 − 0.2β̂i,

˙̂
θi = zi1ϕi(zi1) − 0.2θ̂i

(81)

Fig. 5. Responses of state variables x21, x22, x̂21, and x̂22.

Fig. 6. Responses of state variables x31, x32, x̂31, and x̂32.

where ᾱi1 = ζi2 + (1/2)l3i zi1 + θ̂T
i ϕi(zi1) + 7zi1. Choose the

fuzzy membership functions as μFi1 = exp(−0.5(zi1 + 2)2),
μFi2 = exp(−0.5(zi1 + 1)2), μFi3 = exp(−0.5z2

i1), μFi4 =
exp(−0.5(zi1 − 1)2), and μFi5 = exp(−0.5(zi1 − 2)2), and
define fuzzy basis functions as ϕij(zi1) = [(μFij)/(

∑5
j=1 μFij)].

Then, based on (53) and (66), the controller ui and adaptive
law ˙̂ρi are designed as

ui = −
⎛

⎝11zi2 − l2i q2νi1 + φi22(yi)νi2 − ∂αi1

∂β̂i

˙̂
βi

−
∑

j∈{Ni,i}

∂αi1

∂xj1
ζj2 − ∂αi1

∂ζi2
ζ̇i2 − ∂αi1

∂li
l̇i

− ∂αi1

∂θ̂i

˙̂
θi + 3

4
zi2

((
∂αi1

∂y0

)2

+ 1

)

+
∑

j∈{Ni,i}

z3
i2

2
l2μ+2
j

(
∂αi1

∂xj1

)2

−
∑

j∈{Ni,i}

∂αi1

∂xj1
ρ̂iνj2

+ zi2

∑

j∈{Ni,i}

(
∂αi1

∂xj1

)2

+ 7zi2

⎞

⎠ (82)

˙̂ρi = −z3
i2

∑

j∈{Ni,i}

∂αi1

∂xj1
νj2 − 0.2ρ̂i (83)

where based on (81), [(∂αi1)/(∂β̂i)] = −ᾱi1, [(∂αi1)/(∂xj1)] =
−aij[(∂αi1)/(∂zi1)], [(∂αi1)/(∂ζi2)] = −β̂i, [(∂αi1)/(∂li)] =
−β̂i(3/2)l2i zi1, [(∂αi1)/(∂θ̂i)] = −β̂i[ϕi1 ϕi2 ϕi3 ϕi4 ϕi5], and
[(∂αi1)/(∂y0)] = −bi[(∂αi1)/(∂zi1)].

Choose the initial values as x11(0) = 0.6, x12(0) = −0.3,
x21(0) = −0.3, x22(0) = 0.5, x31(0) = 0.4, x32(0) = −0.3,
x41(0) = −1.1, x42(0) = 0.4, l1(0) = 1, l2(0) = 2,
l3(0) = 1.2, l4(0) = 1.5, ρ̂1(0) = 0.3, ρ̂2(0) = 0.1,
ρ̂3(0) = 0.2, and ρ̂4(0) = 0.5, and the initial values of
the other dynamic variables are chosen as 0. Set the refer-
ence signal y0(t) = 0.5 sin(t). Simulation results are shown in
Figs. 2–12. Fig. 2 illustrates that the local neighborhood con-
sensus errors are bounded. Fig. 3 illustrates that the outputs of
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Fig. 7. Responses of state variables x41, x42, x̂41, and x̂42.

Fig. 8. Responses of dynamic gains.

Fig. 9. Responses of adaptive laws β̂i.

Fig. 10. Responses of adaptive laws ρ̂i.

Fig. 11. Responses of adaptive laws θ̂i.

the followers can track the reference signal y0(t) effectively
based on the proposed adaptive fuzzy output-feedback con-
trollers. Figs. 4–7 show the effectiveness of the constructed
dynamic gain filter. Fig. 8 shows that the designed dynamic
gains are always greater than 1. Figs. 9–11 show the responses
of adaptive laws. Fig. 12 shows the response of the control
inputs of each follower.

Fig. 12. Responses of control input ui.

V. CONCLUSION

In this article, we have studied the distributed output-
feedback leader-following control problem for high-order
stochastic heterogeneous nonlinear MASs with interactions
and unknown control gains. The existence of unknown control
gains makes the traditional observer method unusable. At the
same time, to reduce the number of the introduced dynamic
variables, a novel dynamic gain filter is constructed to com-
pensate the unmeasured states. Based on this filter and by
the backstepping method, the distributed protocol is further
designed. The restrictions on the uncertain interactions exist-
ing not only in the drift terms but also the diffusion terms
are very loose. It has been proved that the proposed method
can render all the expectations of output tracking errors to
be uniformly ultimately bounded. In our future work, we will
further consider the output consensus problem for MASs (1)
under fixed and switching graphs, which is more challenging,
and extending the results of this article to MASs with multiple
control inputs will be also considered.
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