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Abstract—Gaussian processes are widely used in surrogate-
assisted evolutionary optimization of expensive problems mainly
due to the ability to provide a confidence level of their outputs,
making it possible to adopt principled surrogate management
methods such as the acquisition function used in Bayesian opti-
mization. Unfortunately, Gaussian processes become less practi-
cal for high-dimensional multi- and many-objective optimization
as their computational complexity is cubic in the number of
training samples. In this paper, we propose a computationally
efficient dropout neural network (EDN) to replace the Gaussian
process and a new model management strategy to achieve a
good balance between convergence and diversity for assisting
evolutionary algorithms to solve high-dimensional multi- and
many-objective expensive optimization problems. While the con-
ventional dropout neural network needs to save a large number of
network models during the training for calculating the confidence
level, only one single network model is needed in the EDN
to estimate the fitness and its confidence level by randomly
ignoring neurons in both training and testing the neural network.
Extensive experimental studies on benchmark problems with
up to 100 decision variables and 20 objectives demonstrate
that, compared to state-of-the-art, the proposed algorithm is not
only highly competitive in performance but also computationally
more scalable to high-dimensional many-objective optimization
problems. Finally, the proposed algorithm is validated on an
operational optimization problem of crude oil distillation units,
further confirming its capability of handling expensive problems
given a limited computational budget.

Index Terms—Neural network, dropout, Gaussian process,
multi- and many-objective optimization, surrogate-assisted evolu-
tionary algorithm, Bayesian optimization, expensive optimization
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MANY real-world optimization problems have multiple
conflicting objectives to be optimized simultaneously,

which are referred to as multi-objective optimization problems
(MOPs). Evolutionary algorithms (EAs) have been widely em-
ployed to effectively solve MOPs, and various multi-objective
EAs (MOEAs) have been proposed and shown to perform very
well on a wide range of MOPs [1], [2]. However, MOEAs
typically require a large number of fitness evaluations (FEs)
to obtain a set of satisfactory solutions, and unfortunately,
FEs in many real-world problems can be computationally very
intensive or highly costly [3]–[5]. Examples include airfoil
design [4], manufacturing engineering [6], the design of crude
oil distillation units [7], and furnace optimization [8], where
only a small number of FEs is affordable. Such expensive
MOPs have posed great challenges to MOEAs due to the
limited evaluation budget. Therefore, data-driven surrogate-
assisted evolutionary algorithms (SAEAs) have become popu-
lar to reduce the number of required expensive FEs in EAs
[9], [10]. Generally, SAEAs construct surrogate models to
approximate the original expensive objective functions, then
the surrogates can be used to evaluate part of the candidate
solutions, thereby reducing the computational cost. To enhance
their prediction performance, new samples should be identified
to be evaluated by the true objective functions for updating
the surrogates, which is referred to as model management
[11]. SAEAs have been demonstrated to be able to find better
solutions than their baseline EAs, when a limited number
of expensive real FEs is allowed. Comprehensive reviews of
SAEAs can be found in [12], [13].

Recently, complex MOPs with more than three objectives,
known as many-objective optimization problems (MaOPs)
have received increased attention [14], [15]. Various ap-
proaches to solving MaOPs have been proposed, which can
be roughly divided into three categories. The first category
of the methods aims to enhance the selection pressure to-
wards the Pareto front (PF) by modifying the dominance
relations. For example, ε-dominance [16], L-optimality [17],
and preference order ranking [18]. Another group of ideas
is known as decomposition-based approaches. By using a set
of reference points, an MaOP can be decomposed into many
single-objective subproblems. A representative work is the
decomposition-based MOEA (MOEA/D) [19], which has been
popular for handling both MOPs and MaOPs. Furthermore, an
extension of NSGA-II [2] using a set of reference points to
divide the objective space into a number of small subspaces,
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termed NSGA-III, is proposed for handling MaOPs [20]. The
third category of methods is based on a performance indicator
that is able to account for both convergence and diversity
properties of a solution set. Along this line of research, typical
indicators including hypervolume [21], ε-indicator [22] and R2
indicator [23]. Although they have achieved great success on
small to medium scale MOPs and MaOPs, the performance
of MOEAs often seriously deteriorates for high-dimensional
problems. For this reason, plenty of research efforts have
been dedicated to extending MOEAs to high-dimensional
MOPs/MaOPs [24], [25], many of which are based on the
cooperative coevolution framework [26], [27].

It is not uncommon that high-dimensional MOPs/MaOPs
also involve the expensive FEs as mentioned before, mak-
ing it increasingly important to improve the scalability of
SAEAs. However, most current SAEAs are not well scalable
to expensive high-dimensional MOPs/MaOPs. Only recently
have a few efforts been dedicated to developing surrogate
techniques for tackling expensive high-dimensional single- or
multi-objective problems, which are briefly reviewed below.

• SAEAs for expensive MaOPs: A surrogate-assisted
reference vector guided EA, known as K-RVEA, was
proposed to handle MaOPs, where Gaussian processes
(GPs) are employed to approximate each expensive ob-
jective function [28]. K-RVEA balances the convergence
and diversity by leveraging the uncertainty provided by
GPs and limits the number of training data to control the
computational complexity. By contrast, a classification
surrogate based EA (CSEA) was proposed in [29], where
a feedforward neural network is trained to learn the
dominance relationship between the candidate solutions
and a set of selected reference solutions, thereby requiring
only one surrogate to solve MaOPs. The effectiveness of
most SAEAs has been validated only on small to medium
scale MaOPs, where the number of decision variables
ranges from 10 to 30, and up to 15 decision variables for
most GP-based SAEAs.

• SAEAs for high-dimensional expensive single- and
multi- objective problems: Few GP-based SAEAs have
been developed for high-dimensional problems due to the
high computational complexity. A common idea is to re-
place GPs with approximation methods whose complex-
ity is more scalable to the number of training samples.
For example, Sun et al. employ particle swarm optimizers
assisted by a radial-basis-function (RBF) network and
fitness inheritance to solve expensive high-dimensional
single-objective problems [30]. A heterogeneous ensem-
ble consisting of a least square support vector machine
(SVM) and two RBF networks is constructed to replace
GPs in [31]. This way, the uncertainty of the approxi-
mated fitness can be obtained by calculating the variance
of the outputs of the ensemble members. Although the
heterogeneous ensemble has shown to be effective [31],
the SVM used in the ensemble is single-output model,
making it hardly scalable to the number of objectives.
Furthermore, the success in generating a diverse and
accurate ensemble heavily depends on feature selection

and feature extraction, which may be problem-dependent.
GPs are a common choice for surrogate models as they can

provide a confidence level of their predictions, which enables
us to use mathematically sound model management techniques
known as infill criteria or acquisition functions. Popular GP
assisted MOEAs include ParEGO [32], MOEA/D-EGO [33]
and K-RVEA [28], among many others. However, GP-based
SAEAs that perform well on low-dimensional MOPs will be-
come computationally intractable when they are used to solve
high-dimensional MOPs/MaOPs, mainly due to the following
three reasons [34]. First, the computational complexity of
GPs will become prohibitively high for large datasets as their
computational complexity is O(n3), where n is the number
of training samples [35]. The higher the dimensionality of
the decision space is, the more training data is required
for constructing GPs in SAEAs to obtain sufficiently good
approximation accuracy. Second, since GPs are single-output
regression models [36], the number of GP models we need
equals to the number of objectives if the GPs are used to
approximate the objective functions, making GPs unpractical
for handling MaOPs. Thirdly, GP models must be completely
rebuilt when new samples are included in the training data
[36], which is very undesirable since the GP model needs to
be frequently updated during the optimization.

Due to the above challenges, most existing SAEAs are
devised for low-dimensional expensive single- or multi- objec-
tive optimization problems and their applications are severely
restricted in the scope of expensive MOPs with small-scale
decision variables [37], [38].

It is worth noting that in the field of machine learning, deep
NNs have been used as a computationally efficient replacement
of GP models [39]. Moreover, dropout is a commonly used
technique in deep NNs to alleviate over-fitting [40], [41]. Gal
and Ghahramani threw light on dropout properties by inter-
preting it as a Bayesian model, resulting from its capability of
representing model uncertainty in deep learning [42]. Further,
dropout deep NNs with an arbitrary depth and nonlinearities
have been proposed and mathematically proved that they
are equivalent to an approximation of the probabilistic deep
Gaussian process model [42]. Existing dropout deep NNs,
however, is computationally intensive in the training stage,
because a large number of NNs needs to be stored and updated
[43].

Given that expensive high-dimensional MOPs/MaOP are
widely seen in the real world, this work aims to develop
an SAEA with a surrogate that is functionally similar to but
computationally more scalable than the GP model to solve
high-dimensional MOPs/MaOPs. To the best of our knowl-
edge, this is the first time that surrogates have been adopted
for tackling expensive high-dimensional MOPs/MaOPs, where
complexities resulted from a large search space together with
a large number of objectives. Main contributions of this work
are summarized as follows.
• An efficient dropout NN, called EDN, is proposed as

a computationally scalable alternative of the GP model
for assisting the solution of expensive high-dimensional
MOPs/MaOPs. Different from the original dropout tech-
nique, EDN uses dropout not only at training phase, but
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at the test phase as well. As a result, only one single
network model is needed in EDN, which is different
from traditional SAEAs that adopt multiple surrogates
for estimating a degree of uncertainty [31], [44] or for
robust fitness estimation [45]. It is worth noting that the
original dropout technique cannot be directly applied to
SAEAs due to its highly time-consuming training pro-
cess, resulting from the storage and update of many NNs
required for the estimations of fitness and uncertainty.

• A model management strategy for choosing new samples
and training data is suggested and integrated into an
indicator-based MOEA with reference point adaptation
(AR-MOEA) [46] to achieve a better balance between
exploration and exploitation during the search, making
the proposed algorithm well suited for both multi- and
many-objective optimization. Specifically, two sets of
reference vectors are introduced based on AR-MOEA to
estimate the quality of the samples obtained so far, and
to determine whether convergence or the diversity should
be prioritized when selecting new samples.

• The proposed EDN-assisted AR-MOEA, termed EDN-
ARMOEA, is compared with state-of-the-art surrogate-
assisted MOEAs on high-dimensional MOPs and MaOPs.
Empirical results on two suites of test problems and
a real-world operational optimization problem of crude
oil distillation units demonstrate EDN-ARMOEA is very
competitive in performance and computationally much
more scalable than existing surrogate-assisted MOEAs.

The rest of this paper is organized as follows. Section II
provides the background of the work, including a problem
definition and an introduction to AR-MOEA and the dropout
NN. The details of the proposed EDN-ARMOEA are elabo-
rated in Section III. The results of all comparative and ablation
studies, as well as sensitivity analysis are presented in Section
IV. Finally, conclusions and future work are given in Section
V.

II. BACKGROUND

In this section, we at first give a brief problem definition,
then introduce the main components of AR-MOEA. Finally,
dropout neural networks are briefly described.

A. Problem Definition

In this work, we consider the following expensive high-
dimensional multi- and many-objective optimization problems:

minx f(x) = (f1(x), f2(x), . . . , fm(x))
s.t. x ∈ X (1)

where x = (x1, x2, . . . , xd) is the decision vector with d
decision variables, X denotes the decision space, the objective
vector f consists of m(m > 2) objectives. Note that for
MaOPs, the number of objectives m is larger than 3. Moreover,
the objective functions are black-box that can be evaluated
by either time-consuming numerical simulations, or costly
physical experiments. Hence, surrogates must be built based
on data collected via numerical simulations of experiments to
solve the optimization problem [9]. Note that in the context of

surrogate-assisted evolutionary optimizations, problems with
d > 30 is known as high-dimensional problems and the
majority of the existing SAEAs can solve problems with less
than 30 decision variables. It should also be noted that for
MOPs/MaOPs, there exists a set of trade-off Pareto optimal
solutions, known as the Pareto set (PS), rather than a single
solution that optimizes all objectives. The projection of the PS
in the objective space is known as the PF.

B. AR-MOEA

The performance of most MOEAs is heavily dependent on
the shape of the PF. AR-MOEA aims to remedy this issue by
developing a versatile algorithm whose performance is less
sensitive to various MOPs or MaOPs having disconnected,
degenerate, concave or biased PFs [46]. AR-MOEA adopts the
enhanced inverted generational distance (IGD-NS) indicator
[47] to calculate the fitness value of an individual in mating
and environmental selection. The reference points (reference
solutions) for calculating the IGD-NS are composed of two
parts, one containing uniformly distributed solutions and the
other are solutions stored in an external archive.

The general framework of AR-MOEA is described in Al-
gorithm 1. The two main components of AR-MOEA, i.e., the
IGD-NS indicator and the reference point adaptation method
will be briefly described in the following.

Algorithm 1 AR-MOEA
Input: Population size N ; Maximum iterations iter;
Output: Final population P ;
1: Create an initial population P1 of size N ;
2: Uniformly sample reference points W from a unit hyper-

plane;
3: [A1, R1]← UpdateRefPoint(P1,W );
4: for t = 1 to iter do
5: Use the IGD-NS values with respect to Rt to select

solutions from Pt for a mating pool;
6: Create offspring Ot using simulated binary crossover

and polynomial mutation;
7: [At+1, Rt+1]← UpdateRefPoint([At;Ot],W );
8: Use the IGD-NS values with respect to Rt+1 to select

the population Pt+1 from Pt and Ot for next generation;
9: end for

1) IGD-NS Indicator: IGD with noncontributing solution
detection, termed IGD-NS, is an enhanced IGD indicator [47].
Similar to IGD, IGD-NS evaluates the quality of a set of
solutions with respect to both convergence and diversity. Fur-
thermore, IGD-NS takes the non-contributing solutions, which
are ignored in IGD, into consideration, thereby providing a
more precise evaluation of a given solution set. A solution is
called non-contributing if it is not the nearest neighbor of any
reference point. The IGD-NS indicator is defined as follows:

IGD-NS(Q,R) =
∑
r∈R

min
q∈Q

dis(q, r) +
∑
q′∈Q′

min
r∈R

dis(q′, r)

(2)
where function dis(·) denotes the Euclidean distance between
two solutions in objective space, and Q, Q′(Q′ ∈ Q) and R
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represent the non-dominated solution set, the non-contributing
solution set, and the reference point set, respectively. The first
term calculates the sum of the minimum distance from each
non-dominated solution to the points in R, and the second term
calculates the sum of the minimum distance from each non-
contributing solution to the points in R, aiming to minimise
the number of non-contributing solutions. The fitness of a
candidate solution p is calculated by IGD-NS(P\{p}, R),
where ”\” denotes the complementary set. Therefore, in AR-
MOEA, a solution with a larger IGD-NS value will be the
winner during the tournament selection and the population
truncation. The efficient non-dominated sorting method [48]
is first used in the environmental selection to screen solutions
in the combined population of parents and offspring, then the
solutions from the last known front are selected based on the
IGD-NS indicator.

As the different ranges of different objectives can bias
the uniform distribution of the solutions, the objective values
of solutions in P and Q are normalized by subtracting z∗,
following the calculation of the ideal point z∗ and nadir point
znad. Note that z∗ and znad can be obtained by minimizing
and maximizing each objective individually. Subsequently, the
reference point set R is adjusted for a fair calculation of the
distance between the solutions. More specifically, the solution
q ∈ Q having the minimum perpendicular distance to vector−→
z∗r is detected by minimizing ‖f(q)‖ sin(

−→
z∗r, f(q)), where f

is the mapping from the decision space to the objective space.
Then, each r ∈ R is adjusted to the orthogonal projection of
f(q) on vector

−→
z∗r, described as follows:

r′i =
ri
‖r‖
× ‖f(q)‖ cos(

−→
z∗r, f(q)), i = 1, 2, . . . ,m (3)

where m is the number of objectives.
2) Reference Point Adaptation: Before the adaptation of

the reference points Rt, the external archive At is updated
to At+1 according to the fixed reference points W and the
offspring population Ot. The update of At is also based on
the definition of contribution in IGD-NS. Firstly, we delete the
duplicate and dominated solutions in At. Next, the contributing
solutions in At with respect to W , denoted as Act , are copied
to At+1. Lastly, the point p from At\At+1 with the maximum
value of minq∈At+1 arccos(f(p), f(q)) is continuously chosen
to fill At+1 until the size of At+1 reaches min (3|W |, |At|).
This way, the solutions having the maximum angles to the
selected solutions can be added to the archive to ensure a
good distribution.

After At+1 is obtained, the adapted reference points Rt are
updated to Rt+1. Firstly, the fixed reference points W closest
to the any solution in A′ct , are identified and denoted as the
valid reference point set W v . W v are copied to Rt+1. Then,
the point q from At+1 \ Rt+1 with the maximum value of
minr∈Rt+1 arccos(f(q), r) is continuously chosen to fill Rt+1

until the size of Rt+1 reaches min (|W |, |W v|+ |At+1|). The
requirement on the minimal angle of filling points can ensure
that the solutions in At+1 and the reference points in Rt+1

distribute evenly.
Since the external archive A is able to reflect the geometry

of PFs, the adaptive reference points in R guided by A and the

uniformly distributed reference points W can adapt to various
shapes of the PFs. Empirical results in [46] demonstrate
that the parameter-free method for reference point adaptation
significantly contributes to the robust performance of AR-
MOEA. The procedure of the reference point adaptation is
presented in Algorithm S1 in the Supplementary material. We
use the notation ’S’ to indicate tables, figures and algorithms
in the Supplementary materials in order to avoid confusion.

C. Dropout Neural Networks

Dropout has been proposed to alleviate overfitting prob-
lems for NNs by randomly removing neurons along with
their connections in a NN [40]. Studies such as [43], [49]
have suggested that dropout can be regarded as an effective
regularization method. Randomly dropping out neurons can
discourage excessive co-adaptation of units, which can be
interpreted as adding noise to make the units robust [41].
We consider the situation when dropout is applied to NNs
containing multiple fully-connected layers.

Note that neurons are dropped with a specified probability
at the training phase although they are present at test phase
[40]. Assume dl is a row vector for a layer l (l ∈ [1, L]) of
a NN, and each of its elements is sampled from a Bernoulli
distribution:

dl ∼ Bernoulli(p), ∀dl ∈ dl (4)

where 0.5 ≤ p < 1. With dropout, the output yl of layer l
becomes

ŷl = fl

(
1

p
(xl ◦ dl)Wl + bl

)
(5)

where ◦ denotes the Hadamard product, and fl is the activation
function of layer l. xl, Wl and bl are the D-dimensional input
vector, the D×K weight matrix and the K-dimensional bias
vector of layer l, respectively. The unsuppressed neurons of xl
are scaled by 1

p to make sure that the expected output of the
NN with dropout will be the same as that of the NN without
dropout. dl is regenerated for different training cases during
the forward pass. Wl is updated by backpropagation, which
is the same as that in the standard NNs. During the backward
pass for a training case, the weights in Wl connected to the
suppressed neurons of xl are not updated. As every unit has
two choices, i.e., a dropout NN with n units is an ensemble
of 2n pruned NNs, which explains why dropout can improve
the generalization capability of NNs.

In the original dropout technique, no suppressing takes place
in prediction. The output of the dropout NN at a new input
xnew is

ŷL = fL (xL(xnew)×WL + bL) . (6)

To estimate the mean ŷnew and variance ŝ2new of a given new
decision variable, T sets of vectors of realisations from the
Bernoulli distribution are sampled, resulting in T NNs. This is
equivalent to performing T stochastic forward passes through
the network and calculating the mean and the variance of the
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output of each NN. This way, ŷnew and ŝ2new of the output for
xnew can be expressed by [42], [43]:

ŷnew =
1

T

T∑
t=1

ŷtL

ŝ2new =
1

T

T∑
t=1

(ŷtL)
TŷtL − ŷTnewŷnew + τ−11

(7)

where τ =
pl2p
2Nλ and 1 denotes an N -dimensional row vector

of ones. lp is the prior length-scale, and λ and N represent
the hyperparameter for weight decay and the number of
training data, respectively. Every several or dozens of forward-
backward passes during the training, the output of the dropout
NN is saved for the variance prediction. It should be pointed
out that the original dropout technique cannot be directly
applied in SAEAs because the training process of the dropout
NNs is highly time-consuming. If the original dropout NN is
used as the surrogate in SAEAs, NNs at T time instants need to
be stored for the estimations of fitness and uncertainty. Every
time when new samples are included in the training data during
the optimization, all T NN models will be updated.

III. AN EFFICIENT DROPOUT NEURAL
NETWORK-ASSISTED AR-MOEA

In this section, the framework of the proposed EDN-
ARMOEA is introduced at first. Then, the proposed model
management is given in terms of the selection of new samples
and training data, respectively. Finally, the mechanism of the
proposed efficient dropout neural networks is presented.

A. The Overall Algorithm

One main difference between the proposed EDN-ARMOEA
and other GP-assisted MOEAs is that EDN-ARMOEA adopts
an efficient dropout NN (EDN) to replace the GP for fitness
approximation, in which the EDN estimates the uncertainty
of the approximated fitness by randomly suppressing neurons
during the test process. Besides, EDN-ARMOEA uses the
reference vectors of AR-MOEA to strike a balance between
diversity and convergence in model management.

Algorithm 2 presents the overall framework of the proposed
EDN-ARMOEA. Before optimization starts, a data set of
size 11d − 1 for training the EDN is generated using the
Latin hypercube sampling (LHS) method, where d is the
number of decision variables. The main reason for setting
the offline training data size to 11d − 1 is due to the LHS
method [50]. To further investigate the training data size in
Gaussian process based optimization algorithms, Jones et al.
[51] recommended to have a convenient, finite-decimal value
for the spacing between points, thereby setting e.g., 21 points
for two dimensions. This setting has been followed by many
SAEAs [10], [37], [52]. Once the EDN is constructed the first
time or updated during the optimization (Line 5 in Algorithm
2), AR-MORA will perform evolutionary optimization for iter
generations based on the objective functions approximated by
the EDN (Line 6). Then, the model management strategy will
select k solutions from those in the final generation (xpop,

ŷpop, ŝpop) for real function evaluations (Line 8). Thus, k new
samples are added in the database (X , Y ), refer to Line 9.
Then 11d− 1 samples are selected from the database (X , Y )
as the training data (X1, Y1) so that the number of training
data is limited to 11d−1 (Line 10). Note that both the decision
variables and the objective values of the training data are
scaled within the range [−1, 1], denoted as (Xs, Ys), before
they are used for the construction or update of the EDN (Line
5). Details of the training and test procedures of the EDN will
be provided in the next Section III-C and Algorithm 3.

Algorithm 2 EDN-ARMOEA
Input: f (expensive functions), FEmax (total function evalu-

ations), d (search dimension), delta ∈ [0, 1] is a parameter,
k (the number of real fitness evaluations in each genera-
tion), P is the population size, and iter is the maximum
generation)

Output: X and Y (the decision variables and objective
values of final solutions);

1: X ← LhsDesign(d, 11d− 1), Y ← f(X);
2: X1 = X , Y1 = Y , FE = 11d− 1;
3: while FE ≤ FEmax do
4: (Xs, Ys)← Normalize(X1, Y1);
5: The EDN is initialized by Net ← EDN(Xs, Ys) or

updated by Net← EDN(Xs, Ys, Net);
6: (xpop, ŷpop, ŝpop, rf, rf0)←AR−MOEA(N,iter,Net);
7: If there is no rb, rb is initializd by rb = rf0;
8: Xnew←SelectIndividual(xpop,ŷpop,̂spop,rf, rb,delta,k),

Ynew ← f(Xnew);
9: X ← X ∪Xnew, Y ← Y ∪ Ynew;

10: (X1, Y1)← SelectTrainData(X,Y );
11: rb = rf , FE = FE + |Xnew|;
12: end while

In the following, we explain the details of two main compo-
nents in the model management strategy of EDN-ARMOEA,
namely, the selection of solutions for real function evaluations
(Line 8) and the selection of training data (Line 10).

B. Proposed Model Management Strategy

Deciding which new samples should be collected, i.e.,
which candidate solutions should be evaluated by the ex-
pensive objective functions, and how to update the surrogate
are known as model management in SAEAs [3], [13]. The
model management is vital in SAEAs and therefore many
ideas for surrogate management have been proposed. Among
them, mathematically more principled methods such as infill
criteria [51], also known as acquisition functions in Bayesian
optimization [53], are popular in SAEAs [37]. However, the
original infill criteria are meant for single-objective optimiza-
tion, which cannot be directly adopted for MOPs/MaOPs. In
the following, we present a new model management strategy
for effectively handling high-dimensional MOPs/MaOPs.

1) Selection of solutions for expensive function evaluations:
The new samples to be evaluated by the expensive objective
function are chosen from the solutions in the final popula-
tion of AR-MOEA, which optimizes the objective functions
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approximated by the EDN (Line 6 in Algorithm 2). To start
with, the solutions in the final population are categorized into
k groups using the k-means clustering algorithm, aiming to
select a representative subset which can serve as good new
samples for updating the surrogates and achieve a balanced
search towards the Pareto front.

As we mentioned before, it is well recognized that these new
samples should be carefully selected due to their influence on
the balance between exploitation and exploration. In SAEAs,
we tune the balance between exploration and exploitation by
detecting whether convergence or diversity is in demand. More
specifically, the solutions contributing to the improvement of
convergence should be selected for real function evaluations
unless the diversity of the population must be prioritized,
similar to the idea suggested in [54]. When convergence is the
selection criterion, the solution having the minimum Euclidean
distance to the origin in the objective space in each cluster
will be selected for real function evaluations. By contrast,
the solution that has the maximum mean uncertainty in each
cluster will be chosen for evaluation when diversity must be
promoted. The diversity of the population is measured by the
ratio of r = |W v|/|W |, where |W v| and |W | are the number
of valid reference points and total number of fixed reference
points, respectively. Here, a reference point is called valid if
there is a contributing solution (defined by the IGD-NS) in the
population associated with the reference point. If the difference
of ri−1 and ri (the diversity of the population in the i−1th and
ith generations, respectively) larger than a given threshold, i.e.,
ri−1− ri > delta, then the diversity of the population should
be enhanced and therefore the most uncertain solution in each
cluster should be selected for real function evaluations. Note
that all objective values should be translated by the minimum
objective values before calculating the Euclidean distance.

2) Selection of Training Data: The number of the training
data (X1,Y1) is limited to 11d− 1 to reduce the computation
time in updating the EDN. In selection, priority is given to
the newly evaluated solutions. Firstly, the newly evaluated
solutions (Xnew,Ynew) are added to data set (X ,Y ) for storage
of all real evaluations. Hence, the empty (X1, Y1) is filled with
(Xnew,Ynew). Subsequently, the objective value set Y of the
augmented data set (X ,Y ) is normalized with its minimum.
After that, solutions from data set (X \X1, Y \Y1) are added
to (X1, Y1) one by one, with each chosen p solution having
the maximum value of minq∈Y1 arccos(f(p), f(q)), where f(p)
is the objective vector of p in (X \X1, Y \ Y1), and f(q) is
the objective vector of a solution q in (X1, Y1). This way, the
solutions that have the maximum angles to solutions in (X1,
Y1) will be added to the training data to make sure that the
training data distribute as evenly as possible in the objective
space. The newly evaluated samples together with the data
selected in terms of the diversity form the data set (X1, Y1)
for training the EDN in the next generation.

C. Efficient Dropout Neural Networks

The dropout technique was originally developed for NNs
containing a large number of fully-connected layers. However,
such complex NNs are not suited for surrogates. Therefore,
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Fig. 1. The structure of the efficient dropout neural network used in EDN-
ARMOEA.

the proposed EDN contains two hidden layers [55], [56] to
reduce the computational complexity while making sure that
dropout can be performed on it. The first hidden layer uses
the ReLU activation function, which enables fast training and
is easy to implement [57]. The activation function of the
second hidden layer is the Tanh function, which makes the
EDN well suited for the regression of normalized training
data. The mini-batch learning is adopted in the training and
batchsize is used to represent the number of training data
in one pass. Fig. 1 shows an example of the EDN, where d
(the dimensionality of decision space) and m (the number of
objectives) are the number of inputs (xs) and outputs (ŷs),
and J and K are the number of neurons in the first and
second hidden layers, respectively. The weight matrices and
the bias vectors are denoted by W1, W2, W3, and B1, B2,
B3, respectively. Finally, a symbol D in the input and first
hidden layers denotes that these nodes may be dropped out.

The output of EDN in the forward pass for the training stage
can be expressed as follows:

yR = fR

(
1

pI
(xs ◦ dI)W1 +B′1

)
yT = fT

(
1

pR
(yR ◦ dR)W2 +B′2

)
ŷs = yTW3 +B′3

(8)

where yR and yT are the outputs of the first and second hidden
layer, respectively. The elements of dI (for the input layer)
and dR (for the first layer) are sampled from a Bernoulli
distribution with parameter pI and pR, respectively. Matrices
B′1, B′2 and B′3 are composed of batchsize copies of B1, B2

and B3. fR and fT represent the ReLU function and the Tanh
function, respectively. Then the approximation errors are used
in back-propagation,

e = ŷs − ys

E =
1

2

batchsize∑
i=1

m∑
j=1

e2ij + wd×Wsum

 (9)
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where ys is a matrix composed of the real objective values of
the decision variables xs, wd is the weight decay, while Wsum

is the quadratic sum of all elements in W1, W2 and W3. The
update for weights and biases is based on the gradient method
and the chain rule as in the standard NNs.

After the training stage is finished, the EDN will be used
to evaluate the fitness of the population xpop in AR-MOEA,

ŷi =

fT

(
1

pR

(
fR

(
1

pI
(xpop ◦ dI)×W1+B

′
1

)
◦ dR

)
×W2+B

′
2

)
×W3 +B′3.

(10)
Different from the original dropout technique, the dropout
in EDN takes place not only at training time, but at test
time as well. The output will be calculated for itertest times
to approximate the fitness of new candidate solutions in the
population, where dI and dR are regenerated in every time.
Each output is mapped to its original range, and then the mean
fitness estimations ŷpop of xpop as well as the confidence level
ŝpop of ŷpop can be given by

ŷpop =
1

itertest

itertest∑
i=1

ŷi

ŝpop =

√√√√ 1

itertest

itertest∑
i=1

ŷTi ŷi − ŷTpopŷpop.

(11)

The pseudo code describing the training and fitness ap-
proximation using the proposed EDN is listed in Algorithm
3. The update of EDN (Line 5 in Algorithm 2) is similar
to the training of EDN (Lines 2-5 in Algorithm 3), except
that the number of forward-backward passes is changed to
iterr. Note that the number of iterations iterr for updating the
EDN during the optimization is typically much smaller than
the number of iterations itertrain for constructing the EDN
the first time. The EDN will be used to predict the fitness
and confidence level of populations in AR-MOEA (Line 6 of
Algorithm 2), and the selection of solutions for real FEs (Line
8 of Algorithm 2) are based on xpop, ŷpop and ŝpop of the final
population. When new samples are included in the training
data during the optimization, there is only one single network
model to be updated in EDN rather than multiple NN models
in the conventional dropout NNs, so the proposed dropout
method for estimating the confidence level is computationally
much simpler than the conventional dropout NNs.

It should be noted that dropout has been shown effective in
alleviating overfitting in deep NNs. In addition, a theoretical
framework is developed in [42] that a dropout NN can be
seen as a Bayesian network working in a similar way to a
GP model [42]. It is also suggested that there is a trade-
off between the complexity of the model and the accuracy
in fitness and uncertainty estimation. The EDN we used in
this work is relatively simple, which may reduce the accuracy
in fitness and uncertainty estimation. In this case, a dropout
NN can be seen as an ensemble of NNs that approximates the
probability distribution described by a GP model.

Algorithm 3 EDN
Input: Xs and Ys (training data pair), pI and pR (probability

of retaining neurons), wd (weight decay), lr (learning
rate), itertrain (number of forward-backward passes),
batchsize (batch size), itertest (number of calculations
for the tested outputs), xpop (population of AR-MOEA)

Output: ŷpop and ŝpop (the fitness and the confidence esti-
mations for xpop);

1: Initialize the network net. The elements of weights
W = {W1,W2,W3} and biases B = {B1, B2, B3} are
randomly generated within [−0.5, 0.5];

2: for i = 1 to itertrain do
3: A mini-batch of size batchsize (xs and ys) is created

by randomly selecting from Xs and Ys;
4: (net,W,B)←TrainNet(xs, ys, net,W,B,pI , pR, wd, lr);
5: end for
6: for i = 1 to itertest do
7: ŷi ← TestNet(xpop, net,W,B, pI , pR);
8: end for
9: Calculate ŷpop and ŝpop by equation (11).

The computational complexity of GP is O(N3) (N is the
number of training data), since the inversion of an N × N
correlation matrix is needed. N is often set to be linear to the
search dimension in SAEAs. The computational complexity
for constructing the EDN is O(itertrain · batchsize · J ·K),
where J and K are the number of neurons in the two hidden
layers. A GP model is usually built for an expensive function
and GP models must be rebuilt when newly sampled data are
included in the training data, as mentioned in the Section I.
Assume that the number of objectives is m and that the number
of selection of solutions for the expensive FE is iters, then
the total computational complexity of the GP model in GP-
assisted MOEAs is O(N3 ·m ·iters). While NNs are multiple-
output regression models and the computational complexity
for updating the EDN is O(iterr · batchsize · J ·K), where
iterr is generally much smaller than itertrain, the total com-
putational complexity of EDN in EDN-assisted MOEAs is still
O(itertrain ·batchsize ·J ·K). The computational complexity
of AR-MOEA is O(m·P 3), where P is the size of the popula-
tion. Since AR-MOEA is adopted as the underlying MOEA in
our proposed EDN-ARMOEA, the computational complexity
of EDN-ARMOEA is O(itertrain ·batchsize ·J ·K+m ·P 3).

To summarize, the computational complexity of EDN-
assisted evolutionary optimization is more scalable than GP-
assisted evolutionary optimization for high-dimensional many-
objective expensive problems for the following main reasons.
First, the complexity of training a NN is more scalable to the
increase in the number of training samples than that of training
a GP. Second, updating the EDN during the optimization is
computationally much more efficient than updating the GP.
The same computational complexity is needed for updating
the GP model every time when the training data are changed,
assuming that the data size remains the same. By contrast,
the computational complexity for updating the EDN becomes
much smaller than that for building the initial EDN, so long as
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the training data do not change completely. Finally, the EDN
can be extended to approximate multiple objectives with little
increase in computational complexity, while there will be a
linear increase in complexity if the GP is used, in case a GP
must be built for each objective.

IV. EMPIRICAL RESULTS

In this section, we at first examine the effectiveness of the
proposed model management strategy by comparing three vari-
ants (GP-ARMOEA, GPC-ARMOEA and GPD-ARMOEA)
of the proposed EDN-ARMOEA algorithms. Specifically, GP-
ARMOEA is a variant of EDN-ARMOEA where EDN is re-
placed with GPs and the proposed model management strategy
is emplyed, similarly, GPC-ARMOMO and GPD-ARMOEA
adopt GPs as the surrogates but use different model manage-
ment strategies. GPC-ARMOEA only uses convergence as the
selection criterion, while GPD-ARMOEA only uses diversity
as the selection criterion. Note that both the selection criteria
are defined in Section III.B. To further test the effectiveness
of the proposed strategies, EDN-ARMOEA is compared with
GP-ARMOEA, the heterogeneous ensemble (HeE)-assisted
AR-MOEA [31]. Then, the performance of the proposed EDN
model is tested by comparing with the HeE and GP. Finally, the
performance of EDN-ARMOEA is compared with two state-
of-the-art SAEAs, and the parameter sensitivity analysis is
given. Moreover, in Section VII in the Supplementary material,
EDN-ARMOEA is applied to the optimization of crude oil
distillation units to verify the performance of the proposed
algorithm on real-world problems. DTLZ [58] and WFG [59]
test suites are adopted in the simulations. Note that it has
been a common practice to test SAEAs on computationally
efficient benchmark problems such as DTLZ and WFG, rather
than directly on expensive real-world problems. One major
difference from testing other EAs, however, is that only a very
limited number of FEs using the objective functions is allowed
so as to satisfy the assumption that the evaluations of the
objectives in the benchmarks are computationally expensive.
For each test problem, the largest number of decision variables
and objectives are set to 100 and 20, respectively.

A. Parameter Settings

The following parameter settings are used in the empirical
studies, where the number of decision variables and the
number of objectives are denoted by d and m, respectively:

1) The number of independent runs is 20.
2) In Algorithm 2, 120 real function evaluations are used to

test the performance of compared algorithms except the
initial 11d−1 training data, so the maximum number of
function evaluations FEmax is 11d+119; the parameter
delta is set to 0.08; the number of individuals to be
evaluated by the real functions in each generation k is
set to 5 (number of clusters in the k-means algorithm);
based on our pilot study given in the Supplementary
material, the population size P and the maximum num-
ber of generations iter for AR-MOEA are 50 and 20,
respectively. The sensitivity analysis for delta and k is
presented in Section IV-D.

3) In Algorithm 3, both the probabilities pI and pR are set
to 0.9; as suggested in [42], the weight decay wd and the
learning rate lr are set to 1×10−5 and 0.01, respectively;
the number of neurons in both hidden layers J and K
are 40; the size of mini-batch batchsize is equal to the
number of the decision variables; the iteration number
for building the initial EDN itertrain is set to 8× 104;
the number of calculations for approximating the output
itertest is 100; and the iteration number for updating
the EDN iterr is 8×103. Note again that the depth and
size of the EDN are relatively small, mainly because the
available number of training data is very limited. As J
and K are fixed for all test problems considered in this
work and the number of training data linearly increases
with the number of decision variables, itertrain and
iterr are also fixed. The sensitivity analysis for pI , pR,
J , K, itertrain and iterr is given in Section IV-D.

4) The GP model is implemented by DACE, a Matlab
Kriging toolbox. The zero order polynomial and the
Gaussian kernel function are adopted for the regression
model and the correlation model, respectively; all initial
parameters of the correlation function are set to 5; the
lower and upper bounds for the parameters of the cor-
relation function are set to 1e-05 and 100, respectively.

In the WFG test suite, the number of position-related
parameters k is set to m − 1 when m is 3 or 5, while k
is 2(m − 1) when m is 10 or 20. The performance indicator
adopted is the inverted generational distance (IGD) [60]. One
thousand reference points are used to calculate IGD for m = 3.
The Wilcoxon rank sum is used to conduct statistical tests at
a significance level of 5%, where a symbol + indicates that
EDN-ARMOEA outperforms the compared algorithm, while
a − means that the compared algorithm outperforms EDN-
ARMOEA, and a ≈ means that the results obtained by the
two algorithms are statistically comparable. All experiments
are conducted on a computer with an Intel Core i7, 3.4 GHz
CPU, and the Microsoft Windows 7 Enterprize SP1 64-bit
operating system. All compared algorithms are implemented
in Matlab R2014a based on the PlatEMO toolbox [61].

B. Comparison with GPC-ARMOEA and GPD-ARMOEA
This set of comparative studies aims to verify the model

management strategy proposed in III.B by comparing the GP-
ARMORA with the GPC-ARMOEA and GPD-ARMOEA.
Table I presents the statistical results in terms of IGD obtained
by GP-ARMOEA, GPC-ARMOEA and GPD-ARMOEA on
20-D test problems. From these results, we can see that GP-
ARMOEA achieves the best performance in terms of conver-
gence and diversity on eight out of the sixteen test instances,
while GPC-ARMOEA and GPD-ARMOEA perform best on
DTLZ2 and WFG1, respectively. It is a general accepted
notion that the key to achieve good performance on MOPs
relies on whether the algorithm can achieve a good balance
between convergence and diversity. Based on the observations
in Table I, the proposed model management strategy helps the
algorithm converge towards a set of well distributed solutions
in the sense that both the convergence metric and diversity
metric are taken into consideration.
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TABLE I
MEAN (STANDARD DEVIATION) IGD VALUES OBTAINED BY
GP-ARMOEA, GPC-ARMOEA AND GPD-ARMOEA ON

20-DIMENSIONAL 3-OBJECTIVE TEST INSTANCES

GP-ARMOEA GPC-ARMOEA GPD-ARMOEA

DTLZ1 350.95 ≈ 344.13 ≈ 360.41
3.4e+01 3.6e+01 3.7e+01

DTLZ2 0.7224 − 0.6898 + 0.8278
7.9e-02 9.8e-02 5.7e-02

DTLZ3 1063.6 ≈ 1078.7 ≈ 1081.2
1.4e+02 1.5e+02 1.5e+02

DTLZ4 0.9692 + 1.0276 + 1.0590
8.0e-02 1.2e-01 9.9e-02

DTLZ5 0.5884 ≈ 0.5897 + 0.7420
7.e-02 7.7e-02 5.2e-02

DTLZ6 13.004 + 14.043 + 13.428
4.5e-01 4.6e-01 7.1e-01

DTLZ7 2.1828 + 2.9850 ≈ 2.2538
3.8e-01 6.5e-01 9.8e-02

WFG1 2.3241 ≈ 2.3479 − 2.2480
1.1e-01 1.0e-01 8.9e-02

WFG2 0.6802 ≈ 0.6903 + 0.7812
3.1e-02 3.2e-02 3.6e-02

WFG3 0.6836 ≈ 0.6997 ≈ 0.7184
2.2e-02 2.4e-02 1.3e-02

WFG4 0.5236 ≈ 0.5329 + 0.5488
1.1e-02 3.7e-02 1.6e-02

WFG5 0.6631 + 0.7041 + 0.6946
1.9e-02 2.6e-02 1.9e-02

WFG6 0.8698 ≈ 0.8779 ≈ 0.8777
1.4e-02 3.9e-02 1.3e-02

WFG7 0.6679 ≈ 0.6698 ≈ 0.6857
1.2e-02 2.1e-02 1.7e-02

WFG8 0.7271 + 0.7971 + 0.7648
2.1e-02 3.1e-02 2.0e-02

WFG9 0.8895 ≈ 0.8795 ≈ 0.8977
3.3e-02 5.1e-02 4.9e-02

+/− / ≈ 5/1/10 8/1/7

C. Comparison with GP-ARMOEA and HeE-ARMOEA

To demonstrate the effectiveness of the EDN, we compare
the performance of AR-MOEA assisted by the EDN, GP and
HeE, respectively, on the DTLZ and WFG test suites. The
results in terms of IGD and HV values on DTLZ1-7 are
presented in Table II and III, respectively, while the results
on WFG1-9 are presented in Table SIII and Table SIV in the
Supplementary material.

First, DTLZ and WFG test suits with d = 20, 40, 60, 100
when m = 3 are used to test the impact of the dimensionality
of the decision space. Table SIII in the Supplementary material
and Table II summarizes the statistical results in terms of IGD
values obtained by EDN-ARMOEA, GP-ARMOEA and HeE-
ARMOEA for different decision variables. We can see from
these results that EDN-ARMOEA achieves the best overall
performance, followed by HeE-ARMOEA. EDN-ARMOEA
outperforms GP-ARMOEA and HeE-ARMOEA on 60, and
perform comparably with GP-ARMOEA and HeE-ARMOEA
on 36, respectively, out of a total of 64 test instances. Note
that although HeE-ARMOEA also shows promising perfor-
mance, its performance degrades as the number of objectives
increases. Second, the impact of the number of objectives is
examined by setting m = 3, 5, 10, 20 when d = 40. Table
SIV in the Supplementary material and Table III presents the

TABLE II
MEAN (STANDARD DEVIATION) OF THE IGD VALUES OBTAINED BY

EDN-ARMOEA, GP-ARMOEA AND HEE-ARMOEA FOR DIFFERENT
NUMBERS OF DECISION VARIABLES ON THE DTLZ TEST SUITE

Algorithm d EDN-ARMOEA GP-ARMOEA HeE-ARMOEA

DTLZ1
20 350.0 (3.9e+01) 350.9 (3.4e+01) ≈ 345.6 (3.2e+01) ≈
40 859.9 (5.8e+01) 884.9 (6.2e+01) ≈ 862.3 (6.8e+01) ≈

60 1425 (4.9e+01) 1445 (6.8e+01) ≈ 1458 (5.5e+01) +

100 2596 (7.0e+01) 2614 (6.8e+01) ≈ 2605 (6.1e+01) ≈

DTLZ2
20 0.647 (6.6e-02) 0.723 (7.9e-02) + 0.311 (2.4e-02) −

40 1.972 (1.2e-01) 2.007 (1.2e-01) ≈ 0.712 (5.3e-02) −

60 3.296 (1.3e-01) 3.316 (1.4e-01) ≈ 1.437 (1.1e-01) −

100 6.097 (1.5e-01) 6.104 (1.5e-01) ≈ 3.329 (2.6e-01) −

DTLZ3
20 1064 (1.4e+02) 1064 (1.4e+02) ≈ 1062 (1.2e+02) ≈
40 2778 (1.6e+02) 2754 (1.5e+02) ≈ 2781 (1.5e+02) ≈
60 4548 (2.0e+02) 4507 (1.7e+02) ≈ 4571 (1.9e+02) ≈
100 8252 (2.1e+02) 8274 (2.1e+02) ≈ 8253 (2.9e+02) ≈

DTLZ4
20 0.844 (1.8e-01) 0.969 (8.0e-02) + 0.974 (3.0e-02) +

40 2.096 (1.7e-01) 2.305 (1.9e-01) + 1.242 (5.4e-02) −

60 3.450 (2.0e-01) 3.666 (1.6e-01) + 1.725 (1.2e-01) −

100 6.322 (2.2e-01) 6.332 (2.3e-01) ≈ 3.250 (1.7e-01) −

DTLZ5
20 0.464 (7.8e-02) 0.588 (7.5e-02) + 0.157 (1.6e-02) −

40 1.906 (1.2e-01) 1.949 (1.4e-01) ≈ 0.558 (5.0e-02) −

60 3.220 (1.6e-01) 3.235 (1.7e-01) ≈ 1.306 (8.7e-02) −

100 6.015 (1.8e-01) 6.029 (1.6e-01) ≈ 3.280 (2.2e-01) −

DTLZ6
20 13.71 (7.9e-01) 13.00 (4.5e-01) − 14.18 (2.7e-01) +

40 31.64 (4.3e-01) 32.21 (6.0e-01) + 32.13 (4.6e-01) +

60 49.53 (7.1e-01) 49.77 (4.7e-01) ≈ 49.73 (5.3e-01) ≈

100 49.53 (7.1e-01) 85.35 (6.6e-01) ≈ 85.53 (7.4e-01) +

DTLZ7
20 2.959 (7.0e-01) 2.183 (3.8e-01) − 4.440 (5.7e-01) +

40 4.574 (9.5e-01) 8.581 (1.2e+00) + 6.393 (7.1e-01) +

60 5.215 (5.8e-01) 9.322 (5.7e-01) + 6.837 (8.0e-01) +

100 6.559 (5.0e-01) 9.924 (2.7e-01) + 7.505 (3.5e-01) +

+/− / ≈ 9/2/17 9/11/8

TABLE III
MEAN (STANDARD DEVIATION) OF THE IGD VALUES OBTAINED BY

EDN-ARMOEA, GP-ARMOEA AND HEE-ARMOEA FOR DIFFERENT
NUMBERS OF OBJECTIVES ON THE DTLZ TEST SUITE

Algorithm m EDN-ARMOEA GP-ARMOEA HeE-ARMOEA

DTLZ1
3 859.9 (5.8e+01) 884.9 (6.2e+01) ≈ 862.3 (6.8e+01) ≈

5 677.6 (4.0e+01) 687.1 (5.2e+01) + 681.1 (6.9e+01) ≈

10 490.6 (3.2e+01) 532.4 (5.0e+01) + 490.7 (4.9e+01) ≈
20 11.90 (5.5e-15) 11.90 (5.5e-15) ≈ 11.90 (5.5e-15) ≈

DTLZ2
3 1.972 (1.2e-01) 2.007 (1.2e-01) ≈ 0.712 (5.3e-02) −

5 2.641 (7.1e-02) 2.676 (6.1e-02) ≈ 3.150 (2.4e-01) +

10 2.725 (1.3e-02) 2.877 (5.1e-02) + 3.340 (8.5e-02) +

20 11.68 (2.0e-01) 11.87 (4.3e-02) ≈ 11.85 (6.4e-02) ≈

DTLZ3
3 2778 (1.6e+02) 2754 (1.5e+02) ≈ 2781 (1.5e+02) ≈
5 2531 (1.4e+02) 2130 (1.0e+02)≈ 2588 (1.6e+02) ≈
10 2308 (1.5e+02) 2154 (1.e+02) ≈ 2130 (1.0e+02)≈
20 9.355(9.0e-01) 9.818 (6.4e-01) + 10.27 (9.7e-01) +

DTLZ4
3 2.096 (1.7e-01) 2.304 (1.9e-01) + 1.242 (5.4e-02) −

5 3.529 (9.1e-02) 3.652 (1.8e-01) + 3.821 (2.3e-01) +

10 8.889 (1.1e-01) 9.202 (1.0e-01) + 9.242 (1.0e-01) +

20 9.611 (1.0e-01) 9.699 (8.3e-02) ≈ 9.768 (8.6e-02) +

DTLZ5
3 1.906 (1.2e-01) 1.949 (1.4e-01) ≈ 0.558 (5.0e-02) −

5 2.740 (7.0e-02) 2.788 (7.9e-02) ≈ 3.348 (1.9e-01) +

10 8.786 (6.0e-02) 9.012 (8.1e-02) + 9.248 (1.2e-01) +

20 11.90 (5.3e-05) 11.90 (6.4e-05) ≈ 11.90 (6.1e-05) ≈

DTLZ6
3 31.64 (4.3e-01) 32.21 (6.0e-01) + 32.13 (4.6e-01) +

5 25.92 (2.1e-01) 26.12 (2.5e-01) + 26.26 (1.5e-01) +

10 12.28 (7.1e-01) 20.68(9.1e-01) + 27.33 (7.9e-01) +

20 11.89 (9.8e-04) 11.90 (5.2e-04) ≈ 11.90 (9.8e-04) ≈

DTLZ7
3 4.574 (9.5e-01) 8.581 (1.2e+00) + 6.393 (7.1e-01) +

5 11.70 (6.0e-01) 19.382 (1.8e+00) + 14.92 (1.3e+00) +

10 23.59 (1.0e+00) 40.58 (4.1e+00) + 31.89 (2.9e+00) +

20 10.53 (4.1e-03) 10.68 (4.9e-03) + 10.59 (1.0e-03) +

+/− / ≈ 15/0/13 15/3/10
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Fig. 2. The error bars of the IGD values versus the number of real function evaluations (d = 40, m = 3). (a) DTLZ4; (b) WFG1; (c) WFG5; (d) WFG9.
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Fig. 3. The error bars of the training and optimization time for EDN-ARMOEA, GP-ARMOEA and HeE-ARMOEA on DTLZ7. (a) Training time of the
surrogates versus the number of decision variables d in EDN-ARMOEA and GP-ARMOEA. (b) Optimization time for one run versus d in EDN-ARMOEA and
GP-ARMOEA. (c) Training time of the surrogates versus the number of objectives m in EDN-ARMOEA and GP-ARMOEA. (d) Optimization time for one
run versus m in EDN-ARMOEA and GP-ARMOEA. (e) Training time of the surrogates versus d in EDN-ARMOEA and HeE-ARMOEA. (f) Optimization
time for one run versus d in EDN-ARMOEA and HeE-ARMOEA. (g) Training time of the surrogates versus m in EDN-ARMOEA and HeE-ARMOEA. (h)
Optimization time for one run versus m in EDN-ARMOEA and HeE-ARMOEA.

statistical results in terms of IGD values obtained by the three
compared algorithms. It is clear that the best overall perfor-
mance on all the test instances is achieved by EDN-ARMOEA,
confirming the scalability of EDN-ARMOEA. In particular,
EDN-ARMOEA shows significantly better performance than
GP-ARMOEA on a majority of the test instances (41 out
of 64), which further demonstrates the advantage of the pro-
posed EDN over GP for addressing high-dimensional MaOPs.
This might be attributed to two reasons. First, the proposed
model management strategy is capable of achieving a better
balance between the convergence and diversity. Second, EDN-
ARMOEA benefits from the proposed EDN model in that the
EDN model can provide more accurate fitness predictions and
useful uncertainty information for high-dimensional problems.
To sum up, we conclude that the proposed EDN-ARMOEA
is well suited for high-dimensional problems, especially when
the number of objectives is large.

Taking the test instance DTLZ7 as an example, Fig. 3 plots
the error bars of the computation time used for training and
the optimization as the number of decision variables and the

number of objectives change. It can be observed that the
proposed EDN is much more scalable than GP and HeE to
the increase in the number of training samples and the number
of objectives, which confirms our theoretical analysis of the
computational complexity of the EDN. Since feature selection
in HeE is performed off-line only once based on the initial
training data, the time consumption for feature selection is
not included in the training time of HeE-ARMOEA. That
is why the training time for EDN-ARMOEA is more than
that for HeE-ARMOEA, while the optimization time of EDN-
ARMOEA is less than that of HeE-ARMOEA. Fig. 2 plots
the change of the average IGD values over the number of real
FEs when d is 40 and m is 3. The IGD values of EDN-
ARMOEA decrease quickly on WFG1 and WFG5 as the
evolution proceeds, while the IGD values of HeE-ARMOEA
decrease quickly on the other two test problems.

D. Comparisons in Fitness and Uncertainty Estimation
To further understand the advantages of the proposed EDN

over HeE and GP models in terms of the fitness approximation
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and uncertainty estimation, we examine the mean absolute
error (MAE) of the fitness estimated by the models under
comparison. Meanwhile, we calculate the mean standard devi-
ation (STD) of the estimated variance (ŝ2) to assess the ability
of the compared models to provide uncertainty information.
More specifically, in each run, EDN, HeE and GP models
are trained with the same training data at first. Subsequently,
50 random samples are generated as the test data. Finally,
each model estimates the fitness and the uncertainty on each
test data. Besides, each model also estimates the fitness on
each training data. Twenty independent runs are performed
to obtain the mean MAE and mean STD of the estimated
fitness and the uncertainty, respectively. Here, our hypothesis
is that the smaller the mean MAE, the better the accuracy
of the model, whereas the larger the mean STD, the better
ability of estimating the uncertainty. The results are shown in
Tables SV-SVII in the Supplementary material. Regarding to
the mean MAE of the estimated fitness, on the one hand, the
smallest absolute error of the predictions for the test data is
achieved by the proposed EDN, indicating that the estimated
objective values obtained by EDN is the closest to the real
objective values. On the other hand, the comparison between
the EDN and HeE in Table SVI demonstrates that the EDN
model also can give better predictions on the training data.
It is evident according to Table SVII that the mean STD
of ŝ obtained by GP is the smallest, which agrees with the
observations obtained in [31], [62], indicating that GP fails to
properly predict the uncertainty for high-dimensional problems
when the number of training data is small. By the contrast,
the proposed EDN is still able to provide the uncertainty
information for high-dimensional problems.

To take a further look at how the approximated objective
values and estimated uncertainties have contributed to the
optimization, we perform comparative studies to examine
how efficiently EDN-ARMORA, HeE-ARMOEA and GP-
ARMOEA can identify solutions that can contribute to perfor-
mance improvement. Fig. S1 in the Supplementary material
plots the number of solutions that have contributed to the
improvement of IGD over the number of real FEs during
the evolution on four test problems. From these results, we
can find that both EDN-ARMOEA and HeE-ARMOEA can
find more contributing solutions than GP-ARMORA. EDN-
ARMOEA finds the most contributing solutions on DTLZ4
and WFG9, while HeE-ARMOEA is most efficient in identify-
ing contributing solutions on WFG1 and WFG5. These results
are consistent with the observed differences in the performance
of the three compared algorithms.

E. Comparison with Some State-of-the-art SAEAs

In this subsection, the performance of the proposed EDN-
ARMOEA on high-dimensional MOPs/MaOPs is compared
with two state-of-the-art SAEAs, namely GP-assisted RVEA
(K-RVEA) [54] and GP-assisted MOEA/D (MOEA/D-EGO)
[33]. More precisely, two sets of experiments are conducted
on the DTLZ test suite, investigating the impact of the dimen-
sionality of the search space and the number of objectives,
respectively, on the performance of the three algorithms. The

corresponding statistical results in terms of IGD values of the
solution sets obtained by the three algorithms are presented in
Tables SVIII-SIX in the Supplementary material, respectively.

It is evident according to Table SVIII that the proposed
algorithm shows better performance in terms of convergence
and diversity than K-RVEA and MOEA/D-EGO, revealing
its superiority in handling high-dimensional MOPs. EDN-
ARMOEA significantly outperforms K-RVEA and MOEA/D-
EGO on nine and eleven, respectively, out of 21 problems
in total, while K-RVEA and MOEA/D-EGO achieve the best
results on two and three instances with d = 20, respectively. It
confirms that the EDN with the proposed model management
strategy can benefit the EDN-ARMOEA for solving high-
dimensional problems. Similar conclusion regarding the num-
ber of objectives can be drawn from Table SIX.

F. Parameter Sensitivity Analysis
The influence of the number of the initial samples has

been discussed in [31], [51] and the results demonstrate that
the differences between the performances of different initial
samples are small, so the sensitivity to the initial samples is
not included here. Similarly, the size of the population and
the maximum number of generation are set based on our pilot
study. The sensitivity to the five important parameters in EDN-
ARMOEA are analyzed in the following and all results are
averaged over 20 independent runs.

1) Sensitivity to the Number of Training Iterations
(itertrain, iterr): itertrain and iterr are the number of
learning iterations in constructing and updating the EDN,
respectively. The number of iterations is a key parameter
determining the quality and efficiency of the proposed EDN.
If itertrain and iterr are too small, the EDN is not able to
approximate the fitness values adequately well. If itertrain and
iterr are too large, training the EDN as well as approximating
the fitness using EDN will be very time-consuming.

We examine the performance of EDN-ARMOEA on four
WFG instances for different itertrain and iterr values. The
results are plotted in Figs. S2-S3 in the Supplementary ma-
terial. EDN-ARMOEA performs well on WFG1 as itertrain
increases, while the IGD values on WFG2, WFG3 and WFG4
are not very sensitive to itertrain. EDN-ARMOEA performs
well on WFG1 and WFG4 as iterr increases, whereas the IGD
values on WFG2 and WFG3 are not very sensitive to iterr.
Since the EDN has 353 parameters in total, we recommend
that itertrain and iterr should be about 30 times and 3 times
of the number of the parameters in EDN, respectively.

2) Sensitivity to the Number of Hidden Neurons (J,K):
We assume that J is equal to K for simplicity. More hidden
neurons mean that more data and more time are needed in
the training. The performance of EDN-ARMOEA is examined
under four different settings based on the sensitivity analysis
on itertrain and iterr. It can be seen from Fig. S4 in the
Supplementary material that the IGD on WFG4 hardly changes
when the number of hidden neurons is more than 20, while
the IGD values on the other three problems decrease as J and
K increase except on WFG1 when J and K are 50 and on
WFG2 when J and K are 40. Thus, we recommend that J
and K are 40 in consideration of the computational time.
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3) Sensitivity to the Dropout Probability (1 − pI , 1 − pR):
Srivastava et al. recommended that the dropout probability is
0.2 for the input layer and that the dropout probability is 0.5
for hidden layers [41], while other dropout probability has also
been suggested [63]. There is no theoretic guidance for setting
the dropout probability, meaning that this parameter needs to
be properly tuned for different problems. The error bars of
the mean IGD of EDN-ARMOEA over 1− pI and 1− pR is
plotted in Fig. S5 in the Supplementary material, indicating
that a dropout probability between 0.1 and 0.2 for both input
and hidden layers should work well for most problems. We
set both dropout probabilities to 0.1 in this work.

4) Sensitivity to the Number of Solutions Evaluated by the
Real Fitness Function in Each Generation (k): The results
of sensitivity analysis for k are plotted in Fig. S6 in the
Supplementary material. The best IGD values are achieved
on WFG1 and WFG2 when k is set to 3, while the best IGD
values are achieved on WFG3 and WFG4 when k equals to 5.
The performance change is relatively small except on WFG1.
In this work, we set k to 5 as a compromise.

5) Sensitivity to the Parameter delta: Parameter delta is
used to enhance the diversity of the population when the
proportion of the valid reference points in the current gener-
ation is smaller than that in the previous generation. A larger
delta indicates that fewer valid reference points are needed
in the current generation, so an increase in delta decreases
the frequency of selecting the uncertain solutions for the real
FE. Fig. S7 in the Supplementary material shows the influence
of delta on the mean frequency of enhancing diversity. The
frequency decreases quickly as delta increases, and the effect
of delta on the frequency is different for different problems.
The frequency of enhancing diversity determines the trade-off
between the convergence and diversity of the achieved optimal
solution set, and in this work, delta is set to 0.08.

V. CONCLUSION

GPs are not well suited for high-dimensional, multi- and
many-objective problems because of their prohibitive compu-
tational complexity when the number of training data becomes
large. This work proposes an efficient dropout neural network
(EDN) to replace GPs for surrogate-assisted evolutionary opti-
mization of computationally expensive problems with a large
number of decision variables or many objectives. The main
motivation comes from the fact that neural networks are more
scalable to the number of training samples and the number
of outputs than GPs in computational complexity and that
dropout neural networks can also reason about the uncertainty
of their outputs. The proposed EDN is more computationally
efficient than the conventional dropout neural networks so that
it can be used as a surrogate in SAEAs.

EDN-ARMOEA, which employs EDN to assist AR-MOEA,
a recently proposed robust MOEA for solving multi- and
many-objective optimization problems, is verified on test
problems with up to 100 decision variables and up to 20
objectives in comparison with state-of-the-art SAEAs. The
results show that EDN-ARMOEA not only outperforms the
compared algorithms on the majority of the test instances

studied in this work, but also is computationally much more
efficient. The difference in computational efficiency becomes
more significant as the number of decision variables and
the number of objective increase. Finally, EDN-ARMOEA
is compared with AEMOEA, GP-assisted AR-MOEA, and
heterogeneous ensemble assisted AR-MOEA on operational
optimization in crude oil distillation units. The results confirm
the advantage of the proposed EDN-ARMOEA over the three
compared algorithms, demonstrating its capability in solving
real-world optimization problems.

Although the proposed EDN outperforms the GP in both
computational efficiency and optimization performance on
most high-dimensional or MOPs/MaOPs, the computational
complexity of the EDN can be further reduced and the
performance of the EDN-assisted optimization can be further
enhanced. Compared with the ensemble-based approach, the
EDN has better computational scalability, but slightly worse
performance in optimization of high-dimensional problems.
Therefore, our future work will be dedicated to the devel-
opment of more efficient dropout technique to enhance its
accuracy in fitness approximation and uncertainty estimation
without increasing its computational complexity. More ef-
ficient model management techniques that do not rely on
sensitive user-defined parameters will also be investigated.
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