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Abstract—This paper is concerned with the consensus control
problem for a general class of linear multi-agent systems (MASs)
subject to actuator imperfection consisting of both actuator satu-
rations and actuator faults. A novel two-step saturation-resistant
approach is proposed to attenuate the side effects resulting from
the actuator imperfection. In the first step of controller design, the
state information received from the neighboring agents is used to
design a consensus controller capable of tolerating the actuator
fault. Then, in the second step of controller optimization, the
domain of attraction (DOA) is introduced for MASs to evaluate
the performance of the controller and, subsequently, optimize the
controller parameters to enlarge the DOA in terms of solutions to
a certain set of matrix inequalities. Finally, simulation examples
are provided to demonstrate the effectiveness of the developed
saturation-resistant approach.

Index Terms—Fault-tolerant control, adaptive control, multi-
agent system, actuator saturation, leaderless consensus, leader-
follower consensus.

I. I NTRODUCTION

Multi-agent systems (MASs), which include unmanned aeri-
al vehicle (UAV) systems [38] and flocking systems [17] as
typical examples, consist of multiple interacting agents capable
of accomplishing complicated missions that are difficult (if
not impossible) for a single agent to achieve. As one of the
main-stream research topics with MASs, the consensus control
problem has received an ever-increasing research interest and
the relevant literature can be dated back to [10], [30], [31],
where the connection among agents has been modeled as a
topology graph and a series of basic consensus controllers have
been designed. In the past few years, the consensus control
problem has continued to attract a great deal of research
attention with a series of excellent results reported [9], [12],
[21], [23], [43], and the main research focuses have been
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on the MASs subject to disturbances [41], nonlinearities [5],
[32], time-delays [33], noise [4], [8] as well as communication
protocols [40].

In practical applications, actuator saturations serve as a
ubiquitous phenomenon with examples including the motor
speed restrained by the practical constraints and the deflection
of the control surface for fixed-wing aircrafts limited by the
physical structure [26]. Actuator saturations, if not appropri-
ately dealt with, could lead to severe performance deterioration
or even instability of system behaviors. In single-agent systems
(SASs), there have been several techniques available in the
literature that can deal with actuator saturations, for example,
the low-gain feedback scheme [24], the anti-windup approach
[1] and other methods in [39], [42]. Particularly, the low-gain
feedback method has proven to be effective whose main idea is
to employ a small gain so as to avoid the actuator saturation
for any given initial states and, accordingly, the system can
be simplified to a linear system with a slow convergence rate
due to the small gain. To increase the convergence rate, the
high-low-gain method has been proposed further in [25]. It is
worth noting that, if the high gain is not chosen appropriately,
the input variable may always switch between the upper and
lower boundaries of the saturation, which is harmful to the
system. In case that the global stability cannot be achieved, a
compromise is to pursue the attractiveness by means of the so-
called the domain of attraction (DOA) of a controller [15], see
e.g. [16], [46], [52] on how to describe, estimate and enlarge
the size of DOA.

In general, it is essentially difficult to apply the existing
techniques for SASs to MASs in the presence of actuator
saturations. The distinctive challenge stems from the topology
of the MASs, that is, how to design a controller to compensate
for the influence caused by the topology with limited execution
capability. Note that the information coupling among agents
poses an additional requirement on the consensus controller.
So far, there have been some initial results handling the
identified challenge, see e.g. [36], [37], where the leader-
follower semi-global state consensus and output consensus
problems have been examined for a class of general linear
MAS with actuator saturations. In addition, the global consen-
sus problem has been investigated in [29] and [45]. An implicit
assumption with almost all existing results is that the system is
asymptotically null controllable with bounded controls. Such
an assumption is rather stringent and one of the motivations of
the current research is therefore to remove the constraints on
the system matricesA andB by tackling more general linear
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MASs.
Intuitively, compared with SASs, MASs are more vulnerable

to faults since MASs may suffer from faults from not only
agents but also connections. As a result, the fault-tolerant
control (FTC) problem for MASs arises whose aim is to main-
tain the desirable performance of each agent and also ensure
the consensus of the MAS subject to fault occurrences. The
existing FTC methods for MASs can be mainly categorized
into passive FTC methods [7], [20], [50] and active FTC
methods [6], [19]. For passive FTC problem, the controller
is designed whose gain is large enough to tolerate all possible
kinds of faults. For the active FTC problem, a unit of fault
diagnosis is first exploited to detect, locate and identify the
faults. Then, based on the obtained fault information, the
controller is re-designed to guarantee the performance of the
overall system.

It should be mentioned that traditional FTC methods cannot
be directly applied to systems involving actuator saturations.
The inherent difficulties resulting from the actuator saturations
can be summarized as twofold. First, from the perspective of
passive FTC methods, the limited execution capability of the
actuator would largely reduce the fault-tolerant capability of
the controller. Second, from the perspective of active FTC
techniques, the saturation may lead to incorrect fault diagnosis
results, incorrect compensation and even instability. In [34], a
passive fault-tolerant controller is proposed for leader-follower
MASs based on the robust controller. In this paper, we aim
to look for control design algorithms with less conservatism
by handling the following challenges: 1) how to eliminate
the influence from the topology on the FTC problem? 2)
how to design a low-conservative controller to deal with the
degeneration of fault-tolerant capability caused by actuator
saturations? and 3) how to optimize the controller parameters
to find the largest DOA?

Stimulated by the discussion above, we address the fault-
tolerant consensus control problem for MASs with actuator
saturations. The main contribution of this paper is the develop-
ment of a novelsaturation-resistantmethod for general linear
MASs that include both the leaderless and leader-follower
MASs. Thesaturation-resistantmethod consists of two steps,
namely, the controller design step and the controller optimiza-
tion step. More specially, in the step of controller design, the
adaptive technique and the robust control method [44], [47],
[53] are employed to guarantee the consensus. In the step of
controller optimization, the concept of DOA is introduced for
MASs and, through the use of dimension-reduction techniques,
a novel optimization problem is formulated so as to find
the largest DOA by solving several linear matrix inequalities
(LMIs).

The remaining part of this paper is arranged as follows.
In Section II, some preliminary background on communica-
tion graphs is introduced and the MAS model with actuator
saturations/faults are formulated. In Section III, the design
algorithm for the fault-tolerant controller is proposed, which
is further optimized for the leaderless MAS. In Section IV, the
fault-tolerant controller is investigated for the leader-follower
MAS and subsequently optimized. In Section V, the results
for numerical simulation are presented and, in Section VI, this

paper is finally concluded.
Notations. Let 1m denote them × 1 column vector with

all ones and0 stand for the matrix with all zeros.λmin(A)
andλmax(A) denote, respectively, the minimum and the max-
imum eigenvalues of the square matrixA. diag{F0, . . . , Fn}
represents a block-diagonal matrix withF0, . . . , Fn being its
diagonal blocks.

[

Fij

]

m×n
denotes am × n matrix with

elementsFij . |a| denotes the absolute value of a scalara and
‖x‖ refers to the Euclidean norm of a vectorx. The symbol
⊗ represents the Kronecker product.

II. PROBLEM FORMULATION AND PRELIMINARIES

A. Preliminaries on graph theory

For an MAS withN agents, the communication between
agents is described by a directed graphG , (V , E ,A), where
V = {V1,V2, . . . ,VN} represents the set of nodes,E is the
set of edges, andEij = (Vi,Vj) ∈ E if there is an information
flow from nodeVi to nodeVj . LetNG denote the cardinality of
E , i.e. the number of edges. Note thatEij andEji are counted
as two edges.A =

[

aij
]

N×N
is the adjacency matrix, where

aij = 1 if and only if Eji ∈ E , otherwiseaij = 0. If AT = A,
then the graph is an undirected graph. The Laplacian matrix
of the graphG (with lii =

∑

j 6=i aij , lij = −aij, i 6= j)
is denoted asL =

[

lij
]

N×N
. A directed graphG is said to

contain a directed spanning tree if there exists a node that can
reach any other nodes through paths. For undirected graphs,
the existence of a directed spanning tree is equivalent to being
connected.

If the undirected graphG is connected, then there exists an
orthogonal matrixTL =

[

T0 T1
]

such that

T T
L LTL = Λ =











0
λ2

. . .
λN











,

whereT0 =
√

1
N
1N ∈ R

N , T1 ∈ R
N×(N−1) and λi (i =

1, 2, . . . , N with λN ≥ λN−1 ≥ . . . ≥ λ2 > λ1 = 0) are
the eigenvalues ofL. Excluding the eigenvalue0, we define a
positive definite matrixΦ = diag{λ2, . . . , λN}.

B. MASs with actuator faults

Consider the following MASs withN agents subject to
actuator saturations:

ẋi = Axi +Bσf (ui), i ∈ N , {1, . . . , N} (1)

wherexi ∈ R
n is the state variable andui ∈ R

m is the input
variable, respectively.σf (ui) ,

[

σf (ui1), · · · , σ
f (uim)

]T
.

σf (ui) denotes the imperfect actuators when faults meet
saturations.

Consider the following loss-of-effectiveness fault and odd
symmetric saturation:
{

σf (uih) = (1− ρqih)σ(uih), 0 ≤ ρq
ih

≤ ρqih ≤ ρ̄qih < 1,

σ(uih) = sign(uih)min{|uih|, 1},
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whereh ∈ M , {1, . . . ,m}, q ∈ L , {1, . . . , l} and i ∈ N.
Here,q represents theq-th fault mode, andρqih stands for the
unknown failure factor of theh-th actuator for the agenti,
which is supposed to be invariant in theq-th fault mode.ρq

ih
and ρ̄qih are the lower and upper bounds ofρqih, respectively.
Here, we exclude the condition of outage withρqih=1.

Denoting σ(ui) ,
[

σ(ui1), · · · , σ(uim)
]T

and ρqi =
diag{ρqi1, . . . , ρ

q
im}. For agenti, we have

ẋi = Axi +B(I − ρqi )σ(ui). (2)

Letting Nρ
q

i
be the set of upper/lower bounds ofρqih, it

follows that

Nρ
q

i
= {ρqi |ρ

q
i = diag{ρqi1, . . . , ρ

q
im} , ρqih ∈ {ρq

ih
, ρ̄qih}}.

To obtain our main results, the following definitions and
lemmas are needed.

Definition 1: (Domain of attraction [52]) A set is said to
be inside the domain of attraction (DOA) if all the state
trajectories starting from inside of it will remain in it. For
x(0) = x0, denote the state trajectory asψ(t, x0). The DOA
with respect to the origin is given by

D =
{

x0| lim
t→∞

ψ(t, x0) = 0
}

.

Definition 2: (Leaderless Consensus [23]) The consensus is
reached asymptotically by a distributed controller if

lim
t→∞

‖xi(t)− xj(t)‖ = 0

for i, j ∈ N.
Definition 3: (Leader-follower Consensus [23]) The leader-

follower consensus is reached asymptotically by a distributed
controller if

lim
t→∞

‖xi(t)− x1(t)‖ = 0

for i ∈ N , {2, . . . , N}.
Lemma 1: [13] For matricesA, B, C andD, the Kronecker

product⊗ has the following properties:

(1) (A+B)⊗ C = A⊗ C +B ⊗ C,
(2) (A⊗B)(C ⊗D) = (AC)⊗ (BD),
(3) (A⊗B)T = AT ⊗BT .

Lemma 2:Suppose that the undirected graphG is connected.
If there exist matricesP1 ≥ 0 andP2 ≤ 0, then

L2 ⊗ P1 ≥ λ2L⊗ P1

L2 ⊗ P2 ≥ λNL⊗ P2.

Proof: It follows readily from the factsL = T1ΦT
T
1 and

T T
1 T1 = IN−1 that

L2 ⊗ P1 − λ2L⊗ P1 = (T1Φ
2T T

1 − λ2T1ΦT
T
1 )⊗ P1

=
(

T1(Φ
2 − λ2Φ)T

T
1

)

⊗ P1

≥ 0,

and

L2 ⊗ P2 − λNL⊗ P2 = (L2 − λNL)⊗ P2 ≥ 0.

The proof is complete.

Lemma 3: [44] Define a matrixΘ as

Θ =

[

Θ11 Θ12

ΘT
12 Θ22

]

,

where Θ22 = diag{Θ1
22, . . . ,Θ

p
22, . . . ,Θ

m
22} (p ∈ M) with

Θp
22 ∈ R

n×n andΘ11 ∈ R
mn×mn. If there existsΘ such that

the following inequalities hold

Θp
22 ≤ 0,

Θ11 +Θ12∆(δ) + (Θ12∆(δ))
T
+∆(δ)Θ22∆(δ) ≥ 0,

[

Q E
ET F

]

+GTΘG < 0,

then the inequality

W (δ) = Q+

m
∑

j=1

δjEj + (

m
∑

j=1

δjEj)
T

+

m
∑

j=1

m
∑

k=1

δjδkFjk < 0

holds for all possibleδj ∈ [δj , δ̄j ], whereQ = QT ∈ R
n×n

andFjk = FT
jk ∈ R

n×n, Ej ∈ R
n×n, δ ∈ ∆δ,

E =
[

E1, E2, · · · , Em

]

, F =
[

Fjk

]

mn×mn
,

∆δ =
{

δ =
[

δ1, · · · , δm
]

: δj ∈ {δj , δ̄j}
}

,
∆(δ) = diag{δ1In, . . . , δmIn},

G =

[

1m ⊗ In 0

0 Imn

]

.

III. L EADERLESS CONSENSUS

In this section, we consider the FTC problem for leaderless
MASs. Thesaturation-resistantcontroller design consists of
two steps. The first step is to determine the controller form
and give a sufficient condition under which the leaderless
consensus can be reached. The second step is to optimize the
parameters of the controller by solving a set of LMIs to obtain
the largest DOA.

A. Consensus controller

Considering the MAS with each agent described by (2), we
design the controller as follows:

ui = K(ρ̂i)

N
∑

j=1

aij(xi − xj)

− cBTP−1
N
∑

j=1

aij(xi − xj) (3)

where

K(ρ̂i) = K0 +Ka(ρ̂i) +Kb(ρ̂i),

Ka(ρ̂i) =

m
∑

h=1

Kahρ̂ih,Kb(ρ̂i) =

m
∑

h=1

Kbhρ̂ih. (4)

Here, ρ̂i = diag{ρ̂i1, . . . , ρ̂im} is the adaptive parameter, and
c, K0, Kah andKbh are feedback gains to be designed.
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Define ρ̃i = diag{ρ̃i1, . . . , ρ̃im} andρ̃ih = ρ̂ih−ρ
q
ih. Then,

(I − ρqi )K(ρ̂i) can be rewritten as

(I − ρqi )K(ρ̂i) = (I − ρqi )K0 +Ka(ρ
q
i )− ρqiKa(ρ̂i)

+ (I − ρ̂i)Kb(ρ̂i) +Ka(ρ̃i)

+ ρ̃iKb(ρ̂i). (5)

Before moving on, we define the following matrices:

M , diag
{

B(I − ρq1), . . . , B(I − ρqN )
}

,

S , diag
{

K(ρ̂1), . . . ,K(ρ̂N)
}

,

H0 , S − cIN ⊗BTP−1,

H , H0(T1Φ⊗ In).

Next, we transform the consensus problem of the MAS into a
stability problem of a multi-input multi-output system through
the following three steps.

s1) By denotingx ,
[

xT1 , x
T
2 , · · · , x

T
N

]T
, the collective

dynamics of the MAS can then be rewritten as:

ẋ = (IN ⊗A)x+Mσ (H0(L⊗ In)x) . (6)

s2) Letting y = (T T
L ⊗ In)x ,

[

yT1 , y
T
2 , · · · , y

T
N

]T
where

yi ∈ R
n (i ∈ N), we further convert (6) into

ẏ = (IN ⊗A)y + (T T
L ⊗ In)Mσ (H0(LTL ⊗ In)y) .

(7)
s3) Finally, denotingz ,

[

yT2 , · · · , y
T
N

]T
= (T T

1 ⊗ In)x, we
obtain

ż = (IN−1 ⊗A)z + (T T
1 ⊗ In)Mσ (Hz) . (8)

For a matrixQ, define

℘(Q) =
{

z ∈ R
n(N−1) : |Qjz| ≤ 1, ∀j

}

,

whereQj represents thej-th row of the matrixQ.
Let P be a positive definite matrix. Fort0 > 0 (i ∈ N, h ∈

M), we denote

ε(Φ⊗ P−1, 1) = {z ∈ R
n(N−1) :

1

2
zT (Φ⊗ P−1)z ≤ 1},

ε∗(Φ⊗ P−1, 1) =

{

z ∈ R
n(N−1) :

1

2
zT (Φ⊗ P−1)z

+

N
∑

i=1

m
∑

h=1

ρ̃2ih
2t0

≤ 1

}

.

Theorem 1:Let the undirected graphG be connected. Lead-
erless consensus of agents modeled by (2) is achieved by the
controller (3) within the setε∗(Φ⊗P−1, 1) if there exist a con-
stantk > 0 and matricesP > 0, Q, E, F, G, Y0, Yah, Ybh,

Θi =

[

Θi
11 Θi

12

(Θi
12)

T Θi
22

]

with Θi
22 = diag{Θi1

22, . . . ,Θ
im
22 }, Θi

11 ∈ R
mn×mn, Θip

22 ∈
R

n×n, Θip
22 ≤ 0 (h, p ∈ M, i ∈ N) satisfying ε∗(Φ ⊗

P−1, 1) ⊂ ℘(H) and the following conditions:

c
(

1−max
i,h,q

{ρ̄qih}
)

≥
1

kλ2
, (9a)

AP + PAT −
2

k
BBT < 0, (9b)

Θi
11 +Θi

12∆(ρ̂i) +
(

Θi
12∆(ρ̂i)

)T
+∆(ρ̂i)Θ

i
22∆(ρ̂i) ≥ 0,

(9c)
[

Q E
ET F

]

+GTΘiG < 0, (9d)

where ρi = diag{ρi1, . . . , ρim} ∈ {ρ1i , . . . , ρ
l
i}, ρqi ∈ Nρ

q

i
,

q ∈ L, ρ̂i ∈ ∆ρ̂i
, ∆(ρ̂i) = diag{ρ̂i1In, . . . , ρ̂imIn} and

∆ρ̂i
=

{

ρ̂i =
[

ρ̂i1, · · · , ρ̂im
]

: ρ̂ih ∈
{

min
q

{ρq
ih
},

max
q

{ρ̄qih}
}

}

,

Q =
1

λN
AP +

(

1

λN
AP

)T

+B(I − ρi)Y0

+ (B(I − ρi)Y0)
T +B

m
∑

h=1

ρihYah

+

(

B

m
∑

h=1

ρihYah

)T

−
2

kλN
BBT ,

E = −BρiYa +BYb,

F =







−B1

...
−Bm






Yb +













−B1

...
−Bm






Yb







T

,

B =
[

b1, b2, · · · , bm
]

, Bh =
[

0, · · · , bh, · · ·
]

,

Ya =
[

Ya1, Ya1, · · · , Yam
]

, Yb =
[

Yb1, Yb1, · · · , Ybm
]

,

G =

[

1m ⊗ In 0

0 Imn

]

.

In addition, the feedback gains can be designed as

K0 = Y0P
−1,Kah = YahP

−1,Kbh = YbhP
−1, (10)

andρ̂ih is determined according to the following adaptive law

˙̂ρih =











0, if ρ̂ih = min
q

{ρq
ih
} andTih ≤ 0

or ρ̂ih = max
q

{ρ̄qih} andTih ≥ 0

Tih, otherwise

(11)

with

Tih =− t0

(

N
∑

j=1

aij(xi − xj)

)T
(

P−1BhKb(ρ̂i)

+ P−1BKah

)

(

N
∑

j=1

aij(xi − xj)

)

, t0 > 0. (12)

Proof: If z ∈ ℘(H), that is, |Hjz| ≤ 1, then the system
(8) can be simplified as

ż =(IN−1 ⊗A)z + (T T
1 ⊗ In)MH0(T1Φ⊗ In)z. (13)
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Before giving the Lyapunov function, we first denote that

Ψ , diag
{

B(I − ρq1)K(ρ̂1), . . . , B(I − ρqN )K(ρ̂N )
}

,

Γ , diag{Γ1, . . . ,ΓN}, Λ , diag{Λ1, . . . ,ΛN}

Γi , P−1B((I − ρqi )K0 +Ka(ρ
q
i )− ρqiKa(ρ̂i)

+ (I − ρ̂i)Kb(ρ̂i)),

Λi ,
1

λN

(

P−1A+ATP−1 − 2/kP−1BBTP−1
)

+ Γi + ΓT
i .

Choose the following Lyapunov function

V =
1

2
zT (Φ⊗ P−1)z +

N
∑

i=1

m
∑

h=1

ρ̃2ih
2t0

(14)

whose time derivative is evaluated as

V̇ = zT (Φ⊗ P−1)ż +

N
∑

i=1

m
∑

h=1

ρ̃ih ˙̂ρih
t0

= zT (Φ⊗ P−1A)z +

N
∑

i=1

m
∑

h=1

ρ̃ih ˙̂ρih
t0

+ zT (ΦT T
1 ⊗ In)MH0(T1Φ⊗ In)z. (15)

Substitutingz = (T T
1 ⊗ In)x into (15) yields

V̇ = xT (L⊗ P−1A)x+
N
∑

i=1

m
∑

h=1

ρ̃ih ˙̂ρih
t0

+ xT (L⊗ P−1)MH0(L ⊗ In)x

= xT (L⊗ P−1A)x+

N
∑

i=1

m
∑

h=1

ρ̃ih ˙̂ρih
t0

− cxT (L⊗ P−1)M(L⊗BTP−1)x

+ xT (L⊗ In)(IN ⊗ P−1)Ψ(L⊗ In)x

= xT (L⊗ P−1A)x+
N
∑

i=1

m
∑

h=1

ρ̃ih ˙̂ρih
t0

− cxT (L⊗ P−1)M(L⊗BTP−1)x

+









∑N
j=1 l1jxj

...
∑N

j=1 lNjxj









T

(IN ⊗ P−1)Ψ









∑N
j=1 l1jxj

...
∑N

j=1 lNjxj









= xT (L⊗ P−1A)x+

N
∑

i=1

m
∑

h=1

ρ̃ih ˙̂ρih
t0

− cxT (L⊗ P−1)M(L⊗BTP−1)x

+

(

N
∑

j=1

l1jxj

)T

P−1B(I − ρq1)K(ρ̂1)

N
∑

j=1

l1jxj

+ . . .

+

(

N
∑

j=1

lNjxj

)T

P−1B(I − ρqN)K(ρ̂N )

N
∑

j=1

lNjxj .

(16)

Noting that

P−1Bρ̃Kb(ρ̂i) =

m
∑

h=1

ρ̃ihP
−1BhKb(ρ̂i)

P−1BKa(ρ̃i) =
m
∑

h=1

ρ̃ihP
−1BKah,

together with (5) and the adaptive law, we obtain that

V̇ ≤ xT (L⊗ P−1A)x

+

(

N
∑

j=1

l1jxj

)T

Γ1

N
∑

j=1

l1jxj + . . .

+

(

N
∑

j=1

lNjxj

)T

ΓN

N
∑

j=1

lNjxj

− cxT (L ⊗ P−1)M(L⊗BTP−1)x

= xT (L⊗ P−1A)x + xT (L ⊗ In)Γ(L ⊗ In)x

− cxT (L ⊗ P−1)M(L⊗BTP−1)x. (17)

On the other hand, we have

− cxT (L⊗ P−1)M(L⊗BTP−1)x

=− cxT (L⊗ P−1B)







I − ρq1
. . .

I − ρqN







× (L ⊗BTP−1)x

≤− c
(

1−max
i,h,q

{ρ̄qih}
)

xT (L2 ⊗ P−1BBTP−1)x

≤− cλ2

(

1−max
i,h,q

{ρ̄qih}
)

xT (L⊗ P−1BBTP−1)x

≤−
1

k
xT (L⊗ P−1BBTP−1)x. (18)

It follows that

V̇ ≤ xT (L⊗ P−1A)x + xT (L ⊗ In)Γ(L ⊗ In)x

−
1

k
xT (L⊗ P−1BBTP−1)x

=
1

2
xT
(

L⊗ (−2/kP−1BBTP−1 + P−1A

+ATP−1)
)

x+ xT (L⊗ In)Γ(L ⊗ In)x. (19)

According to (9b) and Lemma 2, we have

V̇ ≤
1

2
xT (L ⊗ In)Λ(L ⊗ In)x

= zT (Φ⊗ In)(T
T
1 ⊗ In)Λ(T1 ⊗ In)(Φ⊗ In)z. (20)

By virtue of Lemma 3, if conditions (9a)-(9d) hold, then
Λi < 0. Noting that T1 is column full rank, we can thus
conclude from the LaSalle’s Invariance principle [18] that
lim
t→∞

z =
[

yT2 , · · · , y
T
N

]T
= 0.

Consequently, we have

x = (TL ⊗ In)y =
[

T0 ⊗ In T1 ⊗ In
]

y

= (T0 ⊗ In)y1 =

(

√

1

N
1N ⊗ In

)

y1,
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which concludes thatN agents can ultimately reach consensus
within ε∗(Φ ⊗ P−1, 1). By recalling thatε∗(Φ ⊗ P−1, 1) ⊂
℘(H), the proof of Theorem 1 ends here.

B. Domain of attraction

Recall from Theorem 1 that the conditionε∗(Φ⊗P−1, 1) ⊂
℘(H) holds if ε(Φ⊗ P−1, 1) ⊂ ℘(H) holds. Combining

ε(Φ⊗ P−1, 1) ⊂ ε

(

1

λN
Φ2 ⊗ P−1, 1

)

and

Φ2 ⊗ P−1 = (ΦT T
1 ⊗ In)(IN ⊗ P−1)(T1Φ⊗ In),

we know thatε(Φ⊗ P−1, 1) ⊂ ℘(H) holds if

ε

(

1

λN
IN ⊗ P−1, 1

)

⊂ ℘(H0)

holds. Furthermore, note thatε( 1
λN
IN ⊗ P−1, 1) ⊂ ℘(H0)

if and only if the following inequality holds for allj =
1, . . . ,mN :

[

1
2λN

hj(IN ⊗ P )

∗ IN ⊗ P

]

≥ 0, (21)

wherehj is the j-th row ofH0. Moreover, we have

H0(IN ⊗ P )

=







K(ρ̂1)P − cBT

. . .
K(ρ̂N )P − cBT






. (22)

To this end, by the Schur Complement Lemma, inequality (21)
holds if and only if

[

1
2λN

(K(ρ̂i)P − cBT )j
∗ P

]

≥ 0 (23)

holds for all i = 1, . . . , N and the indexj (j = 1, . . . ,m)
denotes thej-th row ofK(ρ̂i)P − cBT .

Based on (10), inequality (23) can be further expressed as
[

−1
2λN

−(Y0 − cBT )j
∗ −P

]

+

m
∑

h=1

ρ̂ih

[

0 −(Yah + Ybh)j
∗ 0

]

≤ 0 (24)

for all ρ̂i ∈ ∆ρ̂i
.

In order to seek the largest DOA of the proposed controller,
we introduce a prescribed ellipsoidǫ(Φ ⊗ R, 1) = {z ∈
R

n(N−1) : zT (Φ ⊗ R)z ≤ 1} and usemaxα to estimate
the DOA of the controller, whereα satisfies

αǫ(Φ⊗R, 1) ⊂ ε(Φ⊗ P−1, 1). (25)

Finally, we arrive at the following optimization problem:

max
ρ̂i, ρi, k, P, Y0, Ya, Yb

α, s.t. (9), (24), (25), (26)

which can be rewritten as

min
ρ̂i, ρi, k, P, Y0, Ya, Yb

γ, s.t. (9), (24), R−1 ≤ 2γP.

(27)

whereγ = α−2.
Remark 1:Based on the above analysis, the initial statex(0)

satisfyingz(0) = (T T
1 ⊗In)x(0) ∈ ε(Φ⊗P−1, 1) is contained

in the DOA. Furthermore,

z(0)T (Φ⊗ P−1)z(0)

= x(0)T (L⊗ P−1)x(0)

≤ λ−1
min(P )x(0)

T (L⊗ In)x(0)

=
1

λmin(P )

∑

Eij∈E,i<j

‖xi(0)− xj(0)‖
2

≤
NG

2λmin(P )
max

i,j,Eij∈E

{

‖xi(0)− xj(0)‖
2
}

.

It follows that the initial statexi(0) of each agent satisfying

max
i,j,Eij∈E

{‖xi(0)− xj(0)‖} ≤ 2

√

λmin(P )

NG

(28)

is contained in the DOA, which means that the consensus of
agents can be achieved by the controller (3) with parameters
designed by (27) for anyxi(0) satisfying (28).

Remark 2:In Theorem 1, if we setYah = 0, Ybh = 0 and
Θi = 0, then the conditions of Theorem 1 can be reduced to
(9a), (9b) and

Q =
1

λN

(

AP + PAT −
2

k
BBT

)

+B(I − ρi)Y0 + (B(I − ρi)Y0)
T < 0. (29)

The corresponding controller is

ui =
(

K0 − cBTP−1
)

N
∑

j=1

aij(xi − xj), (30)

which is the traditional fault-tolerant controller with fixed gain-
s [11]. The above analysis shows that the results concerning
the fixed gain controller can be seen as a special case of
Theorem 1. Therefore, the proposed fault-tolerant controller
in Theorem 1 is more general than the fixed-gain controller.
In addition, the adaptive mechanism of the proposed controller
in Theorem 1 helps to achieve better dynamic performance,
which will be illustrated in the simulation part.

IV. L EADER-FOLLOWER CONSENSUS

In some cases, we want the agents to track a desired
trajectory, and this gives rise to the leader-follower consensus
problem. In this section, we aim to tackle the leader-follower
consensus problem where only partial followers can receive
the leader’s state information. The agent indexed by1 is the
leader and agents indexed by2, . . . , N are followers. To start
with, the following assumptions are presented to facilitate our
analysis.

Assumption 1:The graphG contains a directed spanning
tree with the leader as the root, and the subgraph associated
with the followers is an undirected graph.

Assumption 2:The input of the leader is bounded, i.e
‖u1‖ ≤ γ1, where0 < γ1 ≤ 1.
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Let the Laplacian matrix of graphG be denoted byL ∈
R

n×n, which can be partitioned as
[

0 01×(N−1)

L2 L1

]

with L1 > 0 [23].

A. Consensus controller

Based on the results obtained in the leaderless consensus
case, the controller of the followeri (i ∈ N ) is designed as

ui = K(ρ̂i)

N
∑

j=1

aij(xi − xj)

+ cπ

(

−BTP−1
N
∑

j=1

aij(xi − xj)

)

, (31)

whereK(ρ̂i) is designed in the same way of (4).c, K0, Kah

and Kbh are feedback gains to be designed later. Given a
vectorω =

[

ω1, ω2, · · · , ωm

]T
, the nonlinear functionπ(ω)

is defined asπ(ω) =
[

π(ω1), π(ω2), · · · , π(ωm)
]T

with

π(ωt) =

{

ωt + sign(ωt), ωt 6= 0
0, ωt = 0

.

Let ei = xi − x1, i ∈ N ande =
[

eT2 , · · · , e
T
N

]T
. Then,e

satisfies

ė = (IN−1 ⊗ A)e+Mσ (S(L1 ⊗ In)e + cΠ(e))

− (1N−1 ⊗B)σ(u1), (32)

where

M = diag{B(I − ρ2), . . . , B(I − ρN )} ,

S = diag{K(ρ̂2), . . . ,K(ρ̂N )} ,

Π(e) =



π

(

−BTP−1
N
∑

j=2

l2jej

)T

,

· · · , π

(

−BTP−1
N
∑

j=2

lNjej

)T




T

.

DenoteH(e) = S(L1⊗ In)e+ cΠ(e). Similarly, useHj(e)
to denote thej-th row of H(e) and define

℘∗(H(e)) =
{

e ∈ R
n(N−1) : |Hj(e)| ≤ 1

}

. (33)

Theorem 2: Under Assumptions 1 and 2, the leader-
follower consensus of agents described by (2) withρ1 = 0

is reached by the controller (31) within the setε∗(L1 ⊗
P−1, 1) if there exist a constantk > 0 and matricesP >
0, Q, E, F, G, Y0, Yah, Ybh,

Θi =

[

Θi
11 Θi

12

(Θi
12)

T Θi
22

]

with Θi
22 = diag{Θi1

22, . . . ,Θ
im
22 }, Θi

11 ∈ R
mn×mn, Θip

22 ∈
R

n×n, Θip
22 ≤ 0 (h, p ∈ M, i ∈ N ) satisfying ε∗(L1 ⊗

P−1, 1) ⊂ ℘∗(H(e)) and the conditions given below:

c

(

1−max
i,h,l

{ρ̄lih}

)

≥ max

{

1

kλmin(L1)
, γ1

}

, (34a)

AP + PAT −
2

k
BBT < 0, (34b)

Θi
11 +Θi

12∆(ρ̂i) + (Θi
12∆(ρ̂i))

T +∆(ρ̂i)Θ
i
22∆(ρ̂i) ≥ 0,

(34c)
[

Q E
ET F

]

+GTΘiG < 0, (34d)

whereρ̂i ∈ ∆ρ̂i
, ρi ∈ {ρ1i , . . . , ρ

l
i}, ρqi ∈ Nρ

q

i
,

Q =
1

λmax(L1)
AP +

(

1

λmax(L1)
AP

)T

+B(I − ρi)Y0

+ (B(I − ρi)Y0)
T +B

m
∑

h=1

ρihYah

+

(

B

m
∑

h=1

ρihYah

)T

−
2

kλmax(L1)
BBT ,

and∆ρ̂i
, ∆(ρ̂i), E, F, G, ρ̂ih are defined in accordance with

Theorem 1. In addition, the feedback gains can be designed
as

K0 = Y0P
−1,Kah = YahP

−1,Kbh = YbhP
−1.

Proof: If e ∈ ℘∗(H(e)), then the system (32) becomes

ė = (IN−1 ⊗A)e +MH (e)− (1N−1 ⊗B)u1.

According to [53] and the proof of Theorem 1, Theorem 2
can be readily proved.

Remark 3:In most results concerning the leader-follower
consensus problem, the input of the leader has been assumed
to be zero for simplicity. Such an assumption seems to be
restrictive in many cases. For example, the nonzero input
is often needed in order to avoid obstacles or threats. Al-
so, the nonlinear partπ(ω) in the controller (31) is often
constructed for the follower to compensate for the effect on
the consensus resulting from the nonzero inputu1 of the
leader. The introduction ofπ(ω) adds more difficulties on
the consensus analysis and DOA estimation problems. In the
following part, the induced nonlinear constraint caused by
π(ω) is first transformed into a linear constraint and then
analyzed under the same structure as with the leaderless case.

B. Domain of attraction

Note from Theorem 2 thatε∗(L1 ⊗ P−1, 1) ⊂ ℘∗(H(e))
holds if ε(L1⊗P−1, 1) ⊂ ℘∗(H(e)). Here, each row ofH(e)
can be calculated as

H(i−2)m+t(e) =

{

H1
(i−2)m+t

+ sign(ωi
t)c, ωi

t 6= 0

H2
(i−2)m+t

, ωi
t = 0

,

where i ∈ N , t ∈ M, H1 = (S − cIN−1 ⊗ BTP−1)(L1 ⊗
In)e, H2 = S(L1 ⊗ In)e and ωi = −BTP−1

∑N
j=2 lijej.

The subscript denotes the corresponding row of the matrix or
vector.

It follows from the inequality
∣

∣

∣
H1

(i−2)m+t + sign(ωi
t)c
∣

∣

∣
≤ |H1

(i−2)m+t|+ c

that
(

℘

(

1

1− c
H1

)

∩ ℘(H2)

)

⊂ ℘∗(H(e)).
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Finally, it can be inferred thatε∗(L1 ⊗ P−1, 1) ⊂ ℘∗(H(e))
holds if

ε

(

1

λmax(L1)
IN−1 ⊗ P−1, 1

)

⊂

(

℘
( 1

1− c
(S − cIN−1 ⊗BTP−1)

)

∩ ℘(S)

)

(35)

holds. Furthermore, we know that (35) holds if and only if the
following two inequalities are satisfied simultaneously for all
j = 1, 2, . . . ,m(N − 1):
[

(1−c)2

2λmax(L1)
(S − cIN−1 ⊗BTP−1)j(IN−1 ⊗ P )

∗ IN−1 ⊗ P

]

≥ 0

(36a)
[ 1

2λmax(L1)
Sj(IN−1 ⊗ P )

∗ IN−1 ⊗ P

]

≥ 0. (36b)

By means of the Schur Complement Lemma, (36) can be
transformed into

[

−(1−c)2

2λmax(L1)
−(Y0 − cBT )j

∗ −P

]

+
m
∑

h=1

ρ̂ih

[

0 −(Yah + Ybh)j
∗ 0

]

≤ 0 (37a)

and
[

−1
2λmax(L1)

−(Y0)j
∗ −P

]

+
m
∑

h=1

ρ̂ih

[

0 −(Yah + Ybh)j
∗ 0

]

≤ 0 (37b)

for all ρ̂i ∈ ∆ρ̂i
, i ∈ N andj ∈ M.

In order to seek the largest DOA of the proposed controller,
we introduce a prescribed ellipsoidǫ(L1 ⊗ R, 1) = {z ∈
R

n(N−1) : zT (L1 ⊗ R)z ≤ 1} and usemaxα to estimate
the DOA of the controller, whereα satisfies

αǫ(L1 ⊗R, 1) ⊂ ε(L1 ⊗ P−1, 1). (38)

Finally, we arrive at the following optimization problem:

max
ρ̂i, ρi, k, P, Y0, Ya, Yb

α, s.t. (34), (37), (38),

which can be rewritten as

min
ρ̂i, ρi, k, P, Y0, Ya, Yb

γ, s.t. (34), (37), R−1 ≤ 2γP.

whereγ = α−2.
Remark 4:From the above analysis of the DOA, we use the

inequality
∣

∣

∣H1
(i−2)m+t + sign(ωi

t)c
∣

∣

∣ ≤
∣

∣

∣H1
(i−2)m+t

∣

∣

∣+ c ≤ 1

to relax the restriction so that
(

℘( 1
1−c

H1) ∩ ℘(H2)
)

⊂
℘∗(H(e)) can be established. Ifc ≥ 1, then ℘( 1

1−c
H1) =

∅ or 0. As a result, we cannot find a suitableP > 0 to
ensureε∗(L1 ⊗ P−1, 1) ⊂

(

℘( 1
1−c

H1) ∩ ℘(H2)
)

. Therefore,
c < 1 is a necessary condition in our proposed method.

Remark 5:For the DOA, we would like to clarify that: 1) the
DOA is introduced to optimize the controller, that is, the DOA

works as an index in the optimization of the controller gains,
and typically, we hope to find the largest DOA; 2) according
to Definition 1, if and only if the initial states of each agent are
contained in the DOA, the consensus of agents can be achieved
by the designed controller; 3) in this paper,ε(Φ⊗P−1, 1) for
the leaderless case orε(L1 ⊗ P−1, 1) for the leader-follower
case has proven to be a subset of the DOA; and 4) even if the
initial states lie outsideε(Φ⊗P−1, 1) or ε(L1 ⊗P−1, 1), the
leaderless or leader-follower consensus may still be reached.

V. SIMULATION

Example 1: (Leaderless consensus)Consider an MAS con-
sisting of five agents described by (1) with

A =

[

0.6 −0.8
0.8 0.6

]

, B =

[

2
4

]

,

whereA is unstable but(A,B) is stabilizable. Fig. 1(a) depicts
the undirected topology. Consider the following two modes
(i = 1, . . . , 5):

(1) All agents are normally operational withρ1i = 0.
(2) The fault of loss-of-actuation-effectiveness takes place

with 0 < ρ2i ≤ 0.6.

In order to make comparisons, let us design the following
three kinds of controllers:

1) proposed controller in this paper: the proposed controller
in this paper with consideration of actuator saturations;

2) fixed-gain controller 1: the fixed-gain controller proposed
in [11] with consideration of actuator saturations;

3) fixed-gain controller 2: the fixed-gain controller designed
satisfying (9a), (9b), (29) and (30) without consideration
of actuator saturations.

1

2

3 4

5

(a) Leaderless

1

2

3 4

(b) Leader-follower

Fig. 1. Topology graphs.

Case (1): Proposed controller in this paper

Let R =

[

1 0
0 1

]

. By Theorem 1, we have

P =

[

0.1946 0.0960
0.0960 0.1386

]

,

K0 =
[

0.0748 −0.4112
]

,

Ka =
[

0.1092 −0.5996
]

,

Kb =
[

−0.1219 0.6690
]

,

k = 100, c = 0.0191, t0 = 0.1, α = 0.365.

Case (2): Fixed-gain controller 1
By Theorem 1 in [11], we have
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Pf1 =

[

0.1946 0.0960
0.0960 0.1386

]

,

K0f1 =
[

0.0585 −0.3225
]

,

kf1 = 100, cf1 = 0.0191, αf1 = 0.365.

Case (3): Fixed-gain controller 2
From (9a), (9b), (29) and (30), we have

Pf2 =

[

0.2230 0.1584
0.1584 0.1306

]

,

K0f2 =
[

5.2916 −8.1700
]

,

kf2 = 50, cf2 = 0.1362.

Let ρ1 = 0.4, ρ2 = 0.2, ρ3 = 0.08, ρ4 = 0.32
and ρ5 = 0.36. Suppose that the initial state isx(0) =
[

−0.5 0 0 0.3 0 0 0.6 0 0 −0.4
]T

. Simulation
results with the above three kinds of controllers are shown
in Figs. 2-5. Figs. 2-3 correspond to the proposed controller
in this paper, Fig. 4 corresponds to the fixed-gain controller
1 and Fig. 5 corresponds to the fixed-gain controller 2.
We would like to mention that as shown in Fig. 3(b), the
adaptive parameter̂ρi has a deviation from the actualρi.
This is reasonable because Theorem 1 cannot guarantee that
the estimated error ofρi converges to zero. Compared with
the fixed-gain controller 1, the proposed controller indeed
exhibits better dynamic performance, which exactly benefits
from the adaptive structure. Besides, the serious chattering
phenomenon in Fig. 5(b) indicates that actuator saturations,
if not appropriately handled, could have a dramatic effect on
the system.

0 10 20 30 40 50 60 70

t

-2

-1

0

1

xe
1

x1(1)-x2(1) x1(1)-x3(1) x1(1)-x4(1) x1(1)-x5(1)

0 10 20 30 40 50 60 70

t

-1

-0.5

0

0.5

xe
2

x1(2)-x2(2) x1(2)-x3(2) x1(2)-x4(2) x1(2)-x5(2)

Fig. 2. Consensus errors of the state variables with theproposed controller.

Example 2: (Leader-follower consensus)Consider an MAS
consisting of four UAVs, Silver Fox, whose linear lateral
dynamics can be described by (1) with [49]

A =





−0.1798 0.069 −0.9976
−22.4565 −8.213 2.0046
15.0747 −0.6578 −0.7095



 ,

B =





0 0.0873
99.5144 2.4034
−7.9397 −10.1124



 .
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Fig. 3. Input and adaptive parameter trajectories with theproposed controller.
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Fig. 4. Consensus errors and input trajectories with thefixed-gain controller
1.

The topology of the underlying MAS is shown in Fig. 1(b).
Agent 1 is the leader with dynamics











ẋ1 = Ax1 +Bσ(u1)

u1 = Klx

x1(0) =
[

1 0 0
]T
.

where

Kl =

[

−0.0494 0.2398 −0.0894
0.0269 −0.0048 −0.2466

]

.
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Fig. 5. Consensus errors and input trajectories with thefixed-gain controller
2.

For all the followers, we consider the same modes shown
in Example 1. By Theorem 2, we have

K0 =

[

−0.00050 −0.00003 0.00017
−0.00008 −0.00001 0.00006

]

,

Ka =

[

−0.0698 −0.0127 0.0250 −0.0272
0.4474 0.0872 −0.0263 −9.7618

−0.0064 −0.0189
−1.5242 7.8564

]

,

Kb =

[

0.0703 0.0127 −0.0252 −0.3702
−0.4474 −0.0872 0.0263 −5.5999

−0.0710 0.0047
−0.8069 5.4646

]

,

k = 100, c = 0.1250, t0 = 10, α = 163.737.

Let ρ2 = diag{0.4, 0.32}, ρ3 = diag{0.2, 0.12} and
ρ4 = diag{0.08, 0.16}. The initial states of followers are
x(0) =

[

0 −1 0 1 0 −1 0 −2 0
]T

. The simula-
tion result is shown in Figs. 6-7. The leader-follower consensus
with actuator faults is achieved, see Fig. 6. However, the
undesirable chattering phenomenon (see Fig. 7) caused by the
discontinuous controller is harmful to the system. Inspired by
[23], we design a continuous controller to avoid the chattering
phenomenon with

π(ωt) =

{

ωt + sign(ωt)c, |cωt| > κ
ωt +

cωt

κ
, |cωt| ≤ κ

.

The simulation result withκ = 0.1 is shown in Figs. 8-9,
which implies that the chattering phenomenon is avoided.
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Fig. 6. Leader-follower consensus errors with the discontinuous controller.
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Fig. 7. Input trajectories of the leader-follower MAS with the discontinuous
controller.
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Fig. 8. Leader-follower consensus errors with the continuous controller.

VI. CONCLUSION

In this paper, we have proposed a kind ofsaturation-
resistantfault-tolerant consensus method for a group of gener-
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Fig. 9. Input trajectories of the leader-follower MAS with the continuous
controller.

al linear MASs. For the leaderless and leader-follower MASs,
a consensus controller has been designed to guarantee the con-
sensus in the presence of actuator faults, and such a controller
has then been optimized by solving an established optimization
problem composed of several LMIs. Finally, simulation results
have been presented to illustrate the effectiveness of the
proposed controller. The method of dealing with actuator
saturations in this paper, i.e. thesaturation-resistantmethod,
can be used in many control problems such as flocking control,
formation control and pinning control for complex systems [2],
[3], [27], [35], [48], [51]. In the future research, the outage
fault together with the control allocation issue is one of our
focuses. Besides, we are interested in the switching topologies
[14], [22], which also deserves further investigation especially
when confronted with actuator saturations.
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