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Abstract—This paper deals with the proportional-integral to the utilization of integral action, the PIO has exhibited
observer (PIO) design problem for a class of linear systems promising advantages in improving the system robustness,
with distributed time-delays and randomly occurring parameter eliminating the steady-state error as well as increasing the

uncertainties. The measurement signals, transmitted from the . . .
sensors to the observer, might suffer from the randomly occur- observer design freedom. Accordingly, considerable research

ring deception attacks. The random occurrences of parameter attention has been paid to the PIO design issue with fruitful
uncertainties and deception attacks are governed by two series results available in the literature, see e.g. [9], [21], [22], [31],
of Bernoulli random variables with known probability distri- [33], [34].

butions. An outlier-resistant PIO is developed by introducing Time-delays, which are known to have substantial impacts

an innovation saturation mechanism for the sake of alleviating t ’ ft tered i |
the adverse effects induced by the deception attacks on the ON SyStém periormance, are often encountered in many rea

estimation performance. The purpose of the addressed problem Systems (e.g. aerospace systems, industrial control systems,
is to design a PIO that is capable of guaranteeing the mean- telemedicine system, robot teleoperation system and network

square boundedness of the estimation errors while achieving the communication systems) for a variety of reasons such as
desired security level. The desired PIO gain is designed by solving eqipment aging and complicated structure. In the past few
a matrix inequality and the validity of the results obtained is decades. there has been an enormous research effort into
shown by a numerical simulation example. ’ s - . - ] h
) _ ) _ the investigation on various kinds of time-delays including
Index Terms—Proportional-integral observer, outlier-resistant ., nstant delays, time-varying delays, random delays, and dis-
state estimation, randomly occurring qlec_eptlon a}ttacks, randomly tributed delays [19], [20], [27], [39], [46]. Apart from the time-
occurring parameter uncertainties, distributed time-delays. delay phenomena' parélmetér ur;certa.linties serve as another
main factor that complicates the system analysis and synthesis
|. INTRODUCTION [4], [25], [28], [37]. In today’s networked world, parameter

S early as in the seventies, the proportional-integral ojncertainties may take place in a random way due probably to

server (PIO) has been constructed in [40] by introducid'getwork'i”duce‘j raqdom faults, su_dden environmental distur-
an extra integral operation with respect to the output estim2@nCces and unpredictable fluctuations of network load. Such
tion error into the traditional Luenberger observer. Hithert&ind of uncertainties is customarily referred to as randomly
the PIO has shown great potential in a diverse range @fcurring parameter uncertainties (ROPUs) which, together
practical domains such as manufacturing processes, netw$ff time-delays, may resultin undesirable dynamic behaviors
communication systems, power circuit systems and econoriikch @s oscillation, chaos or even divergence. Therefore, it is
systems [3], [5]. Briefly speaking, the PIO consists of thef great importance to make dedicated efforts in disposing of
proportional term and the integral term with respect to tHB€ influence from time-delays and/or ROPUs on the system
output estimation error, thereby reflecting the current ardfialysis and synthesis [26], [45]. . _
historical information for achieving better performance as With the rapid advancement of networking technologies,

compared with the traditional Luenberger observer. ThanR§tworked systems (NSs) has become an emerging research
frontier in the past few decades [7], [8], [10], [13], [15],
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system performance [11], [32], [42]. For example, in [6], [8]to develop a reliable scheme to deal with the measurement
[17], [47], the security control problems have been investigateditliers induced by the deception attacks? and 3) how to
for systems under cyber-attacks, and the security-guaranteedstruct an appropriate criteria to quantify the combined
estimation schemes have been developed in [14], [35], [41]mpact caused by the RODAs and the stochastic noises on

In general, the common cyber-attacks can be classifiedthe estimation errors? As such, the objective of this paper is to
denial of service attacks and deception attacks in terms afnquer the three challenges. The main technical contributions
the ways they are implemented, and the deception attacks lggein that: 1) the PIO design issue is, for the first time,
known to be comparatively dangerous due to their behaviaddressed for a kind of discrete-time delayed system subject
of data hijacking and falsification. When launching deceptidcm RODAS; 2) an innovation-saturation-based mechanism is
attacks, the adversaries capture the data packets and inggaployed in the PIO design to alleviate the impacts from the
the false information (or IP address) to deliberately prevedéception attacks on the estimation errors; and 3) sufficient
the system operation from normal execution, thus destroyingnditions are derived to ensure the exponentially mean-
hardware/software and even crashing the whole system. &quare (EMS) boundedness and further achieve the desired
the other hand, the intended cyber-attacks sent by the adsseurity level.
saries mightnot be always successful on account of various The rest of this paper is organized as follows. The outlier-
reasons such as 1) deployment of the detection softwaesistant PIO design issue is formulated for the discrete-time
and protection equipment; 2) inherent bandwidth limit oflelayed systems subjectto RODAs in Section Il. In Section lll,
the shared communication channel; and 3) network-induce: EMS boundedness of the estimation errors is analyzed and
phenomena such as packet losses, communication delays arsifficient condition for security is provided. Subsequently,
channel fading, and all these have led to the random nattine expected outlier-resistant PIO is designed by using the
of the deception attacks. As such, it is practically meaningflihear matrix inequality (LMI) method. Section IV presents a
to model the NS-based deception attacks as random evenimerical example to verify the usefulness and advantage of
obeying certain distributions, and such a modeling strategye proposed PIO design scheme, and some conclusions are
has been adopted in quite a few recent results, see e.g. [24awn in Section V.

[36], [44] where the deception attacks have been assumed to bRlotation. For notational convenienc®&”*™ and R" are,
regulated by Bernoulli/Markov process with known probabilityespectively, used to denote the set ofralkk m real matrices
distributions. and then-dimensional Euclidean spack. < Y (respectively,

It is worth noting that, due to effects of the deceptioX < Y) implies thatY — X is positive definite (respectively,
attacks, the measurement outputs might undergo abrupt pesitive semi-definite), wher& and Y are real symmetric
large disturbances which, in turn, might induce the so-calledlatrices., stands for aj-dimensional identity matrix and the
measurement outliersontributing further to the deteriorationKronecker product is denoted by the symbal™ In addition,
of the estimation performance. In other words, it is quite likely,;»(Z) and M\,.x(Z) are, respectively, the minimum and
that the measurement outliers, if not adequately tackled, woulthximum eigenvalues of the symmetric mat#x
give rise to abnormal changes of the innovation values in the
state estimator, thereby jeopardizing the estimation accuracy. || ProsLEM FORMULATION AND PRELIMINARIES
As such, it becomes necessary to develop an estimator that
is insensitive/invulnerable to the measurement outliers, afd The System Model
such an estimator is termed as thatlier-resistantestimator. ~ Consider a class of linear discrete time-delayed systems
Recently, the outlier-resistant state estimation issue has beguifh ROPUs:

to arouse initial research interest with some elegant results, 2(s+1) :(A+ m(s)B(s))x(s) + Mw(s)
see e.g. [2], [12], [30], [38], [48]. For instance, a Kalman 5

filter with saturated output injection has been constructed in i Hzéhx(s —n)

[16] to withstand the measurement outliers, and the outlier- Pt

@)

resistant state estimation issue has been discussed in [1]
for a class of linear time-invariant systems in the presence
of measurement outliers. Nonetheless, a thorough literature
search has exhibited that the relevant results for the outlier- z()) =p(9), V9€HE{~h,..., 1,0}
resistant PIO design issues have been really scattered due

Ny n Nz
primarily to the analytical complexity induced by the integra\fv ere “ﬁ?(s) € R™, y(s) € R™, and z(s) € R™ are,
. . . : - respectively, the state, the measurement output and the output
term in PIO, and this motivates our current investigation.

Inspired by the above discussions, the focus of this paptgrbe estimated; is a given positive integer an is a positive

is on the design of the outlier-resistant PIO for a class %alarm(j) Is the |-n|t|al c_ondmon se_queng:el;, CZ D, M and
. . . . are given matrices with compatible dimensiongs) € R

discrete-time delayed systems with ROPUs subject to randong)—Ssesses the followina statistical broperties:

ly occurring deception attacks (RODAS). In doing so, we are g prop '

confronted with the following three fundamental challenges: 1)

how to establish a suitable theoretical framework to handle the E{w(s)} =0, E{w(p)w(q)} =

analytical complexity brought by the random occurrences of

the parameter uncertainties and the deception attacks? 2) havered,, is a known scalar.

19?”, if p=g¢q

0, ifptg O
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The random variable:(s) is a Bernoulli-distributed se- the outlier-resistant PIO is proposed as follows:
guence satisfying

h
Prob{x(s) =1} =k, Prob{x(s)=0}=1-k& 2(s+1) =A2(s) + HZéhiz(s —h)
h=1
wherer € [0,1) is a constant that is known a priori. . .
’ F -C F

The real matrixB(s), which accounts for the parameter N P\y(f\(s) I(S)) + Fix(s) )

uncertainty, meets the following constraint: X(s +1) =x(5) + FS(v(s) — Ci(s))
2(s) =Dz(s)
B(s) = RS(s)T (3) (0) =0

where matricesk and T" are known,S(s) € R™=*"= is an z(y) =0, Vye€9

unknown matrix function satisfying
wherez(s) € R™= is z(s)’'s estimation,z(s) € R™ is z(s)'s

T
S7(s)5(s) < I (4)  estimation, andy(s) € R"x describes the integral of the
weighted output estimation error. Her€p, F; and I’ are
B. The Cyber-Attack Model the observer parameters to be determined.

. N . Define the saturation functiot(-) : R"» — R™ as
In the current investigation, the measurement signals are

transmitted to the observer via a shared communication net- o o
work, where the data transmission might be maliciously falsi- () = ["(ll) 3(l2)
fied through the RODAs expressed by

S(ln,)]", VIER™ (8)

whereS(l,) = sign(l,) min{l)’, |I,|} andl)’ is theqth entry
v(s) =y(s) + I(s)w(s). (5) of saturation level vectoi™ (¢ € 9 £ {1,2,...,n,}).

. . Moreover, the saturation functiofi(-) is a sector-bounded
Here, v(s) € R™ denotes the input signal of the observe )

honlinear function satisfying:
that is corrupted by the attackerss(s) € R"™ denotes fying

the deception attack sent by the hostile attackers and is T
characterized by (Slag) = ngaq)” (S(ag) —ag) <0, (¢€2)  (9)
w(s) = —y(s) +d(s) (6) whereqy is a given scalar and, is a positive scalar satisfying
0<pg <l

with 6(s) # 0 being an arbitrary signald(s) is a Bernoulli
random variable regulating the RODAs with the followin
probability distribution:

Remark 2:Different from the conventional PIO, the outlier-
Yesistant PIO constructed in (7) contains an intentionally intro-
duced saturation constraint on the innovations and, according-
Prob{d(s) = 1} =0, Prob{d(s) =0} =1—19 ly, the measurement outliers (induceq _by the decc_aption a}ttacks)
could be adequately tackled. Specifically, the innovation in
whered € [0,1) is a known constant. Without loss of generthe outlier-resistant PIO (7) can be constrained within a pre-
ality, ¥(s), x(s) andw(s) are assumed to be uncorrelated. determined range owing to the saturation function (8), where
Remark 1:In practical engineering, deception attacks setie saturation level™ is dependent on the prior knowledge
by the adversaries cannot be always successful because of(tlethe range of the innovation and the tolerance level of the
anti-attack countermeasures (e.g. deployment of the defedsgector). In this case, the outlier-resistant PIO would be more
devices or detectors) and the limited communication capacigffective than the conventional PIO in alleviating the negative
In this sense, from the defender’s perspective, the deceptiffects of the deception attacks on the estimation errors. In
attacks take place in a random manner obeying a Bernodi#tt, the outlier-resistant PIO specializes to the conventional
sequence with certain statistical property. In accordance wRHO when the saturation levél! approaches infinity.
(5), if the deception attack is successful, ikds) = 1, the DenotingZ(s) £ x(s) — 2(s) and 2(s) £ z(s) — 2(s), the
actual signal received by the observersig), which means dynamics of the estimation errors can be written as
that the measurement outlier is injected to the observer. If

the deception attack is unsuccessful, i¥és) = 0, the actual h
signal received by the observenjés), which indicates thatthe | Z(s +1) =Ax(s) + H Z Chx(s — h) + k(s)B(s)z(s)
normal measurement signals are transmitted to the observey. h=1
Note that the probability of successful deception attatksn — FpS(v(s) — Ci(s)) — Frx(s) + Muw(s)
be identifieda priori via some statistical experiments. X(s+ 1) =x(5) + FS(v(s) — Ci(s))
Z(s) =Dz(s)

C. The Outlier-Resistant PIO x(0) =0

For restraining the estimation performance from being dis- Z(9) =6(y), Vi€9

torted by the RODAS, a saturation functionpgrposelyintro- . (10)
duced when handling the observer design issue. SpecificallySetting(s) = [z7(s) #*(s) x%(s)] , the following
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augmented system is obtained: [1l. M AIN RESULTS

U(s + 1) =(A+EB(s) + &(s)B(s)) v (s) In this section, we are going to design an outlier-resistant
h P10 for the system (1) subject to RODAs. Sufficient conditions

+H Zéhw(s —h) + Muw(s) (11) @re provided to guarantee the EMS boundedness of the esti-

h=1 mation errors and the mean-square security is simultaneously

+-7:3(<(8)) satisfied. Then, the desired PIO gains are parameterized in
¥() =p(3), V1€9 terms of the solution to an LMI.
. The following lemmas are given to facilitate the sequel
whereo(y) = [¢7(5) ¢"(y) 0] and development.

Lemma 1:The saturation functioﬁk(g(s)) in (11) satisfies

A 0 0 H 0 0
2 A — 2
ol FO A R AT () (<) + AU
B(s) 0 0 = ¢TE)UT +D3(C(s) <0 (14)
B(s)2 |B(s) 0 0 .
0 0 0 whereU = diag{j1, p2, ..., fiq}-
M Proof: From (9), it is easy to verify that
M é M 5 /NQ S é k(s) — Kk
L (8) = wte) (S - )" (S) - 1)
Fe —OFp D(s) 2 9(s) — D = ((%(aq) — Hatrq) (Slag) = aq))
) e
El o <0. (15)
¢(s) & (C1 + 19(8)62)¢(8) + (19 + 19(8))6(3)
G 2[-0C C 0],C=[-C 0 0]. By letting I = ((s), we have

For facilitating the subsequent analysis, the definitions of T
EMS boundedness and mean-square security are given as (%(C(S)) —UC(S)) (3@(5)) —§(5)) <0
follows.

Definition 1: The compacted system (11) is exponentiallyhich implies that inequality (14) holds. |
ultimately bounded in mean-square sense if the system dylemma 2:Let z(s) € R"* (n, = 2n, +n,), Z € R*=*"=
namicsy(s) is constrained by be a positive semi-definite matri, > 0 (h = 1,2,...,h)

) . . - be scalar constants, aricbe a positive integer. The following
E{llv(s)"} <c®a+v(s) and lim v(s)=v.  (12) relationship is true:

s——+oo

wheree, a and v are constants satisfying< ¢ < 1, « > 0 5 T A
andv > 0. brz(s Z bnz(s
Definition 2: The augmented system (11) is mean-square (hz_:l w2 )> (}; Wi )>
¢-secure if the following two conditions are satisfied simul- h h
taneously: a) the augmented system (11) is exponentially < <Z bh) thzT(s)Zz(s)_ (16)
ultimately bounded in mean-square sense; and b) the system h=1 h=1
dynamicsiy(s) is governed by
) Lemma 3:Let X = XT, Y and W be real matrices of
E{llv(s)I"} <<, VE >0, (13)  appropriate dimensions, ar@(s) satisfiesG (s)G(s) < I.

whereg is a given positive scalar denoting the desired securiﬂben
level.

Remark 3:In this paper, the concept of EMS boundedness
presented in Definition 1 is employed to depict the join
influence from the RODAs and the stochastic noise on t
estimation errors, and the concept of mean-square security 1
presented in Definition 2 is used to characterize the ability of X+7aYYT+ =wTw <0 (18)
the NSs to tolerate adversaries and recover from cyber-attacks. T
Obviously, if the augmented system (11) is exponentialty
ultimately bounded in mean-square sense, then it must be "
mean-square-secure. X oy W

The objective of this paper is to design an outlier-resistant Yt —xl 0 | <0. (19)
PIO (7) for system (1) subject to RODASs. w 0 -l

X+YGs)W+WIGT(s)Y" <0 (17)

eand only if there exists a positive scalarsuch that
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A. Security Analysis RV2 ((s)) 2E{V2(1(s + 1)) [1h(s)} — Va(¢(s)).

In this subsection, we shall analyze the EMS boundedness )
of the estimation errors and derive a sufficient condition to '€ difference ofi (4(s)) along (11) is calculated by

guarantee the-security of (11).
Theorem 1:Let the observer parametefs, F; and I’ be E {%Vl (X(S))}
given. If there exist positive definite matric&s Q and positive ~ =E {V1(v(s +1)) = Vi(¥(s)) }

scalar: satisfying :E{ ((A + RB(s) + A(s)B(s)) ¥ (s) + FI(¢(s))
o Ql * h
€= {Qg 93] <0 (20) +HY lhib(s — h) + Mw(s))Tp
and h=1
Poman @M = D+ (B + DA o ))2) (A4 RB) + R(s)B(e))0(e) + F3(¢()
)\min(P)Ep JEHN h
e +H Y (s — h) + Muw(s)) — 9" (s)Py(s)
EEWNTCTE TR . = ) }
where :E{z/}T(s) (ATPA — P+ (r+/(5))°BT(s) PB(s)
ot % * *
el AP+ ) A0
Q‘i“ 0 Q‘i‘?’ Q4 !
5 +%T(§(s))}"T <thl/1 (s—h )
Q2 [A+EB(s) H F 0], (2> 1, i
00— P, 32 max{hmen(P) P @)} P <§W ) (MR M)
ofr s P+£Q CTUTC = 1( = 9?)C3 UTCo 1237 (¢(s) (JTTPA+ R+ (s ))]:TPB(S))w(S)
22 A 1 33 & 44 A a7 T
QF=2—-=0Q, W=—d, QF=-wU
1 ‘ _ _ +2 Z (s — (HTPA + (R + R(s))’HT
03 é2 WU +1)C, QY2 —dUT(Cy + Ca — 9C,)
Qi é%“g(UT £ D), B2 A MTPM)S2, x PB(s )w(s) + 2w (s) (MTPA+ (R + F(s))
ande > 1 in (21) is determined by < MTPB(s) ) 42 <Z P )THT
Amax(P)(e — 1) = ve + 2 nax (Q)e(e" — 1) =0 (22)
with x PFS(¢(s)) + 2w (s) M PFS(¢(s)) + 2w (s)

h
Y& Amin (= 1 — QF PQy), x MTPH (Z Upab(s — h)) }
then the augmented system (11)cisecure in the sense of h=t
mean-square. <EL ¢T(s) (ATPA — P+ &B"(s)PB(s)
Proof: For examining the EMS boundedness of the aug-
mented system (11), we construct the following Lyapunov-
Krasovskii functional:

+ VRATPB(s) + \/EBT(S)PA)zp(s) +37(¢(s))

T
V($(s) = Vi ((s)) + V2 (4(s)) @) FTPFS(C <Z Cntp(s — h ) HT PH
where
h
Vi(4(s)) éwT( )P w< ) x <Z£hw(s—h)> + wT (s)MT PMuw(s)
h=1
Z th Zth r)Qy(r +237(¢(s)) (]—'TPA + \/E]-"TPB(s))w(s)

Then, the difference o’ (x(s)) is denoted by L (i e h)>:r (HTPA X \/EHTPB(S))

RV (v(s)) =RVA (¢(s)) + RV2(¥(s)) (24) h=1 .,

h
where X 1h(s) + 2 (Z Ontp(s — h)) HTPJ-‘%(C(s))}. (25)
RV1(¥(s)) 2E{V1 (¢ (s + 1)) [(s)} = Va((s)) h=1
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Furthermore, in light of Lemma 2, we compute the difference
of V2(¢(s)) as follows:

E{RV(¢(s)) }

—E{Vy( s—i—l)) Va((s)) }

_E{Zéh Z YT (1) Qu(r

r=s—h-+1

(26)

Bearing in mind the statistical characteristicswofs), we
calculate the termw” (s)M™ PMuw(s) (contained in (25)) as
follows:

E{w” (s)MT PMuw(s)}

+VEATPB(s) + VEBT (s)PA
w2 2T py %Q, v L FTPF
U2 AUTPA+VEHT PB(s)
Uit £FTPA+ VEFT PB(s)
Ui 2 FTPH.

Then, it follows from Lemma 1 that

E{W( s))}
<E{ST (s) 131 (s }+ﬁ E{ST(¢(s))S(¢(s))
+£T( WUT¢(s) = ¢ (s )(UT+I)3(C(S))}
_IE{ \1/141( )} +8-

B (6 + D)) wls) + (0 +3())0(s)
x (UT + DS((s)) }

—E{ST(5)1131()} + 8~ E{S7(¢()3(¢(5)) }
— {07 (5)(CTUTCL + (9 — 9)CFUTC) o (s)

vnax (MTPME{wT (s)w(s)} = 8. 27
_ < ( _ St (shula)} =5 @0 + 08T (s)UT8(s) + 2087 (s)UT (C1 + C2) o (s)
Substituting (25)-(27) into (24) leads to ST UT (s )} . E{C‘T(C( ))(UT o
E{RV (4(s))} K RO
:IE{?RVl (4(s)) + RVA (w(s))} ]Ex{cl¢( s) + 06 (})(U; + I)%(C(s>)} -
= %2 DL PR +
<E{¢T(s) (ATPA — P+ &BT(s)PB(s) here
+VEAT PB(s) + VRBT (s)PA + EQ)w(s) v
T \5“2(8) A thcl\éhw(s - h)
+S7(¢(5)) FTPFS(¢( (Z Ihip(s — ) JE;C(S)
(’HTPH 1Q) (Zf W h) —iéi \1,22 * )
X — z rP(S — ) \112 N 11 12 * *
+ 237 (¢(9)) (.7: PA+ l<a.7:TP (S)) g e - PiQ+ ATPA L ABT(s)PB(s)
o2 (s -0 (7P + VRATPB(s) + VRET(5) PA
h=1 —ucTuTe, — (v —9?)cfute,
+ VRHT PB(s) )(s) + 237 (((s) FT P U AFTPE 0, Wit A Ut

h
X (Z Cnap(s — h)) + B}

=37 (5)U1S1(s) + B (28)

U3 2FTp A+ \/RFTPB(s) + %L(UT + I)C.

By applying the Schur Complement Lemma, we derive from
(20) that

where
b(s) ol 4 Uy =0 + 08P, <0 (30)
1
S1(s) & | Shoy budb(s —h) | W1 & U WE w1 yhich further implies
3(¢(9)) LSS S 46
Uit £ — P+ 0Q + AT PA+EBT (s)PB(s) E{RV (¢(s)) } < —E{IS20s)[*} + 5. (31)
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Next, we shall proceed to estimate the upper bound of R 9 )
E{|l%(s)||*}. Based on the definition df (+(s)), one obtains <ai(r) Y TE{|lv(s)1°} + T
V(%(s)) <Amax(P)llv(s )II2 h —
tom (= 3 Blve)IP)
Amax Z o). (32) T
r=s—h T(T _1) r 2

o LTI

Furthermore, for any > 1, it follows from (31) that

E{r* TV (¢(s + 1))} — E{m*V (1)(s))}

i — 1) 84
- %Zﬂﬁ{ww})
r=0

=" HE{RV (¥ (s)) } + 7T E{V (¢(s))}
_TSE{VW(S))} p—1 (1 —7°)
= HME{RV(¥(s))} +7°(r — DE{V(4(s))} <es(7) ZO B} + = —8
< (= B{192()|?} + 8) +7(r = 1) + oa(r)supE{l )} (36)
s—1
% (Amax(P(3)I? + Dnax(@) > Ilr)|2)  where
r=s—h ~ 2Th+l — 97
< (= AB{I9(6)IP} +B) +7(r — 1) o(r) Za(r) *:2“1)77 —
) 01(r) Zos(T)h—.
% (Amax (P2 + Pnax(@Q) D 00)]2) | R
R Noting thatos(1) = —y < 0 andlim,_, 03(7) = 400,
s—1 it is readily seen that there exists a scafar- 1 such that
ITE{ ()} + 02(r) Y T E{l(r)]?} 03(¢) = 0, which indicates that
r=s—nh
where gil B+ oa(e )bggE{H%D(J)HQ}- (37)
01(7) L _ 71y 4 (7 — D) Amax(P) It can be observed from (23) that
02(7) £(7 = 1)fAmax(Q). E{V((0)} < (h+ l)ﬂsggE{Hw(J)Hz} (38)
For arbitrary positive integer > h, summarizing both sides and ’
of (33) from0 to p — 1 associated withs results in ,
P . P
B Vi6(0)) -2 0)) E{e"V((0)} > AminPEE(W()}. (39)
(1— ) Furthermore, one has
T T°E s)||2 -7 3
>Z RO+ =8 B} <25 (e o)1)
21 eoq min ) JEHN
s 1—¢
+0o(T Zozh TE{[[4(r)[°}- (34) (Y
Besides, the last item in (34) is calculated as =c’a jggE{”sD(J)”Q} +vlp) (40)
p=l sl with
2, 2, el ol e @t (1)
S r=s —6, — Amin(P)
1—¢f

-1 r+h p—h—1 r+h p—1 p—1
r

PRSI EDS Z)*E{“W”z} Y0) S ST =)

According to Definition 1, the ultimate upper bound of the

=—hs=0 r=0 s=r+1 r=p—hs=r+1
Th_l —1 p—l , . . .
gT — Z E{ ||l (r)||>} + ( )Z ]E{Hi/) HQ} esFlmat|on error in the mean-square sense can be expressed
r=—nh r=0 by
_ g

To proceed, we derive from (21), (40) and (41) that

— p—1
T DS {1},
r=0
From (34) and (35), one has immediately that A b

BN <2 T (o)l

E{r"V (1 (p))} — E{V(v(0))}
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8 <. (42) and therefore (20) can be rewritten as follows:

Q =0, +0xrS(s)0r + 0157 (s)0k (48)

L
Amin(P)(g = 1)

Obviously, it is not difficult to see from Definition 2 that
the augmented system (11)dssecure in mean-square Sensgyhere

which ends the proof. [ | {Ql N

B. Outlier-Resistant PIO Design ©: 93
In this subsection, we are devoted to solving the desng@R = [0 0 00 “RT] Or £ [T 0 00 0]-

problem of the outlier-resistant PIO. , . Then, by using Lemma 3, it is not difficult to see that (48)
Theorem 2:If there exist positive definite matrices, P, holds if and only if there exists a positive scatarsuch that

Ps, Q1, Q> and Q3, matricesFp, 7 and F, and positive he following inequality holds:
scalar. and r satisfying

>

o, 2 },<bé¢A HOF 0

@1 W@R @%
A= {5\21 ; } <0 (43) 0L —xI 0 | <O. (49)
2 43 Or 0 —nI
and Pre-multiplying and post-multiplying the inequality (49) by

Omax (Q)A(E" = 1) + (A + 1A diag{Z, I, I, I, P, I, I} and its transpose, and utilizing the

sup E{[|¢(7)]|*}
JEHN

Amin (P)e? variable substitution
3 , . , . . .
—i—mﬂS(- (44) Fp =P Fp, IT=RF;, I'=DF, (50)
where we conclude that (49) can be ensured by (43).
A% F o According to Theorem 1, one can conclude that, with the
A outlier-resistant PIO gain matriceSp, Fp and F' given in
Ao=]10 0 0 O . .
T 0 0 0 (46), the augmented system (11)cissecure in mean-square
L sense. The proof is complete. [ |
—P * *
A | zpT
As = ”75 _(7)7[ *I C. Outlier-Resistant Luenberger Observer Design
—Tr
. In this subsection, we shall design an outlier-resistant Lu-
- PA ,0 0, enberger observer for system (1). To begin with, the outlier-
A=1 0 RA —Fr resistant Luenberger observer is constructed as follows:
L 0 0 P
(P H 0 i T(s+1)= +HZ£ha: s—nh
H=21 0 BH 0 (51)
Lo o0 o +Ld(()—0x( )
[0 R i() =0, ¥y€9H
A - A
F= _EP , R=1|R where L is the observer gain matrix to be designed.
F L0 Accordingly, from (1) and (51), the estimation error dynam-
T4 [T 0 0} ics can be written as follows:
P 2diag{ Py, Py, P d
o oif, Fo, B} B(s+1) =AT(s) + HY t43(s — h) + Muw(s)
Q :dlag{Q17 QQa Q3} h=1 (52)
and the constant > 1 in (44) satisfies + k(s)B(s)x(s) — LS (v(s) — Ci(s
Amax(P)(€ — 1) — 7€ + 2 max(@)e(€" — 1) =0 (45) (7)) =0(), V2€H
with Letting 4(s) 2 [27(s) jT(s)]T, the augmented system
A T is characterized as follows:
’Y:Amin(—Ql—QQPQQ), v v Y, _ o o
_ . U(s+1) =(A+EB(s) + i(s)B(s)) ¥ (s)
then the augmented system (11)cisecure in mean-square -
sense. Furthermore, the gain matrices of the outlier-resistant + ﬁzéh&(s )+ Mw(s)
P1O (7) are calculated by Pt (53)
Fp =P 'Fp, Fr=PF'F, F=PF'F.  (46) + F3({(s))
Proof: First, we shall deal with the parameter uncertain- B(9) =¢(), VIEH

ties by rewriting (20) in the form of (19). It follows from the \ypere

notations in (11) that . TA 0 A [H 0
B(s) = RS(s)T, (47) A= { ] S { }
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< ~ | B(s
w13

¢(s)

S.

)

“é ]\/[
e ]

Ge[-C 0, ¢0)2["0) ¢"0)]"
((5) 2 (C+0(5)C2) () + (9 +9(s))d(s).

Proof: The proof of this corollary is easily obtained only
by settingF = 0 andF' = 0 in Theorems 1-2, and is therefore
omitted here. ]

Remark 4:Up to now, we have thoroughly investigated
the outlier-resistant PIO design issue for a kind of discrete-
time delayed system with ROPUs subject to RODAs. With
the designed outlier-resistant P1O, the EMS boundedness of

In the following corollary, sufficient conditions are providedhe estimation errors has been guaranteed and the security
to a) ensure that the augmented System (sﬁ_mcure in requ|rement has been met. In a.dd|t|0n, the feaSIbI|Ity of the
mean-square sense and b) give an explicit form of the gdthO design problem has been transformed into the solvability
matrix of outlier-resistant Luenberger observer (51) by meaf§ an LML. In comparison with the existing literature, our

of LMI technique.

_ Corollary 1: If there exist positive definite matricdy, P,
@1 and @2, matrix L, and positive scalaf and 7 satisfying

=1

*

E= {_ - } <0 (54)
Zo I3
and
Prmax(Q)AE"T = 1) + (h+ 1A 5
@M=D+ (B E DAk 60)7)
Amin (P)eP 1€
g o
+ o B <. (55)
Amin (P)(€ = 1)
where
_:11 N Y \
Hé :22 : : .A H F 0
= 2 -1 =210 0 0 0
1 :£1’>1 0 5:1’,3 x| =2 v
—41 0 —43 =44 T 0 0 0
=1 =1 1
i —P * *
Es 2 |RRT —#I |, B2 /\max(/\;lTpM)ﬁfu
L 0 0 —xI
A [PA 0 NN
= N P = diag{ P, P
A | O PQA ’ g{ 1, 2}
N A _PlH 0 SEUN . s N
= N = dia
H I 0 P2H:|7 Q Q{Qb QQ}
A0 . R .
]:ﬁ__jj, Rﬁ[R}, T[T 0
st 2 _piQ-iCTUTeC, — (9 — 94 CEuTe,
1. _
B e-2Q, EPE-i, E e WUt

1 o
g3 é§Z(UT +1)Cy,
1

—

’_‘4111 £ _puT (51 + ég — 19(?2)

2P 250U + 1), A2 max{Amax(P), omax(Q)}

and the constant > 1 in (55) satisfies
Amax (P)(€ — 1) = & + 20max (Q)EE" — 1) =0

with

=3

£ \min ( — E1 — 5§ PEs)
A

[A+rB(s) H F 0],

(56)

main results exhibit the following distinctive novelties: 1)
the PIO design problem is, for the first time, addressed for
discrete time-delayed systems with RODAs; 2) the outlier-
resistant PIO design scheme is developed to attenuate the
effect of malicious attacks; and 3) a criterion is derived to
reveal the influences of the RODAs and the stochastic noise on
the estimation performance. Our main results can be extended
to more complicated NSs with more comprehensive network-
induced phenomena or cyber-attacks [18], [43].

IV. NUMERICAL SIMULATION

In this section, an illustrative example is provided to show
the effectiveness and superiority of the proposed outlier-
resistant PIO design scheme.

Consider a linear discrete time-delayed system described by
(1) with the following parameters:

0.46  0.92 011 0.14
A= {—0.44 0.61} , H= {0.15 —0.13}
C=[-0.72 061], D=[11 09], U=035
T
—0.06 0.6 02]"
M‘{o.n }  R= [0.5]  T'= [0.3} y k=03

h=3, (=201,

S(s) = 0.8sin(s).

A. Effectiveness and Superiority of the Proposed Outlier-
Resistant PIO Design Approach

In the simulation, the deception signal sent by adversary is
denoted byi(s) = 5cos(s) — tanh(s) and the probability of
launching a successful deception attack is giverd as 0.4.

In addition, the security level is selected @s= 0.2 and the
initial condition is taken as:(0) = [0.5 —0.5]T.

The solutions to LMI (43) in Theorem 2 are obtained as

follows:

p [ 95817 —1.6386] 0, = [1.6118  —0.0089
"7 |-1.6386 16.8731] ' |-0.0089  1.6029

p, _ [ 93057 —1.5956] 0 = [1.6421  —0.0241
> [-1.5956 203154 % T |-0.0241  1.5996

Py =8.7174, Q3 = 2.2466, F = —0.0090, 7 = 1.2797

. [-0.6424 . [-0.3534]

Fp = i 3.5330} = o101 |0 fT 1.3848.

then the augmented system (S3)cisecure in mean-squarepaccordingly, the outlier-resistant PIO gains can be computed
sense. Furthermore, the gain matrix of the outlier-resistagd fojiows:

Luenberger observer (51) is calculated by

L:

PyLL.

(57)

~0.0318 0.0429
Fp= [ 0.2063 } » Fr= [0.0285

] . F =-0.0010.
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Furthermore, according to Corollary 1, the solutions of LMI
(54) and the gain of outlier-resistant Luenberger observer (51)
are listed as follows:

. [ 4.4852 —0.6864 O — 0.6057 —0.0033
T -0.6864  7.1213 | ' |-0.0033  0.6071

. [4.3151  —0.5025 Oy — 0.6057 —0.0034
7 [-0.5025  7.2158 |7 7T |-0.0034  0.6063

. [-0.0275 0.0318] . .

L= 23519 ] L= [0_3282] , % =T7.5951, = 6.9122.

For manifesting the superiority of the outlier-resistant PIO,
we make comparisons for evaluating the estimation perfor-
mance under different observers as follows: 1) estimating
with the outlier-resistant P1O; 2) estimating with the outlier-
resistant Luenberger observer; 3) estimating with the conven-
tional PIO (which corresponds 1/ = o).

The estimation results are shown in Figs. 1-2, which depict

the system states and their estimates with different observers.

From Figs. 1-2, we observe that the outlier-resistant Luen-
berger observer and the conventional PIO cannot achieve thi
desired estimation performance whereas the outlier-resistan
PIO can. Figs. 3-5 plot the trajectories of estimation e

with the outlier-resistant P1O, the outlier-resistant Luenberger
observer, and the conventional P10, respectively.

From the above simulation results, a conclusion can be
drawn that the outlier-resistant PIO is able to mitigate the
negative effects of the RODAs and achieve a satisfactory
estimation performance. Consequently, the design scheme c
the developed outlier-resistant PIO is indeed efficient and
performs better than the outlier-resistant Luenberger observe
and the conventional PIO.

g I I I I I I
0 10 20 30 40 50 60
Time(s)

g . . . . . . . . .
0 10 20 30 40 50 60 70 80 90 100
Time(s)

Fig. 2: Trajectories of state;(s) and its estimate.

0.6

State estimation error @1 (s)
----- State estimation error d(s)

0.4

. . . . . . . . .
0 10 20 30 40 50 60 70 80 90 100
Time(s)

Fig. 3: Trajectories of estimation erras) with
outlier-resistant PIO.

average mean-square estimation error (AMSEE) with respect
to the output is defined by:

qu

2=23" L5 s(s) - 2(s) 2

P 594

wherep denotes the number of time instants anstands for

Fig. 1: Trajectories of state; (s) and its estimate.

the number of simulation trials.

Fig. 6 depicts the trajectories of measurement ougfs},
observer inputv(s), and the time spots when the system
suffers from deception attacks with = 0.4. Moreover, the
relation between the attack probabilityand the AMSEE of

B. Comparisons With Different Attack Probabilities

the estimated outpug is given in Table I, which can be

For the sake of truly revealing the impact from the RODAebserved that the AMSEE of the output increases when the
on our estimation algorithm, the simulations are repeated 18@ack probability increases. Therefore, we can naturally draw
times and the comparisons with different attack probabilities conclusion that, with the increase of the attack probability,
are made in this subsection. To facilitate discussion, tliee estimation performance deteriorates.
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0.6 T T T T

T T T T T
State estimation error #;(s)
—-e-=State estimation error Z,(s)

0.4

08 L L L L L L L L L

Time(s)

Fig. 4: Trajectories of estimation errafs) with
outlier-resistant Luenberger observer.

T T T
State estimation error #;(s)
—-e-=State estimation error Z,(s)

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change
prior to final publication. Citation information: DOI10.1109/TSMC.2021.3117742, IEEE Transactions on Systems, Man, and 1

the measurement output y(s)

—-a-=the observer input ¢(s)

S A Db o v s oo
Lo

Time(s)

T T T T T T T
‘ + the time instants of successful deception attacks‘

rHH A A - -

.
0 10 20 30 40 50 60 70 80 90 100
Time(s)

Fig. 6: The trajectories of measurement outp(#) and
observer input(s), and the time instants of successful
deception attacks witl? = 0.4.

TABLE I: AMSEE IN 100 EXPERIMENTS WITH

i
i
i
'
1
i
i
i

EW;I;q

e @ n =

0 10 20 30 40 50 60 70 80 90 100
Time(s)

Fig. 5: Trajectories of estimation errais) with
conventional PIO.

V. CONCLUSIONS

DIFFERENT ¢
9 ot
9 =0.1 0.0191
9 =02 0.0205
9 =03 0.0229
9 =04 0.0233
9 =05 0.0255
9 =06 0.0261
9 =0.7 0.0286
9 =08 0.0326
9 =09 0.0372
REFERENCES
[1] A. Alessandri and M. Awawdeh, Moving-horizon estimation with guar-
anteed robustness for discrete-time linear systems and measurements
subject to outliersAutomatica vol. 67, pp. 85-93, May 2016.
[2] A. Alessandri and L. Zaccarian, Stubborn state observers for linear
timeinvariant systemsiutomatica vol. 88, pp. 1-9, Feb. 2018.
[3] F. Bakhshande and D. Soffker, Proportional-integral-observer: A brief

a kind of discrete-time delayed system with ROPUs subject

to RODAs. A Bernoulli-distributed random variable has been

utilized to regulate the random nature of deception attacks

initiated by the adversaries. For the purpose of attenuatin
the impact of the malicious attacks on the estimation per

T

formance, an outlier-resistant PIO has been constructed, in
which a saturation constraint has been imposed on the inno-
vations. Sufficient conditions have been derived to guarante#!
the EMS boundedness and achieve the prescribed security

level. The explicit forms of the desired PIO parameters have

been described in terms of the solutions to an LMI. Finally, [8]
the effectiveness and superiority have been validated via an

illustrative simulation example.

9]

survey with special attention to the actual methods using acc bench-
mark, IFAC-PapersOnLingvol. 48, no. 1, pp. 532-537, Jun. 2015.

. . . [4] M. V. Basin, A. G. Loukianov and M. Hernandez-Gonzalez, Joint state
In this paper, the PIO design issue has been addressed for

and parameter estimation for uncertain stochastic nonlinear polynomial
systems, International Journal of Systems Scienosl. 44, no. 7,

pp. 1200-1208, Jul. 2013.

S. Beale and B. Shafai, Robust control system design with a propor-
tional integral observeinternational Journal of Contrglvol. 50, no. 1,

pp. 97-111, Apr. 1989.

G. K. Befekadu, V. Gupta and P. J. Antsaklis, Risk-sensitive control
under Markov modulated denial-of-service (DoS) attack strategies,
IEEE Transactions on Automatic Contratol. 60, no. 12, pp. 3299-
3304, Dec. 2015.

R. CaballeroAguila, A. Hermoso-Carazo and J. Linares-Pérez, Dis-
tributed fusion filters from uncertain measured outputs in sensor
networks with random packet losselsiformation Fusion vol. 34,

pp. 70-79, Mar. 2017.

A. Cetinkaya, H. Ishii and T. Hayakawa, Networked control under
random and malicious packet loss#SEE Transactions on Automatic
Control, vol. 62, no. 5, pp. 2434-2449, May 2017.

J.-L. Chang, Applying discrete-time proportional integral observers for



FINAL prior to final publication. Citation information: DOI10.1109/TSMC.2021.3117742, IEEE Transactions on Systems, Man, and

(10]

(11]

(12]

(13]

(14]

(15]

[16]

(17]

(18]

(19]

(20]

(21]

[22]

(23]

[24]

[25]

(26]

(27]

(28]

(29]

(30]

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change

Cybernetics: Systems.

state and disturbance estimatiolEEE Transactions on Automatic [31]
Control, vol. 51, no. 5, pp. 814-818, May 2006.

D. Ciuonzo, A. Aubry and V. Carotenuto, Rician MIMO channel-
and jamming-aware decision fusiofEEE Transactions on Signal
Processingvol. 65, no. 15, pp. 3866-3880, Aug. 2017.

Y. Cui, Y. Liu, W. Zhang and F. E. Alsaadi, Sampled-based consensus
for nonlinear multiagent systems with deception attacks: The decouple$3]
method,|EEE Transactions on Systems, Man and Cybernetics: Systems
vol. 51, no. 1, pp. 561-573, Jan. 2021.

J. Dai and H. C. So, Sparse Bayesian learning approach for outlief34]
resistant direction-of-arrival estimatiofEEE Transactions on Signal
Processingvol. 66, no. 3, pp. 744-756, Feb. 2018.

H. Dong, J. Lam and H. Gao, Distributell, filtering for repeated
scalar nonlinear systems with random packet losses in sensor networl@?’]
International Journal of Systems Scieneel. 42, no. 9, pp. 1507-1519,
Sept. 2011.

H. Fu, H. Dong, F. Han, Y. Shen and N. Hou, Outlier-resistah{,
filtering for a class of networked systems under Round-Robin protoco
Neurocomputingvol. 403, pp. 133-142, Aug. 2020.

X. Ge, Q.-L. Han, X.-M. Zhang, L. Ding and F. Yang, Distributed
event-triggered estimation over sensor networks: A sutsyE Trans-
actions on Cyberneti¢svol. 50, no. 3, pp. 1306-1320, Mar. 2020.

R. Gibbs, New Kalman filter and smoother consistency tégitpmat-
ica, vol. 49, pp. 3141-3144, Oct. 2013. [
W. He, F. Qian, Q.-L. Han and G. Chen, Almost sure stability of
nonlinear systems under random and impulsive sequential attacks,
IEEE Transactions on Automatic Controlol. 65, no. 9, pp. 3879- [39]
3886, Sep. 2020.

Y. Ju, Y. Liu, X. He and B. Zhang, Finite-horizot{, filtering

and fault isolation for a class of time-varying systems with sensor40]
saturation, International Journal of Systems Sciena®l. 52, no. 2,

pp. 321-333, Oct. 2021.

H. R. Karimi, RobustH filter design for uncertain linear systems [41]
over network with network-induced delays and output quantization,
Modeling Identification and Contrplol. 30, no. 1, pp. 27-37, 2009.

H. R. Karimi and H. Gao, New delay-dependent exponential,
synchronization for uncertain neural networks with mixed time de-[42]
lays, IEEE Transactions on Systems, Man, and Cybernetics, Part B-
Cybernetics vol. 40, no. 1, pp. 173-185, Feb. 2010.

K.-S. Kim, K.-H. Rew and S. Kim, Disturbance observer for estimating [43]
higher order disturbances in time series expandieRE Transactions

on Automatic Contrglvol. 55, no. 8, pp. 1905-1911, Aug. 2010.

D. Koenig, Unknown input proportional multiple-integral observer
design for linear descriptor systems: Application to state and faulf44]
estimation,IEEE Transactions on Automatic Controfol. 50, no. 2,

pp. 212-217, Feb. 2005.

Y. Li, L. Shi, P. Cheng, J. Chen and D. E. Quevedo, Jamming attacki®]
on remote state estimation in cyber-physical systems: A game-theoretic
approach,|EEE Transactions on Automatic Contratol. 60, no. 10,

pp. 2831-2836, Oct. 2015.

L. Liu, L. Ma, J. Zhang and Y. Bo, Distributed non-fragile set- [46]
membership filtering for nonlinear systems under fading channels and
bias injection attackdnternational Journal of Systems Sciengel. 52,

no. 6, pp. 1192-1205, Jan. 2021.

T. Liu and J. Huang, Robust output regulation of discrete-time linea
systems by quantized output feedback conthalfomatica vol. 107,
pp. 587-590, Sept. 2019. 48]
Y. Liu, H. Wang and L. Guo, Composite robust., control for un-
certain stochastic nonllinear systems with state delay via a disturbance
observer,|IEEE Transactions on Automatic Controlol. 63, no. 12,

pp. 4345-4352, Dec. 2018.

J. Mao, D. Ding, G. Wei and H. Liu, Networked recursive filtering for
time-delayed nonlinear stochastic systems with uniform quantisation
under Round-Robin protocditernational Journal of Systems Science

vol. 50, no. 4, pp. 871-884, Mar. 2019.

H. Meng, H. Zhang, Z. Wang and G. Cheng, Event-triggered control
for semiglobal robust consensus of a class of nonlinear uncertain
multiagent systemdEEE Transactions on Automatic Contralol. 65,

no. 4, pp. 1683-1690, Apr. 2020.

Y. Mo and B. Sinopoli, On the performance degradation of cyber-
physical systems under stealthy integrity attadlEsE Transactions

on Automatic Contrglvol. 61, no. 9, pp. 2618-2624, Sept. 2016.

H.-Q. Mu and K.-V. Yuen, Novel outlier-resistant extended Kalman
filter for robust online structural identificatiodpurnal of Engineering
Mechanics vol. 141, no. 1, Art. no. 04014100, Jan. 2015.

(32]

1361

(37]

[47]

H. H. Niemann, J. Stoustrup, B. Shafai and S. Beale, LTR design of
proportional-integral observersnternational Journal of Robust and
Nonlinear Contro] vol. 5, no. 7, pp. 671-693, 1995.

L. Peng, L. Shi, X. Cao and C. Sun, Optimal attack energy allocation
against remote state estimatiofEEE Transactions on Automatic
Control, vol. 63, no. 7, pp. 2199-2205, Jul. 2018.

B. Shafai, S. Beale, H. H. Niemann and J. L. Stoustrup, LTR design
of discrete-time proportional-integral observdsEE Transactions on
Automatic Contral vol. 41, no. 7, pp. 1056-1062, Jul. 1996.

D. Soffker, T. J. Yu and P. C. Muller, State estimation of dynamical
systems with nonlinearities by using proportional-integral observer,
International Journal of Systems Sciena®l. 26, no. 9, pp. 1571
1582, Nov. 1995.

H. Song, D. Ding, H. Dong, G. Wei and Q.-L. Han, Distributed
entropy filtering subject to DoS attacks in non-Gauss environments,
International Journal of Robust and Nonlinear Contrebl. 30, no. 3,

pp. 1240-1257, Jan. 2020.

H. Song, D. Ding, H. Dong, G. Wei and Q.-L. Han, Distributed
entropy filtering subject to DoS attacks in non-Gauss environments,
International Journal of Robust and Nonlinear Confrabl. 30, no. 3,

pp. 1240-1257, Feb. 2020.

T. Tian, S. Sun and N. Li, Multi-sensor information fusion estimators
for stochastic uncertain systems with correlated noise®rmation
Fusion vol. 27, pp. 126-137, Jan. 2016.

38] D. F. Vecchia and J. D. Splett, Outlier-resistant methods for estimation

and model fitting,ISA Transactionsvol. 33, no. 4, pp. 411-420,
Dec. 1994.

Y. Wang, L. Zou, Z. Zhao and X. BaiH~ fuzzy PID control for
discrete time-delayed TS fuzzy systenidgurocomputing vol. 332,

pp. 91-99, Mar. 2019.

B. Wojciechowski, Analysis and synthesis of proportional-intergral
observers for single-input single-output time-invariant continuous sys-
tems,Ph. D. Thesis, Gliwice, Poland978.

S. Xiao, Q.-L. Han, X. Ge and Y. Zhang, Secure distributed finite-time
filtering for positive systems over sensor networks under deception
attacks,|IEEE Transactions on Cyberneticgol. 50, no. 3, pp. 1220—
1229, Mar. 2020.

W. Xu, G. Hu, D. W. C. Ho and Z. Feng, Distributed secure cooperative
control under denial-of-service attacks from multiple adversalesE
Transactions on Cyberneticgol. 50, no. 8, pp. 3458-3467, Aug. 2020.
Y. Xu, R. Lu, P. Shi, H. Li and S. Xie, Finite-time distributed state
estimation over sensor networks with round-robin protocol and fading
channels|EEE Transactions on Cyberneticgol. 48, no. 1, pp. 336—
345, Jan. 2018.

Y. Yu and Y. Yuan, Event-triggered active disturbance rejection control
for nonlinear network control systems subject to DoS and physical
attacks,ISA TransactionsDOI: 10.1016/j.isatra.2019.05.004.

X.-M. Zhang, Q.-L. Han and X. Ge, A novel finite-sum inequality-
based method for robug#f ., control of uncertain discrete-time Takagi-
Sugeno fuzzy systems with interval-like time-varying dela\SEE
Transactions on Cyberneticsol. 48, no. 9, pp. 2569-2582, Sept. 2018.
G. Zhang and Y. Shen, New algebraic criteria for synchronization
stability of chaotic memristive neural networks with time-varying
delays,|IEEE Transactions on Neural Networks and Learning Systems
vol. 24, no. 10, pp. 1701-1707, Oct. 2013.

M. Zhu and S. Martinez, On the performance analysis of resilient
networked control systems under replay attadEEEE Transactions

on Automatic Contrglvol. 59, no. 3, pp. 804—-808, Mar. 2014.

W. Zhu, J. Tang, S. Wan and J. L. Zhu, Outlier-resistant adaptive
filtering based on sparse Bayesian learniaigctronics Lettersvol. 50,

no. 9, pp. 663-665, Apr. 2014



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change
FINAL prior to final publication. Citation information: DOI10.1109/TSMC.2021.3117742, IEEE Transactions on Systems, Man, and 13

Cybernetics: Systems.

Di Zhao received the B.Sc. degree in Mathemat-
ics from Jilin Normal University, Siping, China,
in 2013 and the Ph.D. degree in Control Science| |
and Engineering from University of Shanghai for
Science and Technology, Shanghai, China, in 2020
She is currently a Postdoctoral Research Fellow with
the College of Science, University of Shanghai for
Science and Technology, Shanghai, China.

From November 2018 to November 2019, shel
was a visiting Ph.D. student in the Department
of Computer Science, Brunel University London,

Qing-Long Han (Fellow, IEEE) received the
B.Sc. degree in Mathematics from Shandong Normal
University, Jinan, China, in 1983, and the M.Sc. and
Ph.D. degrees in Control Engineering from East Chi-
na University of Science and Technology, Shanghai,
China, in 1992 and 1997, respectively.

Prof. Han is Pro Vice-Chancellor (Research Qual-
ity) and a Distinguished Professor at Swinburne
University of Technology, Melbourne, Australia. He
held various academic and management positions at
Griffith University and Central Queensland Universi-

Uxbridge, U.K.. From March to June 2018, she was a Research AssocigteAustralia. His research interests include networked control systems, multi-
in the Department of Mathematics, City University of Hong Kong, Honggent systems, time-delay systems, smart grids, unmanned surface vehicles,
Kong. and neural networks.

Dr. Zhao's research interests include PID control, proportional-integral Prof. Han was a Highly Cited Researcher in both Engineering and Computer
observer, networked control systems and cyber-physical systems. SheSdgence (Clarivate Analytics). He was one of Australia’s Top 5 Lifetime
currently a reviewer for some international journals. Achievers (Research Superstars) in Engineering and Computer Science (The

Australian’s Research Magazine, 2019-2020). He was the recipient of The
2021 M. A. Sargent Medal (the Highest Award of the Electrical College
Board of Engineers Australia), The 2020 IEEE Systems, Man, and Cybernetics
(SMC) Society Andrew P. Sage Best Transactions Paper Award, The 2020
IEEE Transactions on Industrial Informatics Outstanding Paper Award, and
The 2019 IEEE SMC Society Andrew P. Sage Best Transactions Paper Award.
Prof. Han is a Member of the Academia Europaea (The Academy of
Europe) and a Fellow of The Institution of Engineers Australia. He has
served as an AdCom Member of IEEE Industrial Electronics Society (IES), a
Member of IEEE IES Fellow Committee, and Chair of IEEE IES Technical
Committee on Networked Control Systems. He is Co-Editor-in-Chief of
IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS, Co-Editor of
Australian Journal of Electrical and Electronic Engineering, an Associate
Editor for 12 international journals, including the IEEE TRANSACTIONS ON
CYBERNETICS, the IEEE INDUSTRIAL ELECTRONICS MAGAZINE, the
IEEE/CAA JOURNAL OF AUTOMATICA SINICA, Control Engineering
Practice, and Information Sciences, and a Guest Editor for 13 Special Issues.

Guoliang Wei received the B.Sc. degree in math-
ematics from Henan Normal University, Xinxiang,
China, in 1997, and the M.Sc. degree in applied
mathematics and the Ph.D. degree in control engi-

Zidong Wang (Fellow, IEEE) was born in Jiang-
su, China, in 1966. He received the B.Sc. degree
in mathematics in 1986 from Suzhou University,

Suzhou, China, and the M.Sc. degree in appliec
mathematics in 1990 and the Ph.D. degree in elec
trical engineering in 1994, both from Nanjing Uni-
versity of Science and Technology, Nanjing, China.
He is currently Professor of Dynamical Systems
and Computing in the Department of Computer

neering from Donghua University, Shanghai, China,
in 2005 and 2008, respectively.

He is currently a Professor with the College of
Science, University of Shanghai for Science and
Technology, Shanghai. From March 2010 to May
2011, he was an Alexander von Humboldt Research

Science, Brunel University London, U.K. From 1990 Fellow with the Institute for Automatic Control and

to 2002, he held teaching and research appointmen@omplex Systems, University of Duisburg-Essen, Duisburg, Germany. From

in universities in China, Germany and the UK. Prof. Wang's research interedfarch 2009 to February 2010, he was a Postdoctoral Research Fellow with

include dynamical systems, signal processing, bioinformatics, control thedhg Department of Information Systems and Computing, Brunel University,

and applications. He has published more than 600 papers in internatiokibridge, U.K., sponsored by the Leverhulme Trust of the U.K. From June

journals. He is a holder of the Alexander von Humboldt Research FellowsH007 to August 2007, he was a Research Assistant with the University of

of Germany, the JSPS Research Fellowship of Japan, William Mong Visititgong Kong, Hong Kong. From March 2008 to May 2008, he was a Research

Research Fellowship of Hong Kong. Assistant with the City University of Hong Kong, Hong Kong. He has
Prof. Wang serves (or has served) as the Editor-in-Chiefrfmrnational published more than 100 papers in refereed international journals. His research

Journal of Systems Sciencthe Editor-in-Chief for Neurocomputing the  interests include nonlinear systems, stochastic systems, and bioinformatics.

Editor-in-Chief for Systems Science & Control Engineerirand an Asso-  Prof. Wei is a very active reviewer for many international journals.

ciate Editor for 12 international journals including IEEE Transactions on

Automatic Control, IEEE Transactions on Control Systems Technology, IEEE

Transactions on Neural Networks, IEEE Transactions on Signal Processing,

and |IEEE Transactions on Systems, Man, and Cybernetics-Part C. He is a

Member of the Academia Europaea, a Member of the European Academy

of Sciences and Arts, an Academician of the International Academy for

Systems and Cybernetic Sciences, a Fellow of the IEEE, a Fellow of the Royal

Statistical Society and a member of program committee for many international

conferences.





