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Cloud-based event-triggered predictive control for
heterogeneous NMASs under both DoS attacks ar
transmission delays

Xiuxia Yin, Zhiwei Gao,Senior Member, IEEE Dong Yue,Fellow, IEEE Songlin Hu

Abstract—A novel compensation control method for heteroge- negative effects caused by DoS attacks and transmissiapgel

neous multi-agent systems under Denial of Service (DoS) attks s an important security problem when designing the consens
and transmission delays is investigated in this paper. Thisontrol control for NMASs.

method has all the advantages of the cloud-based computatio L
strategy, the adaptive event-triggered strategy and the pdictive Furthermore, the communication network of NMASs often

control scheme. The adaptive event triggering mechanism oa haS resource COﬂStraintS SUCh as bandW|dth I|m|tat|0n}i [18
adjust the event numbers adaptively, the predictive contrb [35]. Event-triggered transmission strategy is an effecti
can reduce or eliminate the negative effects brought out by scheme to reduce the communication resource utilizati8p-[1
both DoS attacks and transmission delays actively, while #h [17], [23] and has been applied for NMASs [24], [25]. How-
cloud-based computation strategy can eliminate the negat ' t existi K ttri d ' ijd
effects completely as the same as there are no DoS attacks andPVel, MOSL exisling works on event- rlgge_re (_:onsens o on
transmission delays. Through the interval decomposition lill are focused on the secure network, that is, without corisiger
and the augmented system modeling method, the compensatedD0S attacks. Even recently, some outstanding results have
geschlossenes system model is established. Moreover, thenj considered the elasticity control for NMASs by using the
design for the feedback gain matrices and the event-trigged g\ ent.triggered strategy, consensus control for NMASseund
parameters is implemented. In the simulation part, five VTOL DoS attacks [31] [32]. I35 | Il of th ivel
aircrafts are used to demonstrate the theoretical results. oS attacks [31], [32], [35], nearly all of them passively
accept the presence of attacks.

As we know, predictive control is an useful way to reduce
or eliminate the negative effects caused by the transnmssio
delays or data losses [12], [34], [37]-[39]. However, foe th
I. INTRODUCTION case of NMASs with transmission delays, even based on the

For the last few years, the investigation on consistency fiassical time-triggered control, the consensus protdesign
MASs has attracted more and more concern for its importz#fid the system analysis by using the predictive control is
and extensive applications [1]-[3], [7]-[10], [18]. challenging due to the complexity and coupling relat|op§h|

For the complex networked multi-agent systems (NMASs§MONg aggnts, and by now only few results can be available
there are two aspects of the non-ideal network environméfit this topic [36], [37]. In terms of the event-triggered €as
that should be taken into account: (i) On the one hand, Den{3fr® i even less result that has been reported in the open
of Service (DoS) attack often means such an attack thatligrature on consensus by using the predictive compensai
can affect the implementation of network guidelines or rufféthod [18], [40]. In our foregone investigation [18], for
out of network resources. This can destroy the necessAfy/ASS with transmission delays and in the way of adopting
information transmission [19]-[22]. (i) On the other handthe event transmission, predictive control is emplpye_drdeo
network communication delay is inevitable for the actudf €lément the effects brought out by the transmission dglay
system [26], [27], also for NMASs investigated in this papePUt it was assumed that the network is secure. ,

In these two situations, the consensus performance mayb¥/hen using the predictive control for NMASs, there is
deduced, or the consensus can not realize at all if we igngrechallenging problem in the open literature, that is, the
the negative effects of DoS attacks and transmission dela&@_'ghbors’ state predictions are imprecise or not complete

In consequence, defending against or compensating for is k_)ecause the ‘ne|ghbors _control information can not
be obtained by agent at every time step when calculating
This work is supported by NSFC (No. 61963028 and No. 6217g818the neighbors predictive states. To our delight, cloudetas
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DoS attacks under event-triggered scheme, not to mention foAssumption 1:There exist transmission delay between
NMASs with both DoS attacks and transmission delays. sensori and the C-C nodé, and network delayl between
Taking into account the above discussions, here we wilie C-C nodei and the actuatof. The transmission delays
put forward a novel compensation control structure, nansed @mong C-C nodes are negligibleandd are known integers.
cloud-based adaptive event-triggered predictive cort®- Indeed, these delays are multiples of the sampling period T
AETPC), which has integrated the cloud-based computifig]—[5].
scheme, the adaptive event-triggered transmission gyrate Assumption 2:There being a spanning tree in the directed
and the predictive control method all together. The speciftommunication topology.
contributions are shown below. Assumption 3:In all the data transmission, each data is
(1) This paper puts forward an innovative CB-AETPQGime-stamped.
approach. Based on the available event-triggered state- inf
mation gf agents, the real states at current time of agests gr pgs jamming attacks
all predicted completely at the cloud-based control nod# an
so the predictive controllers can be generated.
(2) The investigated system is heterogeneous NMASS,
agents have different evolutionary properties. A new cngge

control protocol that make it convenient for us to build th o ) . . o
geschlossenes system is proposed. N Ii[)legim[tlgolr]\ 3: (Attack Duration) This definition is referred

(3) Through the mterval decomposition Sk.'” and th? aug- Assumption 4:The upper bound of the DoS attack duration
mented system modeling method, the consistency crlterlat.lse i A/ for a single attack. This is reasonable since the
obtained and the joint design of feedback gain matrices al @ ge ¢ i

ttackers often have limit energies.

. . . . . a

tthe\;e"?t ttrzfg;gg?);:)ezga?gi:z?stgCﬁzgstazalgg\?éntages 1EA‘ssu_mption 5:It is assumed that the initial time§ = ¢,

reducing the utilization of the limited network resources”’ 7 J-

significantly, compensating for the DoS attacks and neteark

transmission delays completely and guaranteeing theetksif. Adaptive event-triggered scheme

consensus control performance. Event generatos; can help to judge that if the current state
Section Il displays the consensus problem to be solvatkeds to be transmitted to the C-C nadierough network, see

The details of CB-AETPC are displayed in Section Ill. Th&ig. 1. For easy understanding, we uéeto describe theith

consensus analysis is shown in Section IV. We make somgent-triggered time and;(¢) represent the event-triggered

experimental results in Section V and summarize the conteyte for agent, k = 1,2, ..., i € Sy. For agenti, the event-

This article focuses on the devastating DoS attacks, which
cgn block the information transmission among agents.

Definition 2: (Attack Frequency) This definition is referred
Io [19], [31].

in Section VI. triggered functionf;(-) is defined as follows
() = [t 1) — ()] Qs (6 + 1) — (¢
[I. SOME PREPARATION AND SYSTEM DESCRIPTION fi) i k,+ ) i (,-k)] [xA( k,-+ ) ~ilfi)]
. —pi(ty + Dw; (T, + D)Qas (L), + 1), (2)
The graph theory can be seen in [18]. o _ o
wherew;(t;, +1) = =3 e n, aij (@i(th) = Z5(ty, i y45))
A. System Model Statement the statet; (t, . ),,) € ij (4, (i ) (its definition will be

We consider the discrete heterogeneous NMASs, includifiyen in the next section) is the latest predicted eveggaied

N agents denoted by, 2, ..., N. Every agent's dynamics is State for current time — ¢, + [ of neighborj, ; > 0, ps()
described by satisfies the following adaptive law

zi(t+1) = Az (t) + Biug(t) 1) pi(ty, +1) 3)

W|th x;(t) € R™ and ui(z_f) € R™ representing the state 1 [ (8, + 1) — 2 (£)] 7 Qi (6 + 1) — 2 (82)]
variable and control variable for agerit ¢ € Sy and o . o

Sy 2 {1,2,...,N}. A; and B; are system matrices with where A >.0 is given in a}d\(ance. When,; (t}) is triggered,
dimensionsR™*" andR"*™, respectively.B; is assumed to the next trigger moment is judged by

be fuII_—rpyv rank.; (t}), z gSN are the initial states Qf agents. tio = ti+min{l},q} (4)
Definition 1: The definition of consensus for (1) is referred = min {1t + DaT (6 + )by, +1) <
to [37]. k i e w; (T, ity +1)
In this article, we assumed that all agents transmit their i (th + 1) — 2 (60T Qalwa (8, 4+ 1) — 25(8)] )
information via a shared network and the network has a cloud- (5)

based computing center, see Fig.1. Every agent is connected

a cloud controller node (C-C node) via network, meanwhileshereq > 0 and it is an integer.

each C-C node is linked to its neighbors’. For agentvho is Remark 1:The adaptive law in (3) can help us to adjust

its neighbor depends on the agent’s information acquil@yabi the transmission numbers timely according to the system
The following assumptions are needed. dynamics [17], [18]. Furthermore, the adaptive law (4) can
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Fig. 1. System structure

facilitate us to deduce the following Lemma 2 , which is
necessary and important for us to analysis the consistency
performance and obtain the consistency criteria.

Assumption 6:For the initial time intervalt, t) + 7 + d),
the dynamic system (1) is working as

u,-(t) = 0. (7)

The event generatar; also starts working at the initial time
¢, in order to facilitate the following analysis, it is assuine
that all the states in the time intervig), t{ + 7 + d) are not
released. Let; (t) +7+d) = x;(t}), which will be sent to C-
C nodei as the first event-triggered staféhen the subsequent
event-triggered states will be adjusted by the event gémera
a; according to (2)-(4).

In this paper, for the heterogeneous NMASs (1), based on
the event-triggered transmission scheme above, if then& do
exist DoS attacks and transmission delays, we can design the
consensus control as below:

wi(t) = =Big Awi(ty) — Ki > agles(th) —2;(6.)), (8) Fig.2. c-C nodes
JEN;

DoS attack

where B;;; is the right inverse of matrix3; and z;(t] ) is

the latest event-triggered state of neighbor ageiurr current of compensating for the communication delays or dealing

time ¢. with the data dropout.However, there exists one common
Remark 2:As stated in work [36], the full-rank of3; horny problem in previous investigation: when designing th

guarantees thas; has right inverseé;;; . The solve method of distributed predictive control for each ageitit needs to

Bi_Rl can be illustrated bBBi_Rl =WBI(B,WBI')~!, where predictthe future states information not only for ageitself

W can be any matrix satisfyingunk (B;W B!') = rank B;, but also for its neighbors, and it is impossible to predict

1€ Sn. the precise states for the neighbors, since neighbor'saont
When there exist both DoS attacks and transmission delalygprmation can not be obtained by agentlirectly at each

the detailed consensus control, i.e., the cloud-basedtimdaptime.

event-triggered predictive control (CB-AETPC), will be-de Insight by work [3], it is possible to use a cloud-based com-

signed in the next section. putation method to deal with the problem mentioned above.
Here we try to combine this ideal with the event-triggered
I1l. DESIGN OFCB-AETPC transmission scheme to solve the resilient (compensation)

The previous works [3], [18], [36] have investigated theontrol problem for NMASs with both transmission delays and
predictive control consensus for NMASs, with the purposmalicious DoS attacks. The overall framework for this metho



can be seen in Fig.1. The calculated event-triggered states fii (o + D] By 4+ D)t (T4, + 1)},
z;(t},) of each agentwill be sent out to its C-C node. Each C- A=, +1-1)

C nodei has the ability of predicting state information of itselfizi (to,, +1) = A — 1o ;}Q@Z ) (14)
and calculating the predictive control sequences by usieg t LR U0

predictive m(_)del_ embedded in it. Qne can see t_he detailstab@kth W (53+r+1) - _ ZjeNi ai; [fi(féwﬁw — 7 (530+S|t%)}
the communication and computation relationship betwedh C_-]c o Le i g N o -
nodei and C-C nodg in Frig.z. The predicted control signalsI t=lop, 1€ [tot“toﬂ”ﬂ) N [fo4sr to451)- Oo(0) =

will be packed together it/ ; and sent back to the actuatoréf%i(ﬁ)” +1[th) — (ta”_'t%’)] and_QZ- are the same as in (5).
of individual agents via the shared network. There existsx'(%“) represents the first predicted event state on account of

selector (which contains three parts “Actuatdt “Buffer i,” x;(ty) andz;(ty,,.) expresses the subsequent predicted event

and “Control selector " as in Fig. 3) at each agent’s actuatfﬁ?’lteS for agent. The predictive model is working as

side, which is used to select the suitable control inpuby 2, (¢ +1]t}) = A, (t[t)) + Bstis(¢|t)) (15)

comparing the time stamps on the control element§ jnand W) = —Bl A [8) (16)

the current time, please see Fig. 3 and the following detaile " ° R0l o

descriptions in (29), (30) and (31). —K; Z aij [i”i(tfprrﬁf)) — 35(t0141t0)
Assumption 7:At each agent's C-C node, there is also JEN;

embedded an event-triggered generdiotogether with the t € [to+7+dto+21+2d+2¢+ M)

predictive model, which is used to generate forward event- N[E, &) N [f{,,fgﬂ),

triggered states and event-triggered control predictibms

oy : o = 1,...,,L}
eliminate the bad influences of communication delays and the " R (]?’
possible DoS attacks. s = 1,...,, Ly,

By .using event generatar;, th(=T sizg of the control pqcketwith Li satisfies thatéi, < ti + 27 + 2d + 2q +
ﬁi will not be very large and this point will be further illus- ji i satoisfies the similar relationshi
trated in the following Remark 8. The detail realize process < g o _ P
for CB-AETPC is given in the following two situations. Then we can obtain the predictive statesﬁi(ta) =
(aaB 1), & (Bolt), ..., &:(F, |t)} and X,(t)) is sen-
t to its neighbors. It should be noted that the predicted
event-triggered state information; (#4[¢}) € Yj(tjo) =
{@(tﬂté),:ej(tgné),...,ﬁj(HLgng)} of neighbor agentj is
gglculated at C-C nodgand the calculation process is similar

A. For the initial time interval

For easy understanding, we first take the initial state)
of agenti as an example. Assume thaf(t}) is transmitted
to the network successfully and the network is not subject
to DoS attack in the initial time intervalli, ti + 7 + d]. © (9)-(16). _ _ P
Considering the transmission delay,(#}) will arrive at the  Reémark 4:Each predict state informatior; (£|t;) - of
C-C node side at the timé, + 7, let &;(t} |t}) = z:(t), then nelghbor? is sept t(_) agent’s CC node (indeed, it |s.sent
the predictive model in the C-C nodewill work as follows: t© Buffers; [15]in Fig. 2) once it is calculated for the timely

use of event-generatdr. The reason for sending the state

Fi(t+10ty) = Adi(t|ty) + Biui(t]tg) (9) packageX ;(#}) to agenti via network after the prediction is
ui(tth) = 0 (10) completed for the time intervgl+7+d, t)+27+2d+2q+M)
t e [t +7+d) is that?j () is also needed to be sent to agéssensor side

S o for the use of event generatay, j € N;. Indeed, each agent
In the predictive time intervaly, ¢, + 7+ d) at the C-C node should to do so. This remark is also suitable for the follayin
i, the event triggered generatlarworks the same way as thegeneral case.

event generatod; as stated in Assumption 6
Remark 3:All the initial statesz;(t}) of agents can also
be assumed to be transmitted successfully, and so thel iniffa .
control is not zero. This may help us to improve the consensudNow we consider the general case. Assume that,, )
performance. It is just an assumption, each hypothesisthasi$ the m;th successfully transmitted event-triggered state for
practical significance. agent: from sensor to the C-C nodge with transmission
Then, for the further prediction time intervétf) + = + d, delay 7, that is, z;(t;,,) will arrive at the C-C nodei at
th + 27 + 2d + 2¢ + M) at agent’s C-C node, it is needed time ¢, + 7. It is clear that{z;(t,,)} C {z:(t;)} and
to predict further state information and control infornoatfor {#;,,} C {t;}. To make the key idea of this mechanism
the use of compensating for the DoS attacks that might hapgasier to follow, letz; (¢, |t,,,) = i(t;,,) and useTy; =
in this real time interval. The event generakoiis working as  {t;,, &}, ,1,....&, 1o } (6, <, 0 <<t )
follows to express the predicted event moments set according ta even
’%+1 ﬁé fr+d, (11) generaton;, that is,

= min {1]05(,)T2OY(.) > (13) oy = poin {110}, (6, )T 20, (1, 1) (18)

m; mi \Ym; ) m; (

For the general time interval

(1>
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U, el

Fig. 3. Control selector

> [i (m +1) AT(tjn + 1) Qs (, LD} ut(tm ‘L, |ti,.) will be iteratively calculated as follows.
o A= pi(th, +1-1) First, &; (t%, |t¢, ) = z;(t%, ) and
i (tmi +1) = - 156 ()6l () mi|tm; m;
e Comem (t + 1|trnl) - A xi (t|tm ) + B i (t|tml) (25)
2 ~ . i w4 (t tm_ = U ttm S ﬁ (26)
bgprgr = e +min{ly, g} (19) tl i tz( |t2 —Pul t) A A (t))
Z;n 4r = in {l|@l ;n +r7l)TQi@l (t ;n 4o l) € Mt + 74 A)N i
ezt [t"ni_ﬂ%(t) T+ d’ t"”t_Bi(t)"ﬂ‘l +7+ d)’
>:ul( m;+r +l) ()Q wt()}a (20) . . . g
! 5\ ; where 3;(t) is an integer and satisfies < 3;(t) < 7 + d.
fii (o +1) = @ ”i(m;TJr () Furthermore,
14608 e DTQO0 (1) ,
e e Bt +10E,) = At ) + Biaa(tlh,),  (27)
r o= 1,2, .,Linl_ ,
ai(tfty,,)
@Zn ( Z Z) = [ (th + th n; ( . )]’ @z ( Zn +r l) = -1 S (L i
iy ¢ § Z i mitr) = 7Bz AZ,CCZ t,, . t,, ) - K; Qi+ (28)
[‘T%(tm +r + l|tm) - xl(t mi+r |tm )]' L meets that R ( it | nl) jgv !
o < th +2T+2d+2q+M<tm+L7 ey A s
w;(-) = wi(ﬁni—t—r + 1) with [m‘( morlting) = 250, >+S|t (th >)}
Bt 4 1) t e [t +T+d,t1n +2T+2d+2q+M)
m; )
— m[tmi”’tm'”H) Al kij (i, )+a’tk7J(t1 )+a+1)
= =D aylwlt (8, J(th, )ﬂltku(tl ) ;
JEN; ro= 0,1,...,,L,,
(22) s = 0,1,..., L] 0 )
for ¢ = th,, +1 € [thy th1) N[, (0 )+5at]”( )+s+1)  Once the prediction is completed, the prediction stateorect
and ?i(tini) of agent; is transmitted to its neighbors’ C-C nodes

for the use of calculating the neighbors’ prediction colitrs
and also transmitted to neighbors’ sensor node via netwaork f
the use of event-generatoy, j € N;. See Fig. 2.
Remark 5:Each agent’s Buffeis in Fig.2 is used to store
(23) enough predicted control packdts;(-) for the use of (25) and
(26), the main purpose is to ensure that the control inputs fo

i, .+ 1)

- Zaw g m+r|t D=

JEN;

&5 (Fy 0, i)

if = tlm 1 € [t%q,+7-atini+r+1) M the predictive dynamic system (25) and for the real dynamic
[tiu(tm )+é,tku(tgn )+s +1) where system (1) or (30) are the same for the time mte[ti,gl, T
_ _ _ ' _ T 4 d). The reason forl < §;(t) < 7+ d is thatt,, >
kij(th,,) = arg min{t,,, +7 = (t,, + ), +7 <t +7H T+ d
J

(24) For the prediction time intervak;,. + 7+ d,t;,, + 27 +
) is the latest 2d + 2¢ + M), from (28), we can observe thal;(t|t,, )
is updated not only at the predictive event- trlggered time
instants ¢}, &, +1,...,tm ‘L of agenti, but also up-
dated at some of the predlctlve event-triggered instants

From (24), it is clear thatx](tJ e
successfully transmitted event- trlggered state befomee ti
ti, + 7 for agentj. &;(f}, ,,) represents the first predicted
event state on account of;(t!, ) and #;(t}, |,.) expresses

the future predicted event states. According 19(t}, ) tfc”(t"H) ku(ﬁ BESCEREE ku(tm L i) of its neighbors
and the predicted state signals in X;(t; . _)) = jﬁj € N,, so the packaged and transmitted control vector
TG RPN [ AN WO 1 (2] t i(th,.) from C-C nodei to actuator: (also to Bufferiy)

{ ‘7( kij(tm-)| kij(tm-)) ‘7( kij(ti, )+L;€ § | ‘LJ(tml) will be

from CC node j, the pred|ct|on of state i(th,) =

Ut,)

{

{xz(

and

) T, alth,), -
controllers g (th,, |t

xl(tm i+LE, |tZ )}
ui(tm -|—1|t

it ) Thay o, )

= ui(t:m |t ( m; +1|trnl)

o)

D

rnl)
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. .,ﬁi(iiu(ti )+s|t§;7j(ti Dot i |t,,),  startthe DoS attacks, so we have to predict for the worst case
" o at each time the C-C node receives new event-triggered state
L , NS (29) z;(th). 27 + 2d + 2q + M prediction steps are needed.
Rig (P ALY g,y i i) Remark 7:Let S £ 27 + 2d + 2¢ + M. Indeed, for

. , . ~ the general case, each agent’s prediction step should be
The control elements ﬁi(t:m)_are arranged in chronologicalyg This is because the event-triggered instants for agents
order (time sequ_ence) according to the time stamps added_pg general different, in most casa%,_,(ﬁ ) < o (<
them. WhenU ;(t;,,.) is transmitted at agerits actuator side i ) and sof? T §” ”g; ' 3

at the timet/, + 7 + d, the old control packeﬁi(tjm_l) ki ()41 kij(_ti,L7,)+ <y TS B g, 01 T
in Buffer i; will be discarded and the real control inputs foMWhen calculatinﬁi(tim), maybe some information of agent
NMASs (1) will be selected irﬁzi(tﬁni) by comparing the time j between the time intervalt; . | + S, ti, +8) (C

(¢
J tvni

stamps on the control elements ,-(tim) and the current [ti_‘(ﬁ )+§, ti_‘(ﬁ )+1+§)) is needed. Taking into account
time: N T = - —
) — ) <
it +1) = Awa(t) + Byus(t) (30) Fhat tku(t:”q,)ﬂ tku(ttnﬂ < S,_so the prediction steps
is enough for any case. Owning to the modern computer
wilt) calculation ability, there is no problem. However, for easy
' e i N o understanding according to Fig. 4, we just assume that the
_ 'Ui(t.,m_i_,r|t.,.”7’) if tr 2 tkij(t:‘”_%ws prediction step i27 + 2d + 2q¢ + M in the above writing.
ﬁi(tiu(tini)+s|t§w(tini>) ift,. ., < tLrj(tini)'i‘s Remark 8:Event generatos; is used to save the network

transmission resources. However, compared with the works

A i
= uitltn,) [33], [34], event generatob; is used to prevent the control

= =B At ) — Ki > ai- packetU ,(ti, )'s size from getting too large.
JEN;
{i'i Eontrltin) = T3 s yelth, o, )ﬂ (31) IV. ESTABLISHING THE GESCHLOSSENES SYSTEM MODEL
t € [t +T4+dth, 1 +T+d) To establish the geschlossenes system model for NMASs

A, LB )N [fj v §oo ). (1) with the CB-AETPC (10), (16), (26) and (28) to analysis

i it L ki ()47 ki (U ) 4o+ the consensus performance, we need to deduce the following
Remark 6:The reason for us to choose the prediction stémportant lemma first.

as 27 + 2d + 2q + M can be illustrated in Fig. 4. Three Lemma 1:Assume that the initial event-triggered parame-

cases should be thought: (i) The first case is also the bests y;(t}) andfi;(t}) for (3) and (14) are the sameg Sy.

case, that isy;(ti) is successfully transmitted to the C-CThen for any timef € [t}, +00), the stater;(¢) of system (1)

node i: and meanwhile the corresponding predicted contrfir agenti is the same as its predictive state constructed in

packageﬁi(t;;) is transmitted successfully to the agers (9), (15), (25) and (27)that is

actuator side. For this case, the prediction stepl is enough. o ;

(i) The second case is that the event-triggered stafé,) zi(t) = xi(t|t9>’t € HO{ (32)

is transmitted to the C-C nodesuccessfully butl/;(t%) is ri(t) = 2i(tlty,,),t €11, (33)

subjected to the DoS attacks, so agéstactuator can not N N i

receivel/ ;(11) at timeti, + 7+ d. See; (i) anda;(t, ) Whe;ent%_ [rt[? to +7jr:rod)nand11m}i— [t +FT thlfnh b1+

in Fig.4. (iii) The third case is the worst case, thatigt,)is +d), thenTly U{Uy, =, I, } = [to, +-00). Furthermore,

subjected to DoS attacks, so there is no information redeive . ;i ) =&, ot ) andtl, =1 (34)

by the C-C node at timet;, + 7. Seex;(t}_ 3), x:(t}_,) and ’ ) ’ ’ '

7;(t}, 5) in Fig.4. However, it is hard to know when there willfor any time intervallT,

m;*



Proof: For the initial case (32), it is easy to see that -K; Z ajj { (thy v —mj(tiij(ti HS)} (35)
z;(t) = z;(tty) for Vvt € 1IIj), since the initial states jEN; "
z;(ty) = 2;(ty) and the dynamic systems in (6), (7) and (9), ¢ I
(10) are the same.
For the proof of the general case (33), we will use th€he closed-loop system of NMASs (1) can be further obtained
mathematical induction method. Fat € [t{, +o00)\II}, there as follows:
exist one time mtervaIHZ and non-negative integers s

[initrs trngrg1) N [tii,-(t;i)ﬂv tii,-(t;,,i)ﬂﬂ)-

mg
and p, s.t. t = th, +p € T N[t 1t rpn) 0 @t +1)
[tjw(ﬁ Hs,t]”(tl )+s+1) Assume thatr;(t) = @;(t|th,.), = Aiwi(t) = BiBjg Aiwi(th, )
the following two situations should be proved separateity. S —B,K; Z a;j {xl tmiH) -z (tfcij(ﬁ )+s) (36)
uation (1) (t+1) = &; (t+1[¢%,,) if (t+1) € IIZ, ; Situation JEN; "

(), zi(t+1) = &t + 1t}, ) Ft+1 =1, +7+d | ¢ [T A 4 A . .
that is whent + 1 just equal to the left end point of the next me O metrs tcrs) D, o0 iy 01, 1)
time intervalll’, .. (37)

For Situation (1), from system (30), control (31) and the Denotee; (t) = z;(t) — z;(ti

at dict ' P trol (8 h that mi+r) if in the time interval
state prediction system contro we have tha i j
p y (27), (28), [0, s th i) and denotes;(t) = zi(t) = 25ty 11, )4

zi(t+1) = A:c(t|tm +Buz(t|tm if ¢ in the time mterval[k St ) s k”(tt )+5+1) let
= &(t+16,,). X(t) = Bt i@ - 2hE), and e(t) =
[ef'(t) ed(t) --- e (#)]T, the geschlossenes system is ob-

For Situation (2), taking into account (25), control (26Qan! !
(30), control (31), we have that

‘%i(tin 41 + 1|tin7+1)

tained as below:

X(t+1)=Ae(t) - BK(L®I,)X(t) + BK(L ® I,,)e(t),

= Aii(th, 1|t 1) + Bitli(th,, i [th, 41 e +1)) here, A = dg'ag{Al,Ag,...,AN}, B =

; diag{B1,Ba,...,Bn}, K = diag{K1,Ka,..., Kn}.
= Aiwi(ty, 1) + Bida(t), +1|tm 1Bt +1)) Furthermore, Ieté t) = zi(t) — x=1(t) , o) =
=it 1 +1), [6F(t) 6T (t) --- 6% (t)]T and taking into account the fol-

lowing relationshlps
xi(tmiJrl + 2|tm1+1)

At 1t ) X(t) = (B2@L)o()+(y @ L)a(), (38)
5(t) = (El ®In)X(t)7 (39)

FBiti(t, 41 + 1|t:”7,+1_6i(t1n,+1+1))
i Lly = 0, (40)

= A’ixi(tinq,—kl + 1) + B’ia’i(tim,—kl + 1|tin7r+1—ﬂq,(t§” Jrl-1-1))

— xi(tin+1 + 2), Whel’GEl = [1]\[_1 — IN—I] and E2 = COZ{O, _IN—1}1 the

following geschlossenes system model (41) can be deduced:

_ (t+1)
it + 1t 41) 4 = —(BEy®I1,)BK(LE,® I,,))(t)
= &i(th, 11+ 7 +dlt,, ) +(By @ I,)Ae(t) + (By @ I,) BK (L ® I,)e(t).
*Axl(m+1+’r+d71|tm+1) (41)
Bt (ty, 1 + 7+ d =1t 11 g, )
= A (t|th, 41) +B"ai(t|%i+1—ﬁi(t)) V. CONSENSUSDISCUSSION
= A;xi(t) + Bit(t]t! ) The coming lemmas are important and necessary to discuss
1L 7 m;+1—p3;(t) .
— et +1). the consensus of NMASs (1) according to the geschlossenes

system (41).

For (34), it can be easily deduced by taking into accountLemma 2:If the initial event-triggered parameteps(0) €
that p;(ty) = f:(t)) and the event-triggering conditions in(0, A, we can obtain that
(3-4) for event generatosi; and (11-14), (17-21) for event

generatady; are the same. pi(0) < pa(t) < A (42)

According to the above proofs, we can complete this lemmand furthermore

|

Taking into account Lemma 1, the control in (31) can be el (t)Qe(t)

rewritten as < LBy ® 1,)5(t) — (L@ Ln)e(t)]” -
MYU[(LE; ® 1,)0(t) — (L & I,)e(t)], (43)
Ui(t) i € Sy, t € [to,—i-oo) = Ut t ), 0
= AZ’L( m+7) dzag{ Qla QQ; ceey }



Proof: The relationship in (42) can be proved by usingvhere
the mathematical induction method and the prove process %

similar to [18], so we omit it here. -(E e I”)?T(LEQ ® In)o(t) +

Now we give the proof of (43). From the event-triggering (B1 @ L) Ae(t) + (By @ I,) BK (L @ In)e(t)]
conditions (4) and (5) and Lemma 1, the following inequality > = [(LE; ® I,,)d(t) — (L ® I,,)e(t)],
holds for anytE{l,Q,...} F = LEQ@I»,“FQ =—L®I,.

e (1)ei(t) < pa(t)w] (H)Qiwi(t) By adopting the Schur complement methasly (¢, §(t))

if

<0

with w;(t) = =3y, aij (zi(t],) — x5 (tj ), where:c](tj )
is the latest event-triggered state of aggn‘or current time -P * * *
t € [t} t;, ). Then for the augmented form, we have that 0 - * *
H, Ho —p-1 *
el (1)Qe(t) ULE,®1,) —QUAL®I,) 0 A1
< [(L®L)X(t)— (L IL)e()]" Q- <0,
(L®I,)X(t) — (L& In)e(t)] and using Lemma 3 we have thaP~* = —TP~1] < o2P—

2pI with any p > 0, so we can obtain the condition in (44).
%o that’s the proof. [ ]
Remark 9:Making comparisons with [18], [41], where
agent; has no ability to detect the current or future predicted
control information of its neighbors, thus in the prediatiof
Based on the above preparations, now we deduce pelghbors stater; for agenti’s predictive control calculation,
was assumed that ;(t) = 0. However, this paper is based
consistency criteria for NMASS (1) under the proposed Cé(’)n the cloud-based computing control, all agents can obtain
AETPC. Q; in (5) and K; in (31) or in (35) can also be puting 9
. . . the information they required, so the neighbor's accuyatel
co-designed by applying LMI technique. redicted state informatiot; can be obtained by agen's
Theorem 1:For given system matriced;, B; and the up- b J y ag

per bound of the event-triggering parameferNMASs (1) dcegygogree tclrgrilgenss(;ttehdecgr%?ﬂ;té?;ks and the transmission
can achieve consistency with DoS attacks and transmissio
delays if there exist? > 0, block diagonal matrix(2? =
diag{ 1, Q2, ..., Qn } >0 and augmented feedback
matrix K = diag{Ky, Ko, ..., Kx} with appropriate dimen-
sions such that the inequality below is met

where H; is the ith row of the Laplace matrix.. Taking
into account that (38) and (40), then (43) is satisfied. Th
completes the proof.

Lemma 3: [11] The relationship—X7P~'X < p’P —
2pX holds for anyp > 0, whereP > 0 and X is symmetric.

VI. NUMERICAL EXAMPLE

In this part, we take a group of five agents (VTOL) with
different dynamics to validate the theoretical resultsur-of
which are VTOL aircrafts and one is the leader with velocity

-P * * * 135 kt [28]). The dynamic matriced; and B; of agents are
0 —Q * * proposed as:
H1 Hg QQP — 2p[ *
WLB® L) —QLoI) 0 R —0.0366 0.0271 0.0188 —0.4555
0.0482 —1.01 0.0024 —4.0208
<0, (44) 4, =
0.1002 0.3681 —0.707 1.420 ’
wherei € Sy. p > 0 is given in advance, and 0 0 1 0
37 0.4422 0.1761 0.578 0 0.0413
H = —(BE,®I,)BK(LEy®I,),
' (1 ® I) BK(LE: ® In), B _ | 35446 -7.5922 0 0909 0
Hy = (BE1®I)A+(E1®1,)BK(L & In). 1 552 449 1237 0321 1
Proof: We choose the following Lyapunov functional 0.1 0.593 0 0 4.172
candidate Ay = 2A1,A3 = 341, Ay = A1, A5 = —Ay and By =

V(t,6(t) = 6T (t)Ps(t),

where P > 0 is unknown.
Computing AV (¢,06(t)) along the trajectories of (41) and

0.1B1, B3 = 0.2B1, By = 0.3B;, B; = 0.4B;.
The communication relationship among agents can be
shown by the corresponding Laplace matrix given below:

in consideration of the relationship (43) in relation to éd 3 -1 0 -1 -1
(5), it can be obtained that -1 4 -1 -1 -1
L= o -1 3 -1 -1

AV(t,6(t)) -1 0 -1 3 -1

< XTPs, — 6T (t)Po(t) + DETAQE, — T (1)Qe(t) -1 0 -1 0 2

— 15T T (t K >+ H. HTPIH, H The initial conditions of each agent are set&ag0) =
[ (t) e ()] 0 -0 [H1 Ho|" P{H: Hy] [02 1 -2 0517, 22000 = [1 2 3 —-1]7,
Ty 1 5(t) 2300)=[4 0 4 —2]T, 240)=[9 -2 7 —-5]7,

+HE RIEQATOE B [ e(t) |’ z5(0) =[5 0 3 —1]7. Assume that the transmission



delays for all agents are the same as- d = 57 with attacks or transmission delays. For fair comparison, al th

T = 0.01. The upper bound of the event-triggered parametdigee cases will choose the safig and);,7 = 1,2, 3,4, 5.

is A = 0.6 x 10~2 and the initial event-triggered parameterd/ is assumed to b&0T.

w; are given asl0=3 x [ 0.5 0.3

the upper bound of the event-trigger intervalg;is- 107"
By solving the LMI in Theorem 1 withp = 0.1 x 10~3, the attack time intervals are assumed to be (as shown in Fig.

feedback gain matricek’; and(2; are given as follows:

0 = 10°%x
K = 10°x
Q = 10° x
Ky, = 10°x
Q3 = 10%x
Ky = 10°x
Q = 10%x
K, = 10°x
Qs = 10%x
Ks = 10°x

3.5277
—0.0873
0.0374
0.0002

[ —0.0131

—0.0150
0.0129
—0.0737
0.0024

9.2604
—0.4089
0.1415
—0.0080

0.0006
0.0007
—0.0006
0.0035
—0.0001

0.7858
—0.0414
0.0105
0.0002

0.0020
—0.0023
—0.0020
—0.0113
—0.0004

1.4871

—0.0363
0.0153

—0.0055

0.0001
0.0002
—0.0002
0.0008

| —0.0000

2.7186
—0.0798
0.0346

| —0.0107

0.0016
0.0019
—0.0018
0.0093

| —0.0003
The simulation will be taken in three cases and mainly fo-

—0.0873
2.6137
—0.3549
—0.2606

—0.0695
—0.0792
0.0680
—0.3902
0.0129

—0.4089
5.2219
1.5349
0.0522

—0.0003
—0.0004
0.0003
—0.0018
0.0001

—0.0414
0.4151
0.1307
0.1652

—0.0559
—0.0637
—0.0547
—0.3138
0.0104

—0.0363
1.0871
0.1655

—0.1516

0.0044
0.0051
—0.0048
0.0255
—0.0008

—0.0798
1.8236
0.3681

—0.3737

—0.0158
—0.0183
0.0172
—0.0914
0.0030

—0.0374
0.3549
3.1821
0.1823

0.0587
0.0669
—0.0575
0.3298
—0.0109

0.1415
1.5349
8.7678
0.2426

—0.0086
—0.0098
0.0085
—0.0484
0.0016

0.0105

0.1307

0.8528
—0.0480

0.0073
—0.0083
—0.0071

0.0410
—0.0014

0.0153
0.1655
1.3714
0.0913

—0.0119
—0.0137
0.0129
—0.0685
0.0022

0.0346
0.3681
2.4219
0.2136

—0.0005
—0.0006
0.0006
—0.0031
0.0001

04 0.5 0.15] and

—0.0002 ]|
—0.2606
0.1823
2.4950

0.1934
0.2203
—0.1894
1.0858

~0.0359 |

—0.0080
0.0522
0.2426 ’
9.6807

0.0601
0.0685

Case (1): Without compensation for both DoS attacks
and delays. The simulation time is chosenlas The DoS

5): [0.05,0.1]s, [0.18,0.25]s, [0.40, 0.48]s, [0.60,0.68]s and
[0.78,0.85]s. Let Ty = 30T and oy = 5 in Definition 3Then
T,(0,1) = 0.06s + 0.08s + 0.09s + 0.09s + 0.08s = 0.40s <

307 4+ 1/5 = 0.5s. The total transmission delay is assumed
to be 5T seconds as mentioned above. Fig. 5 shows that the
consensus can not be realized.

Case (2): Without compensation for DoS attacks. The trans-
mission delays are assumed to be compensated. Two sub-cases
are considered. (i) With strong DoS attacks, that is, thal tot
attack duration time i80% of the simulation time. The states
of all agents and the consensus errors for agent 4 are given
in Fig. 6(a) and Fig. 6(b), respectively, which show that the
agents can not reach consensus at all. (ii) With weak DoS
attacks, the attack time intervals are the same as in Case (1)
the total attack duration time is abot®% of the simulation
time. The states of all agents and the consensus errors for
agent 3 are shown in Fig. 7(a) and Fig. 7(b), respectively,

—0.0588 | Which show that the agents can reach consensus at last but

0.3377
—0.0112

0.0002
0.1652
—0.048
1.4062

—0.04877
—0.0556
0.0478
—0.2736
0.0091

—0.0055
—0.1516
0.0913 |~
1.1145

0.0471
0.0545
—0.0512
0.2718
—0.0089

—0.0107
—0.3737
0.2136 |’
1.6993

—0.0483
—0.0560
0.0526
—0.2791
0.0091

with big fluctuation sometimes.

Case (3): DoS attacks and transmission delays are all offset
by using the raised CB-AETPC scheme. Fig. 8 shows that
the five agents can reach consensus in a very short time.
,It is clear that the consensus performance (in terms of the
convergence time and the fluctuation of the curves) for this
case is much better than the above two cases, which illastrat

ur theoretical results effectively.

The event times for all cases are expressed in Table 1. We
an draw such a conclusion and evaluation that the event-
riggered transmission strategy can apparently econothize
tilization of communication energy.

VII. CONCLUSION

This paper has investigated a novel CB-AETPC method for
heterogeneous discrete-time NMASs with both DoS attacks
and transmission delays. This method has jointed all the su-
periorities of event-triggered transmission strateggdptive
control method and cloud-based computation scheme. The pri
mary advantage is that it can eliminate the bad effects livoug
out by DoS attacks and transmission delays. The joint design
of controller gain matrices and the event-triggering patan
matrices is realized. Five VTOL aircrafts are adopted tafyer
the raised CB-AETPC framework.

Linear NMASs model is the main drawback here for the
practical applications. In the future we will continuouseés-
tigate this direction about security compensation confool
more general cases, such as for NMASs with other malicious
attacks [42]-[44] and time-varying transmission delays-n
linear NMASSs, uncertain NMASs and so on.
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