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#### Abstract

We describe a quantitative evaluation of the performance of different classifiers in the


 task of automatic age estimation. In this context we generate a statistical model of facial appearance, which is subsequently used as the basis for obtaining a compact parametric description of face images. The aim of our work is to design classifiers that accept the model-based representation of unseen images and produce an estimate of the age of the person in the corresponding face image. For this application we have tested different classifiers: a classifier based on the use of quadratic functions for modeling the relationship between face model parameters and age, a shortest distance classifier and artificial neural network based classifiers. We also describe variations to the basic method where we use age-specific and/or appearance specific age estimation methods. In this context we use age estimation classifiers for each age group and/or classifiers for different clusters of subjects within our training set. In those cases part of the classification procedure is devoted to choosing the most appropriate classifier for the subject/age range in question, so that more accurate age estimates can be obtained. We also present comparative results concerning the performance of humansand computers in the task of age estimation. Our results indicate that machines can estimate the age of a person almost as reliably as humans.

## 1. Introduction

Face images convey a significant amount of information including information about the identity, emotional state, ethnic origin, gender, age and head orientation of a person shown in a face image. This type of information plays a significant role during face-to-face communication between humans. The use of facial information during interaction is made possible by the remarkable ability of humans to accurately recognize and interpret faces and facial gestures in real time.

Current trends in information technology dictate the improvement of the interaction between humans and machines, in an attempt to upgrade the accessibility of computer systems. As part of this effort many researchers have been working in the area of automatic interpretation of face images $[4,10,21]$ so that contact-less Human Computer Interaction (HCI) based on facial gestures can be developed. In this context systems capable of identifying faces [13], recognizing emotions [18], gender [16] and head orientation [15] have been developed. Despite the fact that the age of a person plays an important role during interaction, so far no researcher has been involved in designing automatic age estimation systems based on face images. With our work we aim to produce a system, which is capable for estimating the age of a person as reliably as humans.

### 1.1 Motivation

The motivation behind our work lies in the important real life applications of the proposed methodology. In summary those applications include:

- Age specific human computer interaction: If computers could determine the age of the user both the computing environment and the type of interaction could be adjusted according to the age of the user. Apart from standard HCI, such a system could be used in combination with secure internet access control in order to ensure that under-aged persons are not granted access to internet pages with unsuitable material.
- Age-based indexing of face images: Automatic age estimation can be used for age-based retrieval of face images from databases. The most common application of this technology is in e-photoalbums, where users could have the ability to retrieve their photographs by specifying a required age-range.
- Development of automatic age progression systems: Automatic age estimation systems rely on their ability to understand and classify changes in facial appearance due to aging. The methodology required in this task could form the basis of designing automatic age progression systems (i.e systems with the ability to predict the future facial appearance of subjects). A description of our early work in this area is described elsewhere [14].
- Understanding the process of age perception by humans: Work in the area of automatic age estimation could provide invaluable help to psychologists who study the topic of age perception by humans.


### 1.2 Overview of our work

The basis of our approach is a statistical model of facial appearance, which models the variability in the facial appearance due to all systematic sources of variability. Face models of this type are generated based on a statistical analysis of the shape and intensity variation in a representative sample of face images. The most important feature of these models is the ability to code faces into a small number of parameters the "face parameters". This representation can be used as the basis for designing algorithms suitable for automatic face recognition, expression recognition and determination of the head orientation [15]. In our work we aim to use this representation for estimating the age of an individual as shown in the block diagram of Figure 1.


Figure 1: Block diagram of the age estimation approach
For this purpose, we investigated the use of the following methods for designing an age estimator:

Quadratic Functions: Optimization methods have been used for defining the best coefficients of quadratic functions, which can best explain the relationship between the face parameters and the age of a person in the corresponding face image. Once the functions are established we use them for transforming a given set of face parameters to an estimate of the age.

Shortest Distance Classifier: Based on the training data the distributions of face parameters corresponding to a certain age are defined. Given a new set of face parameters we assign it to the closest distribution, in order to estimate the age.

Supervised Neural Networks: Supervised neural networks have been trained with a set of face parameters and their corresponding ages so that given an unknown set of parameters they produce at the output an estimate of the age of the person in the corresponding face image.

Unsupervised Neural Networks: The Kohonen Self-Organising Map (SOM) [12], which is a clustering algorithm, has been utilized to train networks to classify a set of input vectors of face parameters in a number of clusters corresponding to different age groups. Given a new vector of face parameters the trained networks determine the age group of the person corresponding to the face image.

We also investigated the use of hierarchical age estimation methods by using age specific and/or appearance specific classifiers. In the case of age specific classifiers we used a global classifier for performing rough age estimation followed by the use of a classifier specific to the age-range indicated by the global age estimator, so that the age estimate is refined. A block diagram of this approach is shown in figure 2.


Figure 2: Block diagram of the age specific age estimation approach

In order to perform age estimation using appearance specific classifiers we train age classifiers, for different clusters of subjects within our training set. The formation of the clusters is based on the appearance of the subjects and the similarity in the aging pattern adopted by each subject. We also train a classifier used for selecting the most suitable cluster given the parametric representation of a new face image. As a result, for different subjects we may use a different age classifier according to the facial appearance of the subject in question. A block diagram of this approach is shown in figure 3.


Figure 3: Block diagram of the appearance specific age estimation approach

A combination of both the appearance and the age specific age estimation algorithms was also investigated. Based on the methods presented above, we run age estimation experiments and report comparative results between the performances of different algorithms. Also we have asked a number of volunteers to estimate the age of subjects in the typical sample of face images from our test set, so that we could compare the performance of each method against the performance of humans.

### 1.3 Paper Organization

The remainder of the paper is organised as follows: In section 2 we present a brief overview of the relevant bibliography, in section 3 we briefly describe how the face model is generated, in section 4 we present the age estimation methods used in our
experiments and in section 5 we present the results obtained. Finally in section 6 we discuss the results and present our conclusions.

## 2. Literature review

Although the general topic of face image processing received considerable interest [4, 10, 23], only a small number of researchers carried out research work in the area of modeling and/or simulating aging effects on face images.

D'Arcy Thompson [6] suggested that it is possible to use co-ordinate transformations for altering the shape of biological organisms in order to produce shapes belonging to different but similar biological organisms. Based on this idea a number of researchers [ $1,19,20$ ] investigated the use of co-ordinate transformations in an attempt to impose age-related changes on human faces. According to their experimental evaluations the perceived age of transformed facial outlines can be altered according to the transformation factors used.

Burt and Perrett [2] investigated the process of aging using face composites from different age groups and caricature algorithms. In order to simulate age effects on previously unseen face images, they calculate the differences in shape and color between the composites for the 25-29 years and 50-54 years age groups. By superimposing those differences into the color and shape of subjects in new images, the perceived age of the subject is increased. According to their experimental evaluation the proposed method produced a significant increase in the perceived age of subjects.

O'Toole et al [17] use three-dimensional facial information for building a parametric 3D face model. They use a caricature algorithm in order to exaggerate or de-
emphasize distinctive 3D facial features; in the resulting caricatures the perceived age is increased or decreased according to the exaggeration level, suggesting that 3D distinctive facial features are emphasized in older faces. Their findings were verified by a number of observers.

Wu and Thalmann [25] use a physically based face model where facial skin is modeled as a nonlinear and inelastic material. The appearance of the skin is controlled by the parameters of the model used - it is possible to simulate skin wrinkles by varying those parameters.

All the approaches described above have been used for simulating age effects rather than estimating the age of subjects. Our work on automatic age estimation is one of the first attempts to solve the problem. In our work we use a coded representation of face images derived from a statistical face model generated by applying Principal Component Analysis (PCA) on an ensemble of face images. Kirby and Sirovich [11] first used this representation for low bit coding of face images. Based on this methodology Turk and Pentland [23] describe an automatic face identification system that uses the weights of the basis face images (or eigenfaces) as the feature vector during the classification procedure. As an extension to this technique Craw et al [5] suggest that before the PCA decomposition is applied the shape of faces should be normalized so that eigenfaces capture only variation in the intensities of face images. A complete representation of face images can be obtained by applying PCA based decomposition on shape and texture facial information independently [15,24]. In this context the shape and intensity of a face are coded in terms of the parameters of a shape model and an intensity model respectively. As an extension to this technique

Edwards et al $[7,8,9]$ describe how a shape model and an intensity model can be combined in order to produce a combined shape-intensity face model capable of modeling effectively both shape and intensity variation - the model used in our work is based on the work reported by Edwards et al [7,8,9].

## 3. The Face Model

Cootes et al [3] propose a method for generating statistical models from a set of training examples. During the process we perform Principal Component Analysis (PCA) on the deviations of each example from the mean example. As a result of the analysis training examples can be reconstructed/ parametrized using:

$$
X=X_{m}+P b \quad \text { Eq. } 1
$$

Where $\mathbf{X}$ is a vector describing the shape or intensity pattern of a training example, $\mathbf{X}_{\mathbf{m}}$ is the mean example, $\mathbf{P}$ is the matrix of eigenvectors and $\mathbf{b}$ is a vector of weights, or model parameters. Edwards et al [7, 8, 9] describe in detail how this type of model can be used for modeling combined shape and color variation in face images.

We have generated a face model using 500 face images of 40 individuals. Each individual (see figure 4) supplied a collection of photographs taken over many years (average 3 year intervals). The age of the individuals in each image is known. For the experiments described in this paper we have focused our attention on age variation between zero and 35 years old. The combined face model trained using images from our database requires 22 model parameters for parametrizing/reconstructing face images. Each of those parameters controls a distinct way in which face images vary
within the training set (see figure 5). For example face parameters control changes in expression, lighting, 3D pose and individual appearance.


Figure 4: Typical images used in our experiments
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Figure 5: The main modes of variation within the training set. Each row shows the effect of varying a single face model parameter

## 4. Age Estimation

We use the coded representation of face images as the basis for estimating the age of a subject shown in a face image. In this context we aim to define the relationship between the parametric description of faces and age, so that given a set of face parameters we will be able to estimate the age of the person shown in the image. The simple age estimators used in our work are described in section 4.1 and hierarchical age estimation methods are presented in section 4.2.

### 4.1 Simple Age Estimation

### 4.1.1 Quadratic models

We define the relationship between face parameters and age, based on quadratic functions of the following form:

$$
\begin{equation*}
\text { age }=c+\mathbf{W}_{\mathbf{1}} \mathbf{b}^{\mathbf{T}}+\mathbf{W}_{\mathbf{2}}\left(\mathbf{b}^{\mathbf{2}}\right)^{\mathbf{T}} \tag{Eq. 2}
\end{equation*}
$$

where
age is the actual age of an individual in a face image.
$\mathbf{b}, \mathbf{b}^{2}$ are vectors containing the 22 face parameters
and the squares of the 22 parameters respectively.
$\mathbf{W}_{1}, \mathbf{W}_{2}$ are vectors containing weights for each element of $\mathbf{b}$ and $\mathbf{b}^{2}$ respectively.
$c \quad$ is the offset required.
We treat the problem of calculating the weights and offset, as an optimisation problem where we seek to minimise the difference between the actual ages of individuals in a training set, and the ages estimated using equation 2 . Once the optimum parameters of the quadratic function are defined and given a set of face parameters corresponding to a previously unseen face image, it is possible to estimate the age of the person shown
in the image. A more detailed description of our work in this area appears elsewhere [16].

### 4.1.2 Shortest Distance Classifier

All training faces are coded into the face parameters and the distribution of face parameters for each age within the age range of interest is defined. In effect we define the cloud of face parameters for each age in the 22-dimensional face parameter space. Given a new set of face parameters we calculate the Mahalanobis distance (d) between the given set of face parameters and the centroid of each distribution corresponding to each age, using equation 3.

$$
\mathrm{d}=\left(\mathbf{b}_{\mathrm{n}}-\mathbf{b}_{\mathrm{m}}\right) \mathrm{C}^{-1}\left(\mathbf{b}_{\mathrm{n}}-\mathbf{b}_{\mathrm{m}}\right) \quad \text { Eq. } 3
$$

Where
$\mathbf{b}_{\mathbf{n}}$ is a vector containing the face parameters of an unseen face image
$\mathbf{b}_{\mathbf{m}}$ is the vector of the mean face parameters for a particular age.
C is the within-class covariance matrix of the face parameters derived from the training images.

The age of the new individual is estimated as the age corresponding to the distribution which minimises the Mahalanobis distance (d) between the parametric description and the centroid of that distribution. In effect the Mahalanobis distance provides an indication of the probability that a certain set of face parameters belongs to any age group.

### 4.1.3 Supervised Neural Networks

We have investigated the use of Multilayer Perceptrons (MLPs) with the back propagation learning algorithm [22] for estimating the age of a subject given a set of
face parameters. Based on the training set each type of network is evaluated in order to establish the optimal architecture and optimal parameters. In each case the generalisation capability of the neural network is assessed as a function of the initial parameters of the respective network.

For our purpose, the 22 model parameters representing each face image are used as an input vector to the MLP. The output layer is a single neuron representing the corresponding age of each face scaled in the interval [0,1]. According to our experiments the optimal network architecture and parameters are as follows: one hidden layer with 15 hidden neuronodes, learning rate equal to 0.2 and momentum equal to 0.7 . The processing time for training the network is in the order of minutes.

### 4.1.4 Unsupervised Neural Networks

The Kohonen Self Organising Map (SOM), which is an unsupervised type neural network [12] has been used in our experiments.

The aim of our experiments is to transform the input vectors of 22 parameters into a single two-dimensional map organised in a number of clusters representing different age ranges. We perform several experiments varying the number of clusters and the size of the two-dimensional map. The number of clusters that we consider is 7, 9 and 12 for age range 5, 4 and 3 respectively. Each cluster corresponds to an age range, e.g. in the case of 7 clusters the age range is 5 years ( $0: 4,5: 9,10: 14,15: 19,20: 24,25: 29$ and $30: 35$ ). The size of the two-dimensional map varies as follows: $5 \times 5,10 \times 10$, $15 \times 15,20 \times 20$ and $25 \times 25$ neurons. For each experiment the initial learning rate is set to 0.5 . A Gaussian neighbourhood function is used with initial width equal to the dimension of
the grid (5, 10, 15, 20 or 25 ). These parameters are adjusted during the training. The experiments are run for 5000 to 15000 epochs. The processing time for training increases with increasing the size of the grid and the number of clusters for classification. The processing time for grid size greater than 10 is in the order of several hours.

The error for the SOM algorithm is calculated in the following way: after the final labelling takes place we check where each input is classified; for example assume that the input vector $\mathbf{x}$ is classified in the age range $\mathbf{c}=\left(\mathbf{c}_{\text {min }}, \mathbf{c}_{\mathbf{m a x}}\right)$, the target range age for this vector is $\mathbf{g}$ and the target age is $\mathbf{a}_{\mathbf{g}}$. If $\mathbf{g}>\mathbf{c}$ we calculate the difference $\mathbf{a}_{\mathbf{g}}-\mathbf{c}_{\text {max }}$, if $\mathbf{g}<\mathbf{c}, \mathbf{c}_{\mathbf{m i n}}-\mathbf{a}_{\mathbf{g}}$ and 0 if $\mathbf{g}=\mathbf{c}$. The best results are achieved for the network with grid size 20x20 neurons and classification in 12 clusters. Learning Vector Quantisation (LVQ) [12] has also been utilised for further optimisation.

### 4.2 Hierarchical Age Estimation

In this section we present the hierarchical age estimation algorithms used in our work.

### 4.2.1 Age-Specific Classifiers

For age specific age estimation we use a global age classifier (similar to the classifiers described in the previous sections) trained using all the training data, which contains subjects with ages ranging from 0 to 35 years. Apart from the global classifier we also train a local age classifier using samples from a specific age range. For the experiments described in this paper we have trained age specific classifiers for the age ranges of $0-10$ years, $11-20$ years and 21 to 35 years. During the process of age estimation, we use the global classifier for rough age estimation, followed by the use of the corresponding local classifier for the specific age range indicated by the results
of the rough age estimation procedure. It is expected that the use of local age classifiers will produce more accurate age estimates than the global age estimator.

### 4.2.2 Appearance Specific Classifiers

This approach is based on the observation that people who look similar, tend to age in a similar way [16]. In order to take advantage of this observation we train individual age classifiers for different clusters of subjects who look similar and/or exhibit similar aging pattern in our training set. The formation of the clusters is done during the training procedure by iteratively training age estimators, until the age estimation error within the training set is minimized. The algorithm used for this application is as follows:
I. Use the training set for training an age estimator using any of the methods described in subsection 4.1.
II. For each training example calculate the error between the actual and estimated age. All examples for which the error is smaller than a threshold are eliminated from the training set.
III. Go back to step I. The procedure terminates until most (usually 95\%) of the training examples are classified correctly.

Usually when about five to seven age estimators are used, the age estimation error is minimized, implying that that the use of appearance specific age estimators can be advantageous. Based on the training set used for each cluster we train a cluster classifier that is used for selecting one of the clusters given a vector of face parameters presented to the system. Once the given face parameters are assigned to a cluster, the age estimator for the particular cluster is used for producing an age
estimate. We call this method appearance specific since the choice of the age estimator to be used is based on the appearance of the given face image (the face parameters).

### 4.2.3 Appearance-Specific and Age-Specific Classifiers

The methods described in sections 4.2.1 and 4.2.2 were combined in order to perform age estimation using both appearance specific and age specific age classifiers. In this context we first use the algorithm presented in the previous section for defining clusters within our training set. We then train classifiers for a specific age range for each cluster in the training set. Given the face parameters of an unseen subject we assign it to one of the clusters defined earlier. The global age estimator for the cluster in question is used for selecting a specific age range, so that the age estimator for that age range, for the cluster in question, is used for estimating the age.

A block diagram of the method is shown in Figure 6.


Figure 6: Block diagram of the appearance and age specific age estimation approach

Remark: The classifiers described in 4.2.1, 4.2.2 and 4.2.3 were tested with the Quadratic models, the Short Distance Classifier and the MLP with the back propagation learning. Although the unsupervised Kohonen Self Organising Map network can theoretically be used in this case as well, we decided not to use it because the age estimation is in an age range rather than exact (making it thus questionable on
whether the results would improve) and in addition the processing time is much longer compared to the one of the MLP.

The optimal structure of each network in the case of the MLP for the age-specific, the age-appearance and the combined classifier was with one hidden layer and 10, 15, 20 or 25 hidden units. The learning rate varied between 0.2 and 0.3 and the momentum between 0.5 and 0.9. The processing time for training of the neural networks with the MLP was in the order of minutes.

### 4.3 Age Estimation by Humans

Humans are not perfect in the task of estimating the age of subjects based on facial information. The accuracy of age estimation by humans depends on various factors, such as the ethnic origin of a person shown in an image, the overall conditions under which the face is observed and the actual abilities of the observer to perceive and analyse facial information. The aim of this experiment was to get an indication of the accuracy in age estimation by humans, so that we can compare their performance with the performance achieved by machines.

As part of the experiments, a number of face images were presented to 20 volunteers, and each volunteer was asked to estimate the age of the subject shown. It should be noted that no one of the volunteers knew any of the subjects whose images were included in the test set.

## 5. Experimental Investigation

In this section we describe the experiments conducted in order to assess the suitability of the methods presented in section 4, in the task of automatic age estimation.

### 5.1 Experimental Set Up

For our experiments we used 400 images divided into two sets of 200 images in each set. Each set contains images showing 20 persons at ages ranging from zero to 35 years. Images from different individuals are used in the two sets (i.e a single individual does not have images in both sets). For our experiments we used the two sets for training and testing and vice versa. The performance of each method was assessed by calculating the mean absolute error between the real and estimated ages among each set. During the tests we assumed that the images were already coded into the face parameters, thus the results quoted refer only to the process of age estimation given a set of face parameters. Errors in the coding procedure, caused by mislocalization of faces in images, are not affecting our results.

A random subset of 32 images was used for testing the accuracy of humans in the task of age estimation. Those images were presented to 20 observers who were asked to estimate the age of the subjects shown in the images.

### 5.2 Results

The overall results obtained are shown in the following table:

| Method | Quadratic | Shortest <br> Distance | MLP | SOM | Human Observers |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 5.04 | 5.65 | 4.78 | 4.9 |  |  |
| Male | Female | All |  |  |  |  |  |
| Global | 5.04 |  |  |  |  |  |  |
| Age Specific | 4.87 | 5.02 | 4.52 | N/A |  |  |  |
| Appearance <br> Specific | 4.61 | 5.58 | 4.64 | N/A |  | 3.59 | 3.64 |
| Appearance <br> and Age <br> Specific | 3.82 | 4.92 | 4.38 | N/A |  |  |  |

Table 1: The results of our experiments (all numbers show the absolute error in years)

## 6. Conclusions

We presented an experimental evaluation into the problem of automatic age estimation where the performance of a classifier based on quadratic functions, a shortest distance classifier and neural network based classifiers was evaluated. The classifiers in question were evaluated when a single step classification method was used and in the cases where hierarchical age estimation approaches were utilized.

When a single step classifier is used the classifiers based on multi-layer perceptrons, self-organising maps and on quadratic functions achieved the best performance (4.78, 4.9 and 5.04 respectively) - the performance of the shortest distance classifier was not as good. We believe the shortest distance classifier is not suitable for this application because it requires a large number of training samples in order to describe adequately the distribution of face parameters for each age. In the case of using a limited training
set it is possible that outliers significantly influence the distributions resulting in the deterioration of the age estimation performance. In the case of using self-organising maps, the performance is related to the size of the clusters in terms of age differences. The best results with the SOM (presented in Table 1) are with clusters of 3 years (see section 4.1.4); with clusters of 4 years the mean error is 5.3 while with clusters of 5 years the mean error is 5.5 years. The SOM algorithm as an unsupervised technique is the only one applicable for cases where we do not have explicit information about the age of each subject shown in the training face images.

The use of hierarchical age classifiers improves considerably the age estimation accuracy. Age estimation based either on age specific classifiers or appearance specific classifiers produced improved results when compared with the results obtained when single step classifiers were used. This observation suggests that the process of aging causes different types of deformations in facial appearance according to the age-range of a subject and his/her facial appearance. The best overall performance was achieved when age specific classifiers were combined with appearance specific classifiers, because in that case different classifiers were employed for different groups of subjects.

The results of automatic age estimation obtained compare favourably with the results achieved by humans on the task on age estimation based on face images. In particular human observers achieved an age estimation error of 3.64 years when tested on a similar but significantly smaller database.

The experiments described in this paper rely on the compact parameterisation of face images provided by applying Principal Component Analysis. This type of analysis
tends to discard local and unsystematic sources of variability in favour of global and systematic sources in variability. Since face parameters derived form principal components have been used successfully for age estimation, we can conclude that the age of a person could be defined based on the holistic structure of a face rather than on isolated facial details. However, we believe that in order to improve even more the performance of automatic age estimation algorithms, information about the fine details of a face (i.e wrinkles) must be incorporated in the age estimation procedure. The results obtained so far prove that it is feasible to produce in the short-term systems that incorporate automatic age estimation in their functionality, resulting in more efficient human machine interaction systems.
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