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Abstract—Developments toward ubiquitous and pervasive com- devices. Using low-power wireless links, these devices form
puting have lead to application scenarios where a large number of data networks of over which information is transmitted in an
sensors and computing devices are connected to the network. These, § g fashion or over a network infrastructure. One character-

devices might constantly send status information via multicastto . . . . . .
a number of applications or users. One big challenge in this envi- istic of devices in such networks is that they often continuously

ronment is the amount of data traffic generated by such sensors, report status information by periodically transmitting data. Such

which depends on the size of the data, the transmission frequency, data is then collected by a central node, processed, and presented

and the number of senders and receivers. However, for certain ap- to ysers.

plications it is sufficient to receive less accurate, aggregated data The challenges that these networks pose lie not only in how to

from a group of sources. This leads to the possibility of using pro- . . .

grammable routers to perform such data aggregation inside the rgallze small, Iqw-poyver devu;es that perform the des're‘?' func-

network. tions, but also in their operation. Key aspects of operation are
While the basic algorithm for data merging has been described how to achieve connectivity on a link and on a network level

in literature, we address how a large number of sources can be or- petween all components, how to deal with failure, and how to

ganized in a hierarchical structure to allow multiple users to get a develop a scalable method of controlling information flow from

view of all sensors at different levels of aggregation. With the con- th devi The last point ing the fi £ inf
trol information that is provided by an aggregating node, the user ese devices. € last point-managing the flow ot informa-

can traverse the aggregation tree by joining different multicast ses- tion-is what we address in this work.
sions that transmit different levels of detail. This provides a novel In a typical scenario, more than one user or “observer” wants
communication paradigm that reduces the network overhead from o receive data from possibly a large number of sources. This
E?th;‘é?b‘lst'g trr:g;\%trtsmg sources and organizes datainaway that 5 pe seen as many-to-many or multisource communication.
We provide two deta'iled example scenarios: A battlefield infor- In a traditional many-tq-many c.:ommunlf:atlon, eaCh. sender is
mation system, which aggregates geographic location data of units, COnnected to each receiver (be it over unicast or multicast). As a
and a conferencing application, which aggregates audio data. We result, a receiver has to deal with as many connections as senders
describe the aggregation algorithm that is used and analyze its ef- that he observes. As the amount of transmitted data and the
fect on delay and jitter of periodic transmissions by the sources. nmper of sources increases, the receiving end-system has to
We describe the hierarchical control structure that provides mul- . - ) .
tiple levels of aggregation and how real-time transport protocol prqcessf increasingly morg data traﬁ'c' This dogs not scale well,
(RTP) can be used to implement it. The performance of the pro- Nneither in terms of bandwidth requirements nor in terms of com-
posed scheme is evaluated with measurements that were done orputational demands, in particular for thin, mobile clients with
an implementation of the audio aggregation application. little computational resources and low bandwidth network con-
Index Terms—Active network application, computer networks, ~nections. Thus, the goals of an advanced communication para-

data aggregation, many-to-many communication, programmable digm for many-to-many communication are the following:

networks. 1) avoid overloading the network and data processing nodes
with constantly transmitting sensors;
l. INTRODUCTION 2) allow the aggregation of a possibly large number of
ECHNOLOGY and integration of semiconductor compo- 3) sbzuggzzggbﬁ)éizegr:;ﬁ;slr:s un;:pz?ﬁtaek:(laesl‘?shlon;
We present aggregated hierarchical multicast (AHM), which

computing is becoming a reality. Typical examples are Sensé?;ovidesasolution to each of these goals. The key observation is

networks that report status information, appliances and ent At for certain applications in many-to-many communications

tainment electronics in a household, and personal-area netwqk .- trom all senders is not of equal importance to the re-

ceiver. Thus, it is sufficient to aggregate the information sent
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tributed via multicast. Observers can navigate through the hiéo- improve the transmission quality of multicast sessions.
archy to obtain the desired level of granularity. This approach dlhis work is related to ours only insofar as we could use it to
lows a significant reduction of data traffic as shown in our evalulistribute the aggregated data streams.
ation, especially when receivers are only interested in high-levelln terms of performance, it is important to have sufficient pro-
information of large groups of senders. cessing resources on nodes to perform data aggregation. For this
Section Il briefly discusses relevant related work. Section Iflurpose, it is possible to use network processors. Commercial
then describes the functionality of AHM in detail on the basigsistances of such multiprocessors that are specialized for packet
of two example scenarios: a battlefield information system apdocessing are the Intel IXP2800 [13] and the IBM PowerNP
an audio conferencing application. Also, different informatiofiL4]. While the programming of such a system requires more
aggregation methods are discussed. Section IV describes dffert than a general active network node, it provides better per-
hierarchical structure of multicast sessions that provides véormance and scalability. It can be expected that as more so-
ious levels of aggregation detail to the user. The general-pphisticated software tools become available for network proces-
pose aggregation algorithm for an AHM node is presented $ors, many active network architectures will be ported to such
Section V. Section VI then focuses on the analytic evaluatigatforms.
of the proposed aggregation process. Theoretical bounds foThe aggregation of data streams that we present is similar to
jitter and delay in periodic transmissions are derived. Measufeeverse multicast,"which has been introduced as “concast” in
ment results from our testbed implementation of AHM are algdhe context of active networking. Calvest al. [15] introduce
presented. A summary of the contributions in Section VII corisimple concast” as an aggregation mechanism to suppress du-
cludes this paper. plicate packets (for example to avoid NAK implosion in multi-
cast). This work also provides a generic framework for defining
the aggregation function to be used. In our work, we expand this
concept and introduce a novel hierarchical organization of ag-
Sensor networks with large number of devices have been p@segating nodes that provides a structure for efficient manage-
posed and prototyped. Projects at UC Berkeley and Intel R@ent. We also show a detailed delay and jitter analysis of the our
search have recently demonstrated large-scale prototypes wigitended algorithm that considers periodic transmissions. With
sensors monitor the environment (light intensity) and commthe presented result, we show that aggregated hierarchical mul-
nicate via an ad-hoc network to deliver this information. An exticast is scalable approach to many-to-many communication in
tension that monitors wildlife habitats has been proposed [Programmable networks.
Similar research has been supported by DARPA for its impor-

tance to military applications. The technical issues of building |[|. | NFORMATION AGGREGATION AND ITSAPPLICATIONS

small, low power devices that can transmit via short-range ra—A di dab the limited lability of ¢
dios have been addressed [2], [3]. Also, numerous routing proto- S discussed above, the imited scalability of many-to-marny

cols for such ad-hoc environment [4], as well as failure recovﬁmmun'c?in Iltes n thf dtﬁmantcjjs ontthe neév\t/ﬁrkdto dell\éer
have been presented. Our work is based on these results an 1erous data streams 10 the end system and the demands on

dresses the operational issues of how to manage the data of él]Sr?”d system to process and display the information. We focus

a system efficiently. We assume that an underlying network " two applications that implement such a mode of communi-

frastructure is given. cation. One is a battlefield information system, which is char-

The aggregation operation of data packets inside the netw: er'ﬁ?d byha} Ialrgf mtjmb(ta; Otf se?)sors ((j|fe tshold|ers) antt_j a
requires the support of the network infrastructure in terms ar hierarchical structure that can be used for the aggregation.

processing resources. With the development of active and p e other is a audio conferencing application, which is an ex-

grammable networks [5]-[7], it is possible to perform arbitrar _mple for a very iniuitive aggregation of audio sources. Sec-

computation in the data path of network nodes. An active no 8rr:t|tI:1-A descntk_Je thelse aririllctz;l]t_lons mk more detail and high-
in such a network is capable of performing the aggregation p g € properties refevant to this work. o
There are also a number of applications that require informa-

cessing of packets as they are being forwarded. Typical imple- : .
mentations of programmable network nodes range from Worﬁ'gn aggregation. In the context of networking, ACK or NACK

stations that act as active routers to high-performance switcﬁ@sgregatlon IS hecessary fgr multicast to av0|d'an implosion on
t&@ sender. This is often a simple Boolean function. In ATM net-

that are augmented with per-port network processors. The d K lex funci dt i abl
inition of a unifying node operating system (NodeOS [8]) aim /Orks, More compiex functions are used to aggregate available
%,iate (ABR) responses from point-to-multipoint connections

Il. RELATED WORK

at making these systems interoperable. Aggregated Hierarch

Multicast is an application for active networks that illustrate

the benefits of having a programmable network infrastructure. o i i

However, we do not go into the details of active networking af*- APPlication I: Battlefield Information System

chitectures in this paper. The purpose of a battlefield information system is to provide
In the context of multicast, data transcoding has beatatus information of a large number of soldiers and equipment

proposed by Kouvelas [9] for receivers with bad receptioto a group of commanders (“observers”). We assume that all

This “self organized transcoding” (SOT) adapts dynamicallsoldiers are connected to a common interconnection network

to changing network conditions. There is also abundant wof#.g., via wireless links) and have the equipment to periodically

on “active multicast” [10]-[12], which use active networkgransmit their status information (e.g., geographic location, vital
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Fig. 1. Battlefield information application for aggregated hierarchicatig. 2. Audio conferencing application for aggregated hierarchical multicast.
multicast. Each node sends its status information to its hierarchical paredéch end system sends audio that is mixed at nodes where multiple audio
where it is aggregated. streams merge. The end system receives a single, mixed audio stream.

statistics, and other useful data). The observers can receive g]isre ation reduces the overall data transmission as well as the
data and display the status of all soldiers accordingly. gareg

The challenge of this application lies in the large amount o(iad on the end-system, which does not have to merge all data

. : S Streams anymore. A dynamically adaptable audio mixing tech-
data that is received by an observer. Considering only a f%leaue called distributed partial mixing (DPM) has been pro-

thousand soldiers who transmit every few seconds gives an av- : ) . )
erage of several hundred data packets per second that ha\l%ot%?d by Radenkovt a].[l?]. DPMis TCP—falrand_ ".idJUStS tq
g number of participants and network conditions. While

be processed and displayed. Thus, such a system s limited i V%K/Iln

scalability if all sources continuously sent multicast messaggtsé (c)rarr\ ZChszzggater;:g:;%iglr%algzh?gviile;gwgstthgar:gwgth
to the group of observers. P, gareg

. . L . usage. Also, the AHM mechanism used here is simpler and il-
It is unlikely that an observer is interested in the exact statP .
. . . uPtrates the aggregation step more clearly.
of every single soldier at all times. Instead, the overall status © Similar to the battlefield application. there are also several
a group might be more relevant. Thus, it can be considered, to bp '

present aggregated status information of a group of soldiers tci?%\ﬁels of aggregation. Depending on the application, it might

observer and thereby reducing the number of data streams 2 fjeswable to listen only to a smaller group of people. Such a

ar . . !

: .. scenario could occur when multiple people in two conference

are sent to a receiver. One way to aggregate geographic status . . ) )

. . . : rooms use audio conferencing. If everyone has their own mi-

information, for example, is to send only the location of a grou  ophone and speaker. one miaht choose 1o receive onlv audio
instead of all individuals. The group could be represented P; P P ’ 9 y

its centroid, the weighted geographic average, or the boundlre/ m the remote conference room and not from other partici-

box. This reduces the amount of detail in the representation, B3 ts in the local room (bepause d'|recF augho communication
it also reduces the amount of data that needs to be transmitfstler(‘fl the conference application audio might interfere).
Similarly, vital statistics can be aggregated. For example, the
predicate “healthy” of each soldier could be aggregated usinga
Boolean “and” function. Repeating this aggregation on different From these two applications, it can be seen that aggregation
levels allows further reduction of data transmission. of data in the network is beneficial. For one, aggregation re-
We can see that the clear hierarchical structure of a militagjices the amount of data that is transmitted, which reduces the
organization lends itself well to an aggregation scheme, wheretwork load. Another effect is that the load on the receiving
the data of a group is aggregated by its parent (i.e., the neefed-system is reduced, because aggregation steps that are nec-
that is “in command”). An illustration of this is shown in Fig. 1.essary to display the data are moved from the end-system into

More details on how to tap this hierarchy at the right level to géie network.

Data Aggregation

the right detail of information is discussed in Section IV. In principle, there are three dimensions in which data aggre-
o _ _ gation can be performed:
B. Application II: Audio Conferencing 1) transmission frequency: reduction in the number of

An audio conferencing application, as illustrated in Fig. 2, packets transmitted,;
is another typical example of a many-to-many communication. 2) number of senders: reduction in the number of data
Each patrticipant in the conference needs to be able to hear all streams;
other participants and therefore needs to receive their audio dat&) amount of data: reduction in the size of data that is trans-
stream. In a traditional scenario without network support, the  mitted.
end-system has to receive all these data streams, mix them toFhese aggregation categories can possibly influence each
gether, and play the result to the user. In a programmable netler. Aggregating a set of senders in to a single data stream
work, where data can be processed inside the network, it is pogpically increases the amount of data that is sent on this stream
sible to merge audio streams together on common nodes. T(asis compared to a single sender). However, the reduction in the
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number of streams leads to an overall reduction of transmitted Y A b
data. to parent to other receivers
There are several issues that have to be addressed in order to
achieve efficient data aggregation. For one, it has to be possible
to aggregate the data that is transmitted. In many cases, aggrega-
tion can be achieved by reducing the fidelity of the information
(e.g., scale change for geographic information) or generating an
overlay of different data streams (e.g., mixing of audio). Status
information can often be aggregated by simple arithmetic and
Boolean functions. However, certain data, e.g., text messages, _ _ _
cannot be scaled or aggregated effectively without losing critl9: 3- Aggregating node. Multiple data streams are received, aggregated, and
. . . sent via multicast to a number of receivers.
cial components of the data. In such a case, the information can

be concatenated and transmitted unchanged, losing the benefits

of reduction in bandwidth and processing requirements. For {Rgown in Fig. 4. Each layer represents a different level of aggre-
1%;(‘)amon. The lowest layer, layer 0, contains the data sources (i.e.,

rema!n|ng_d|scu§5|on, we assume that an effective aggregasorlldiers, telephones) that send unaggregated data. Each node in
algorithm is available. : .
The applications described above can use aggregationlaxer1allggregates muIt|pIeIayerOsources.tolanewstream.T.hls
stteam is sent upwards to layer 2, where it is aggregated with

s_everal dimeqsions. For example, in the battlefield inform%iher layer 1 streams. This continues up to the root node. In
tion system, it might be necessary to have.h|gh frequen Eneral a layet-node aggregates streams from layer1 and
updates for the status of an individual soldier who mov nds it to layef + 1. Users can connect to nodes in any layer

around quickly. The centroid of a group, though, moves A receive data streams with different levels of aggregation. If

slower rate an_d therefore _“e_e‘?'s to b_e updated less frequermxre detail is required, the observer can connect to a child of
Also aggregating several individuals into a group reduces the, o irent node. If less detailed information is required, the ob-

number of senders. In the conferencing application, the numRer. o can move up to the parent of the current node.

of streams is reduced at an aggregation node. However, th& s hierarchy maps each node of layer 1 and higher to a mul-
frequency of transmission and the data size remains the safp&st group (each representing a different set of layer-0 sources
due to the stringent requirements of audio applications. 4 giferent levels of aggregation). In practice, it might not be
qualitative analysis of the benefits of aggregation is preseniglsiple to use such a large number of multicast groups. To re-
in Section V1. duce the number of multicast sources, certain aggregation nodes
can be connected to their parents via unicast and not provide
IV. HIERARCHY OF SOURCEBASED MULTICAST SESSIONS  theijr aggregated data stream of other observers. This however

To make aggregation of data inside the network practical, tweduces the granularity at which an observer can receive data.
key issues need to be addressed. First, it is necessary to providéis important to note that the efficiency of the proposed hier-
different levels of aggregation to different users. Only in a fe@chy is based on the assumption that it follows the underlying
applications it can be argued that all users will need informatié¢twork topology. This is a reasonable assumption as sources
at one level of aggregation. Second, users have to be abldh@t are closely co-located probably share the same networking
dynamically change the level of aggregation that they receivddfrastructure and transmit somewhat related data.

We propose a hierarchy of multicast session to accommodate ,
these requirements. Each node in the hierarchy provides dBtaS€ssion Control
streams with a certain level of aggregation. To allow dynamic On the control plane of aggregated multicast, observers have
adjustment of the level of aggregation, we use control inform#s be able to join and leave the various multicast sessions that
tion from a node that identifies other nodes, which provide datiaey are interested in. For this purpose, there are three functions
streams with higher and lower levels of aggregation. These idehat need to be provided:

are elaborated in Sections IV-A-D. 1) joining”eaving multicast groups;
2) initialization of the tree layout;
3) obtaining control information on parents/children of
Each network node that aggregates data streams needs to pro- nodes.
vide the results to possibly multiple receivers. These receiverd-or joining multicast groups, we assume all nodes and
can either be end-user applications or other nodes that aggreghiservers support standard multicast protocols (e.g., by using
that data further. To avoid the overhead from multiple unicastulticast routers that exchange IGMP [18] messages and route
connections, we assume that a node provides its data streamsimg MOSPF [19]). The initialization of the tree requires
a multicast tree with the root being the node. This is illustrateadl nodes-other than leaves-to know who their children are,
in Fig. 3. so they can subscribe to their multicast streams and further
To obtain a hierarchical structure that can be used to navigaggregate them. This can be achieved by static configuration or
through different levels of aggregation, we arrange nodes in tigg using a naming scheme as described below. A scalable way
form. Thus, each node (other than the root of the tree) ha$oa configuring is to have the children send the parent a control
parent assigned that is always a receiver of the aggregated adaégsage that causes the parent to join the child’s multicast
stream (as illustrated in Fig. 3). The resulting tree structuredsoup.

from children

A. Hierarchy Layout
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layer h

layer i+t

layer i
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Fig. 4. Hierarchy of data aggregation. The parent of each node and possibly multiple observers can connect to the multicast session provideddtynan aggr
node.

Finally, the observer needs to obtain information on the nari@us, the naming scheme can be derived by concatenating the
and multicast identifier of the children and the parent of a nodehain of command for a given node. In the conferencing appli-
This is necessary so that the observer can change to a diffei@tton, the naming scheme could be the nhame of the company
level of aggregation if necessary. For this purpose, the ddtdlowed by the location of the building followed by the number
stream can be aggregated to include the multicast identifiersaffthe conference room from where the call is made.
children and parent of a node. The real-time transport protocolThe hierarchical structure, the distribution of control infor-
(RTP) used in our audio application supports “contributinmation, and the naming scheme enables the observer to navi-
source identifiers,” which can be used for this purpose [2Qjate through different aggregation levels of a large number of
We assume that the multicast identifier for the root node &&nsors and find a suitable level of detail. Next, we discuss the
always known to all observers (or at least easily obtainable) astual algorithm used for aggregation of data inside the network.
the starting point of navigation.

. D. Limitations
C. Naming Issues

For scalability reasons, the control data of a session cannoirhe prop(()jsedf. h|zrarch|cal struc]'Eure assumed da st_al}tr:p tree
contain the namesfidentifiers of all children, grandchildren, eRructure al?l a |>.<fe a55|]9nrrlne?t||0 namzs to nodes. g IS can
This would lead to exponential growth in control informatioff2US€ Problems it any of the following dynamic conditions

and defeat the purpose of aggregation. This poses some dfffeur:
culty if an observer that starts at the root node wants to “zoom 1) Nodes move physically. This can cause the underlying
in” on a particular node. Since the control information at the networking topology to change and cause inefficiencies

root node might only contain information on its children, it is in the aggregation process.
not clear which path to go in order to reach a particular node on2) Nodes move logically in the hierarchy. This causes the
the lower layers. node names to not match the hierarchical naming scheme.

To solve this problem, we add a naming scheme to the hier-3) Tree becomes unbalanced. This does not cause incorrect
archy. Each node is identified by its name and the concatenation operation, but could cause performance degradation due
of names of nodes in the path from the root to the node. This  to large delays.
results in a hierarchical naming scheme that gives a one-to-oné&or the first case, it is necessary to adjust the logical hierarchy
mapping from a name to a node and its multicast group. The cdao-match with the underlying network topology. This change is
ceptis similar to that used in the domain name service [21] in tBguivalent to moving nodes within the hierarchy. Such a move
Internet or that of class names in object oriented programmirgguires that the names are adjusted accordingly and the aggre-
languages, like Java [22]. Thus, the full name of leabntains gating parent nodes are reconfigured to reflect the change. The
the list of higher layer nodes that leadit@i.e., the path from the final case can also be solved by moving nodes to balance the
root toz), which allows the observer to easily navigate througinee.
the tree. For convenience and to abbreviate long names, certaifihe control issues of these hierarchy adjustments are not
intermediary nodes can be aliased with unigue names. discussed in detail here. We are mainly focusing on changing

For our two example applications, such naming schemes aaser interest on a fixed hierarchy (i.e., more or less granularity
easily be derived. For the battlefield applications, it is intuitivef aggregation) and the performance issues of the aggregation
that the hierarchical structure follows actual command chairmocess.
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V. AGGREGATIONALGORITHM

The aggregation of data is the functionality that has to t
provided inside the network. Here we discuss how packets ¢
be efficiently aggregated while providing bounds on delay ar
jitter in case of packet losses. The focus is more on the isst
of packet buffering and timeouts than the actual aggregation
the packet payload.

We assume all sources periodically transmit data in form 1o:
discrete datagrams. These datagrams are transmitted unreliz 11:
as it is common for UDP in IP networks. Since it cannot be a 12:
sumed that the sources can be synchronized, the basic aggr !>
tion has to buffer packets until data from all sources is availab :‘;
Additionally, it is necessary to manage timer to ensure that Ic ;¢
packets do not cause excessive delay and jitter in the data stre 17.

Consider a router that has to mergéata streams;; ...sg, 1%
to a new, aggregated data stregmAssume we are given an ag- '*:
gregation functiorn#’ that generates a packet, from packets 212
Psyy. - Psy (ps. = F(psys--- 7p5k))' If a packetp;, has not .
been received during a period and the timeout is triggered af 23:
timeout, the merging functionF” can use either an older data 2+
packet of streans; or use the neutral elemef- as a place- >
holder. Let us also assume for now that all sources send pacl 26:
of the same size (same amount of information or samples) ¢ i;
with the same frequency. The resulting procedure for bufferir .
and merging packets is shown in detail in Fig. 5. There are fa 3.
parts to the algorithm. 31

1) Part | (lines 7—12): A packet arrives and is stored in thizif
buffer. This requires that the buffer slot for that stream i
not yet used. 35:
Part Il (lines 13-26): A packet arrives and its buffer slo 36:
is already takenThis happens, when the algorithm wa: 3"
waiting for packets from other streams that were lo: ;2
or delayed. With the arrival of a second packet from
stream, we know that it is time to send the aggregateast:
packet. Thus, empty buffer slots are filled with “null 42
packets” and the data is aggregated and sent. a3
Part Il (lines 27-34): All buffer slots are filledn this .
case, one packet from each flow is available and we c 4.
aggregate the data and send out the result.
4) Part IV (lines 36—46): A timeout occurreth this case, Fig
missing packets are replaced by “null packets” and the
aggregated result is sent.

A I A A s

2)

3)

363

: initialization:

clear b

: beount + 0

set timer to oo

: receive packet p,; from stream s;
: if b[i] is empty then

b[i] + ps; {store packet in buffer}
beount « bcount + 1 {increase buffer counter}
if bcount = 1 then
set timer to tiimeout {set timer if this is the
end if first packet in the buffer}

else
{there is already a packet from source s;}
for j=1to k do
if b[j] is empty then
b[j] + OF {fill empty buffer slots with neutral elements}
end if
end for
ps, « F(b) {merge packets}
send ps,
clear b
bi]  ps; {store packet that was just received in buffer}
beount + 1 {adjust buffer counter}
set timer to tiimeout {Set timer (since this is the
end if first packet in the buffer)}

if bcount = n then
{there is one packet from each source in the buffer}
Ps, + F(b) {merge packets}
send ps,
clear b
beount < 0 {adjust buffer counter}
set timer to oo
end if

on timer = 0 do: {timeout occurred}
for j =1ton do
if b[j] is empty then
b[j] « OF {fill empty buffer slots with neutral elements}
end if
end for
Ds, + F(b) {merge packets}
send p,,

44: clear b

beount + 0 {adjust buffer counter}
set timer to 0o

. 5. Packet merging algorithm.

VI. EVALUATION

The packets are stored in the buffer artgythat hasn.slots. To show the effectiveness of aggregated hierarchical mul-
The-varlableb.count. keeps track of the nL.meer Of_Va“d bufferticast, we first look at the reduction of link bandwidth that
entries. The timer is set tim.ou: €very time the first packet js achieved over a centralized solution. Second, we analyze
is put into the empty buffer. This way, no packet is ever storgfle complexity and correctness of the aggregation algorithm
longer thanitimeout- The timer is cleared (set t&) when the and show its effects on delay and jitter. Third, we show
buffer is cleared. measurements from a prototype implementation of the audio

This algorithm can also be extended to reduce the frequeregnferencing application that confirm the trends derived in the
of transmissions on the aggregated data stream. By bufferimgglysis.

f packets from each stream, the frequency of the aggregated

stream is reduced tb/ f the frequency of the sources. The efA. Bandwidth and Computation

fects on delay and jitter of periodic transmissions are discussedio analyze the benefits of aggregation in the network, we
in Section VI-B. compare aggregated hierarchical multicast with traditional
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Fig. 6. Traffic reduction in aggregated hierarchical multicast over many-to-
one communication.

Fig. 7. Computational overhead for aggregated hierarchical multicast over
many-to-one communication.

many-to-one communication, where the receiver aggregates all ) ) )
data. For this analysis we assume that the aggregation redue@aket from each child, which adds up to the number of internal
the number of data streams on each node. The packet size %@ nodes times the degree of the nodes

bandwidth for all streams is assumed to be equal. Assume
a balanced tree of heigtit with nodes of degreé. Say the
receiver is the root of the tree and it wants to observe all leave
of a subtree with height. Also assume the tree maps to the
network topology such that there is one link between nodes.
In aggregated hierarchical multicast, each leaf of the subt
sends one message to its parent, which is further aggreg
until it reaches the root of the subtree. The total amount of baria
width (in terms of messages times links used) in AHM is

h
bamn = » K.
=1

k

(k—-1)
SI'his results in the processing overhead illustrated in Fig. 7,
which shows the factor of additional aggregation steps for AHM
,%’éHM/pMTO)- Since the complexity of the aggregation de-

ds on the number of streams that need to be aggregated, the
tal number of stream aggregations are counted. It shows that
or small node degregs = 2) potentially twice as many ag-
gregation computations are necessary. Higher degree trees have
less of a computational overhead. Considering that higher de-
gree trees also require fewer transmissions, they are a more fa-
vorable choice for aggregated hierarchical multicast.

pamn = (k" = 1)

In traditional many-to-one communication, all leaves have to This evaluation shows that there is a tradeoff between
send a message to the root. Thus, the amount of bandwidth uggfdwidth and computational overhead. AHM significantly

IS

buro = k" - h.

reduces the number of messages sent on links, but it increases
the amount of computation required up to a factor of two.
In general, higher degrees of nodes lead to more favorable

When a user wants to observe a subtree of a certain height@ifigurations.
AHM all messages are aggregated up to the root of the subtree.

The result is then sent to the user. In the traditional approa

& Aggregation Algorithm

messages from the leaves are send individually to the receiver-or the aggregation algorithm presented above, we evaluate
Fig. 6 shows a comparison in terms the fraction of traffic that l&oth the computational complexity as well as its correctness.
necessary in AHM compared to traditional many-to-one com-1) Computational ComplexityTwo parts of the aggregation
munication. The graph shows results for different subtree sizalgorithm contribute to its computational complexity. One is the

lin atree of height = 8. Even for small subtred$ > 2) (i.e.,

per packet processing and the other is the aggregation of the

few nodes that get aggregated), the total traffic is 60—-80% fstored packets. As for the per packet processing, the complexity

AHM

than for the traditional approach.

is constanfO(1)]. The packet merging i©(k), since it uses all

However, aggregation in the network has its price. Each dattwred packets. If we do an amortized analysis, though, we can
stream is aggregated possibly multiple times on the way to &dd credit for each of the received packets, which is used for
destination. In one-to-many communication, each messageaheO(k) computation. This results in a constaéntl ) amortized
aggregated only once at the receiver. In a centralized systa@mmplexity. Note, that if we have to merge any set of packets
the total number of aggregation computations is

;
pyuro = k"

with 0 (due to packet loss or reordering), the amortized anal-
ysis does not hold, because no credit was added for null packets.
In addition to the complexity of the aggregation, one must con-

because one packet from each leaf is processed once atsider the complexity of the aggregation functiéh It can be
root (assuming each packet triggers an aggregation compugapected that for most practical applicatiohsiequires signif-
tion-even just one). For AHM, each node processes exactly dnantly more processing than the buffering of the packets.
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Fig. 8. Aggregation algorithm with no packet loss. Fig. 9. Aggregation algorithm with packet loss af\d < fiimeou-

2) Correctness:To show correctness of the aggregation al source A : ;2 X ;
gorithm, we show for different cases that it operates as desir
and discuss the effects of jitter. The consideration of jitter is in X = >
; H ; source B L L
sofar important that it affects the proper operation of the algc
rithm. The analysis shows, though, that jitter is not increased t
the aggregation step and thus, limited to the amount of jitter th buffer — A, B,
is introduced by the data source. FAO)  FAB) FO.B)  F(AB)
Letp’. be thej*" packet sent by source. This packet is re-  aggregate
ceived by the router at timg. The interarrival time of packets ¢ dmeout tmeout
from one source bé\t. To account for jitter, we define the —
random variableJ that is bound my the maximum jitter, .«
(Pl=jmax < J < jmax] = 1). We also assume that,., <
1/2 - At to avoid reordering of packets and that the average

jitter is zero( E[.J] = 0). Thus, the expression for packet arrivaPackets are matched by the aggregation algorithm and patterns,
times is like A— B — A— A — B do not occur.

When three packets from one stream are received in a row
without any packets from the other stream (e B — B —
B — A), the middleB packet has to be merged witly, since no
. ) i . packet from the other stream is available. But this only occurs
The time for the first packety, can be set arbitrarily. far significant jitter, because three packets have to be received

As for correctness, the objective of the algorithm is to merge :
N a shorter time that two packets from another stream can be
one packet from each source and send out the aggregated result.
aced apart. Thus, we have to have

In the case where there is no packet loss, no jitter, and packsé%s
from all streams have the same interarrival time, it is easy to 2 (At = frax) > A+ 2 finax
see that within a time of¢ the buffer is filled with one packet
from each stream (Part 1). When the buffer is full, the packetghich gives us an upper bound f@,... Of jima. < 1/4 - At.
are aggregated and sent out (Part IIl). If we allow packet loss, b) PacketLoss and Larg@cout: With the possibility of
the algorithm needs to detect the loss and replace the missiagkets getting lost, the setting for the timeout valygeous
packet withOr before merging. With jitter, the algorithm alsobecomes important. As with any timer, the goal is to set the
has to make sure that a delayed packet is not wrongly assumetirt@out no larger than it is necessary to detect packet loss. But
be lost. Therefore we give an upper bound on the allowable jitieshould not be so small that a timeout occurs when packets are
for which the algorithm still performs correctly. The followingjust delayed due to jitter. The first observation from this is that
four scenarios discuss variations of packet loss for two streamsximum time between packets that should be merged together
derive an upper bound for the jitter, and extend the resultsitoAt + 2 - Jpnax. ThUS,tiimeout < AT + 2« Jmax.
three or more streams. If the timeout is set tGmeout = At + 2 - Jmax, it @almost

a) No Packet Loss:As shown in Fig. 8, the first packet never times out on packet loss. As shown in Fig. 9, if a packet
received from streaml is buffered. As a packet arrives fromgets lost, sayB;, most likely the next packet of A4 in this
streamB, both are merged and one aggregated packet is serkample) arrives before the timer expires and replateslt
out. Due to jitter, the arrival order of packets can change (e.gan also happen that packets are merged out of order. In Fig. 9,
from A — B for the first packets td@ — A for the third packets this happens fo33 and A4. For some applications, this is an
in Fig. 8). This does not affect the output of the algorithm, sinaendesired effect and can be avoided by redu¢ing.ous-
output is only generated when packets from both streams are c¢) Packet Loss and Small;,....:: The packet loss sce-
available. Even if the order of packets changes constantly (ertgrio for a smaller timeout is shown in Fig. 10. Here, a timeout
A-B-B—-A-A-B- B - -..), the algorithm will occurs beforel, arrives, which cause$; to be merged with
still work correctly. This assumes, though, that temporally clogad sent. This is the same behavior as in Fig. 9, except that the

P

Fig. 10. Aggregation algorithm with packet loss ahd > (i meout -

th=i- Ath+J.
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TABLE |
WORST-CASE, AVERAGE, AND BEST-CASE DELAY FOR AGGREGATIONALGORITHM

Worst case average best case

no. packet loss [[ min(At + 2 - jmaz, ttimeout) | min((1 — £) - At, ttimeout) | O
packet loss min(At + 2 - jmas, ttimeout) | MIn(AL, ttimeout) min(At — 2 - jmaz, ttimeout)

packet is delayed less, because the timeout happens b&fore Since it is important to keep a bound on jitter for the cor-
arrives. Also, it maintains the order of merged packets for thisctness of the algorithm, we now look at the jitter that occurs
example. the loss ofl; causes a timeout anfél; to be merged on the output. (Note, that we cannot just subtract the best case
with O, not with A4 as it happened abové., and B, are then delay from the worst case delay to obtain jitter, since these cases
properly merged together. assume different offsets between streams.) If no packet loss oc-
If the timeout becomes too small (€.8imeour < 1/2- At),  curs, the jitter of the output remaifisj,... This can be easily
the algorithm might not function properly, since it times out 0Bhown by the following argument. Assume there was no jitter
almost every packet, merges it withy, and effectively sends 3ng streamy sends the packet that fills the buffer and trig-
twice as many packets. The ideal combination of timeout agd s the aggregation. Taking jitter into consideration, the aggre-
jitter is where packets from different streams are close e”°“§5‘tion cannot be delayed by more thap,., since no packet

together that they can be merged together without packets fragy, 4rrive later that,.... after the expected time for the packet
the same stream replacing each other. The maximum time %

les f dife N . m X. Also, the buffer cannot fill earlier thap,,.. before
tween two samples from different stream$j2 - At + 2 frax. the expected time for the packet frafh. Thus, the total jitter

Zf;e_n;@@um E}Tjsb?ﬁg eaelnc;?li\;ﬁns*navr\]/ge:(essgs?; same strean?slsi Jmax- If we allow packet losses, a similar argument can be
Jmaz- ' 9 made. The aggregation cannot happen any earlierjthanbe-
L At 42 Jmax < At — 2+ jrax. fore the expected time for the packet frakh If a loss occurs,
2 the aggregation might be delayed®y,..out, Which is typically
This leaves an upper bound §az Of jmas < 1/8-At.The (1 _ 1/k). At + 2 j.x. This introduces significant jitter, but
timeout setting for this case shouldhg,cont = 1/2- At +2- packet loss should only occur infrequently.
Jmax- f) Other Issues:Finally, we look at a few issues that have
d) Three or More StreamsSo far we have looked only at heen neglected so far. In the above analysis, we assumed each
the case of two streams that are merged. For a larger nUmMB&Ey ot contains the same amount of information. This might not

of streams, the above analysis changes slightly. For the l0sslgss, o 5istic assumption. If packets contain different amounts of

Zase, thet;/]\(orst tctase plattern bl_eco;nestB - B- ﬁl -C _th information, we need to buffer them in a way that we can receive
— -+ (this pattem also applies for streams with more lveral, possibly small data packets from one stream before we
three sources). the minimum distance between the rand

hosecn (31 3.1 e Masmomiancabemea % SSeB. Fr i e por a1 s con
the two AS iSA? + 2 - jumax. Thus, the jitter is limited by ' ISP g

buffer (part | of the algorithm). If the buffer is filled, we treat it
2+ (At =2 jmax) > At + 2+ jmax. like part Il of the algorithm. For part I, we change to condition
This gives a limit ofj.. < 1/6-At for the jitter. The analysis When to start a_lggregating. We require that the average amount
for the timeout in the packet loss case also changes slighf@yPacket data s available from each stream. Requiring less than
The maximum time between a set of samples froutifferent  that, can lead to a fragmentation effect and the generatian of
streams i§1 —1/k) - At +2- jnaz. The minimum between two packets peAT'.
samples from the same stream remalis- 2 - j.... Thus, the ~ Another issue is maintaining the order of packets when aggre-

bound forj,,.. is given by gating. For some applications it is undesirable to merge packets
1 with different “timestamps” (as shown for packetg and Bs
(1 - E) “At+ 2 fmax < AL =2 jmax. in Fig. 9). For this purpose, we can also use the ring buffers de-

hi | . At with th . ¢ scribed above. If a packet loss or reordering is detected, we just
This SOIVes 10jmax < 1/4k - At with the same timeout 0 fill the buffer with 0 up to where data is available again. When

ftimeour = (1—1/k) Al+2-jmax. This resultindicates that the merging, we merge with thesg-s instead of the newer data.
tolerance for jitter decreases as the number of streams increases.

e) Delay and Jitter PropagationThe worst-case, av-
erage, and best-case delay introduced by the aggregation
algorithm is shown in Table I. the delay from processingfof 1O evaluate the performance of the described algorithm in a
is not considered here, since it can be assumed to be constaat application, we have implemented a prototype of the audio
and just added to the expressions in Table I. With a timeot@nferencing application described above. The prototype aggre-
Setting oftiimeont = (1 — 1/k) - At + 2 jmax, as recommended gates PCMu-law encoded data streams and RTP/RTCP [20] as
above, the worst case is always bound by the timeout. Algbg protocol that communicates control information (e.g., source
the average and best-case are bound by the timeout in cas@leintifier). Our implementation is limited only insofar that it
packet loss. This shows that the delay per aggregation stagesss unicast connections between nodes and does not imple-
roughly limited toAt for small jitter. ment all control features. All measurements were performed on

Measurements
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Fig. 12. Median processing delay for varying packet sizes and node degrees.

1.00%

a heterogeneous set of machines with Pentium processors
NetBSD and Linux operating systems using and environme =
similar to the active network node [23].

nterpacket time
o
2

1) Processing Delay:The processing delay is the time be: G10ms
tween the arrival of the packet that triggers aggregation and 13 ggg ms
transmission of the aggregated packet. It varies dependingon .wom:,s

size of the packet, the aggregation complexity, and the numt § oo ||
of packets in the buffer. Fig. 11 shows the processing times 1-§
1000 aggregations for degreeskof= 1...5 and a packet size £
of 400 bytes. The processing delay is relatively uniform over tt
number of packets. Higher degree aggregations require sligr  000%
more processing. hierarchy level
To show the effects of varying node degree and packet size,
Fig. 12 shows the median delay for packets of sizes 80, 240, 45'9; 15. Jitter for_ various transmission frequencies and aggregation layers
. . pressed as fraction df¢.
and 800 byte. The degree of the node varies again from 1-5. The
increase in processing time is proportional to the packet size,
as should be expected. Over the range of data, there is also an
increase in processing time due to higher node degrees, but &gl 12 show, the delay on a single node depends on the ag-
not quite as significant. gregation degree as well as the packet size. This delay of a
For audio conferencing, a bounded one-way delay of packé&sy milliseconds is small compared to the propagation delay
is very important to achieve good user satisfaction. As Figs. bh transcontinental links. Therefore it can be assumed that the
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1.00%

We believe aggregated hierarchical multicast is an important
step in this direction as it demonstrates the power of a pro-
grammable network infrastructure and makes the operation of
large-scale sensor networks feasible.
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