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Time Series Clustering Via RPCL Network Ensemble
With Different Representations
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Abstract—Time series clustering provides underpinning tech-
niques for discovering the intrinsic structure and condens-
ing/summarizing information conveyed in time series, which is
demanded in various fields ranging from bioinformatics to video
content understanding. In this paper, we present an unsupervised
ensemble learning approach to time series clustering by combining
rival-penalized competitive learning (RPCL) networks with differ-
ent representations of time series. In our approach, the RPCL
network ensemble is employed for clustering analyses based on
different representations of time series whenever available, and an
optimal selection function is applied to find out a final consensus
partition from multiple partition candidates yielded by applying
various consensus functions for the combination of competitive
learning results. As a result, our approach first exploits its capa-
bility of the RPCL rule in clustering analysis of automatic model
selection on individual representations and subsequently applies
ensemble learning for the synergy of reconciling diverse partitions
resulted from the use of different representations and augment-
ing RPCL networks in automatic model selection and overcom-
ing its inherent limitation. Our approach has been evaluated on
16 benchmark time series data mining tasks with comparison to
state-of-the-art time series clustering techniques. Simulation re-
sults demonstrate that our approach yields favorite results in clus-
tering analysis of automatic model selection.

Index Terms—Automatic model selection, different represen-
tations, rival-penalized competitive learning (RPCL), time series
clustering, unsupervised ensemble learning.

I. INTRODUCTION

T IME series data are ubiquitous in the real world, and there
are many application areas ranging from biological infor-

mation processing to temporal data mining. In general, essential
temporal series processing techniques are categorized as model-
ing, clustering, classification, and prediction. Unlike static data,
there is a high amount of dependency among time series and
the proper treatment of data dependency or correlation becomes
critical in time series processing.

Time series clustering analysis provides an effective way to
discover the intrinsic structure and to condense/summarize in-
formation conveyed in temporal data by exploring dynamic be-
haviors hidden underlying time series in an unsupervised learn-
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ing paradigm. The ultimate objective of time series clustering
analysis is to partition a set of unlabeled time series into groups
or clusters where all the sequences grouped in the same clus-
ter should be coherent or homogeneous. There are two core
problems in clustering analysis; i.e., model selection and proper
grouping. The former is seeking a way that estimates the in-
trinsic number of clusters underlying a temporal dataset, while
the latter demands a proper grouping rule to gather coherent
sequences together to form a cluster. From the perspective of
machine learning, clustering analysis is an extremely difficult
unsupervised learning task since it is inherently an ill-posed
problem and its solution often violates some common assump-
tions [1]. In particular, recent empirical studies in time series
data mining reveal that most of the existing clustering algorithms
do not work well due to their complexity of underlying structure
and data dependency [2], which poses a real challenge in cluster-
ing time series of a high dimensionality, complicated temporal
correlation, and a substantial amount of noise. In the context of
the treatment of data dependency, existing time series cluster-
ing algorithms can be categorized as temporal-proximity-based,
model-based, and representation-based clustering methodolo-
gies summarized in Table I. Note that our taxonomy in Table I
mainly serves for facilitating our presentation on time series
clustering addressed in this paper and might not exhaustively
cover all types of temporal data clustering algorithms by any
means.

Temporal-proximity and model-based clustering algorithms
directly working on time series where temporal correlation is
dealt with directly during clustering analysis by means of tempo-
ral similarity measures [2]–[5], e.g., dynamic time warping, or
dynamic models [6]–[10], e.g., hidden Markov model (HMM).
In contrast, a representation-based algorithm converts time se-
ries into lower dimensionality of feature space, where any static-
data-clustering algorithm is applicable to time series clustering,
which is especially efficient in computation. Various represen-
tations have been proposed for time series [5], [11]–[19]. Nev-
ertheless, one representation tends to encode only those fea-
tures well presented in its representation space, which inevitably
causes the loss of other useful information conveyed in the orig-
inal time series. Due to the high complexity and varieties of
time series, there is no universal representation that perfectly
characterizes different types of time series [5]. Therefore, a rep-
resentation is merely applicable to a class of time series where
their salient features can be fully captured in the representa-
tion space but such information is hardly available without prior
knowledge and a careful analysis. To tackle the information loss
problem, a multiscale representation based on wavelet analysis
was proposed [20] so that a clustering algorithm like K-Mean
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TABLE I
TAXONOMY ON TIME SERIES CLUSTERING ALGORITHMS

can work on different scales in a sequential way in order to cap-
ture useful information. In general, the aforementioned model
selection problem is still unavoidable for any representation-
based algorithms.

In this paper, we propose a novel yet practical approach to
time series clustering via an ensemble of rival-penalized com-
petitive learning (RPCL) networks [21] with different repre-
sentations, which addresses both grouping and model selection
problems in clustering analysis as a whole. Unlike the previous
method [20], our approach is motivated by our previous success
in the use of different representations to construct an ensem-
ble model for dealing with difficult supervised [22]–[24] and
semisupervised learning tasks [25], where the use of different
representations better exploits the information conveyed in the
raw data and therefore leads to the better performance. For each
individual representation, we first employ an RPCL network for
clustering analysis of automatic model selection, and the nature
of an RPCL network often leads to quick clustering analysis.
Recent researches in clustering ensembles [26], [27] provide
feasible techniques to enable us to construct an ensemble of
RPCL networks trained on different representations for robust
clustering analysis. By modifying the clustering ensemble tech-
nique [26], our RPCL network ensemble copes with the diversity
of groupings generated by RPCL networks on different repre-
sentations by reconciling them in an optimal way. As a result,
our RPCL network ensemble considerably reduces ambiguities
resulting from the use of different initialization, learning rates,
and termination conditions in an individual RPCL network, and
further augments their automatic model selection capability on
different representations. In order to demonstrate its usefulness,
we have applied our approach to 16 time series data mining
benchmarks where the ground truth is available for performance
evaluation. Simulation results suggest that our approach yields
the favorite performance. In particular, our study reveals that the
use of clustering ensemble techniques overcomes the weakness
of representation-based clustering and improves the automatic
model selection performance of individual RPCL.

The rest of this paper is organized as follows. Section II ad-
dresses time series representation issues. Section III presents
our approach and overviews component techniques including

a variant of the RPCL network and clustering ensemble tech-
niques used in our simulations. Section IV reports simulation
results in the time series data mining benchmarks. Section V
discusses issues related to our approach, and the last section
draws a conclusion.

II. TIME SERIES REPRESENTATION

In general, time series representations are divided into two
categories: piecewise verses holistic representations. A piece-
wise representation is generated by partitioning time series into
segments at critical points based on a criterion, and then each
segment will be modeled with a concise representation. As a
result, all segment representations are lumped up together to
constitute a piecewise representation collectively, e.g., adap-
tive piecewise constant approximation [11] and curvature-based
principal component analysis segments [12]. In contrast, a holis-
tic representation is derived by modeling time series via a set
of basis functions and therefore coefficients of basis functions
forms a holistic representation that can reconstruct time series
approximately. Typical holistic representations include polyno-
mial/spline curve fitting [11], [12], discrete Fourier transforms
(DFT) [13], discrete wavelet transforms [14], [15], [28], [29],
and so on.

Here, we review two piecewise representations, piecewise
local statistics (PLS) and piecewise discrete wavelet transform
(PDWT), and two holistic representations, polynomial curve
fitting (PCF), and DFT, which will be used in our simulations
described in Section IV.

A. PLS Representation

Motivated by the short-term analysis in speech signal pro-
cessing and discovery of time series motifs [30], we adopt a
window-based statistic analysis for time series. As a prepro-
cessing, we use a window of the fixed size to block time series
into a set of segments.

For each segment, we use both the first- and second-order
statistics to be features for characterizing this segment. For the
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nth segment, its local statistics μn and σn are estimated by

μn =
1

|W |

n |W |∑
t=1+(n−1)|W |

x(t)

σn =

√√√√√ 1
|W |

n |W |∑
t=1+(n−1)|W |

[x(t) − μn ]2 (1)

where |W | is the size of the window. The PLS representation
would be viewed as an extension of the representation proposed
in [18] where the first-order statistics only is used.

B. PDWT Representation

Discrete wavelet transform turns out to be an effective multi-
scale analysis tool. Like the preprocessing in the PLS represen-
tation, time series {x(t)}T

t=1 is blocked into a set of segments
with a window of size |W |. We apply the DWT to each segment
for a multiscale analysis in order to capture local details in a
more accurate way, e.g., abrupt changes, that often fail to be
characterized accurately by local statistics in our PLS represen-
tation described earlier.

The DWT decomposes time series via the successive use
of low-pass and high-pass filtering at appropriate levels. At
level j, |W |2−j coefficients of high-pass filters Ψj

H encode
the detailed information, while those of low-pass filters Ψj

L

characterize coarse information. For the nth segment with a
multiscale analysis of J levels, the application of the DWT leads
to a piecewise representation with all coefficients collectively.

{x(t)}n |W |
t=(n−1)|W | ⇒

{
ΨJ

L , {Ψj
H }J

j=1

}
. (2)

For the piecewise representation in (2), however, its dimen-
sionality is the same as the length of each segment, i.e., the
window size. Therefore, a dimensionality reduction technique
must be applied to generate a parsimonious representation. The
Sammon mapping technique [31] nonlinearly maps a high-
dimensional point to a low-dimensional space by minimizing
an error function E.

E =
1∑M −1

i=1
∑M

j=i+1 d̂ij

M −1∑
i=1

M∑
j=i+1

(d̂ij − dij )2

d̂ij

(3)

where M is the number of data in a given dataset, and dij and d̂ij

are the distance between two points in a high-dimensional space
and in the low-dimensional space after projection, respectively.
Since the Sammon mapping technique has a capability of gen-
erating arbitrary nonlinear mappings, we always map wavelet
coefficients achieved in (2) to a prespecified low-dimensional
space to form our PDWT representation. It should be mentioned
that the Sammon mapping technique was previously applied to
the DWT to produce a holistic representation of time series [17].
Unlike their work [17], here we apply such a technique to gen-
erate a piecewise representation of time series.

C. PCF Representation

In [10], time series is modeled by fitting it to a parametric
polynomial function

x(t) = αM tM + αM −1t
M −1 + · · · + α1t + α0 . (4)

Here, αm (m = 0, 1, . . . , M) is the polynomial coefficient of
the mth-order. The fitting is carried out by minimizing a least
square error function by considering all temporal points of time
series and the polynomial model of a given order with respect to
αm (m = 0, 1, . . . ,M). All M + 1 coefficients obtained via the
optimization constitute a PCF representation, a temporal point
location-dependent global representation of time series.

D. DFT Representation

Discrete Fourier transforms have been applied to derive a
global representation of time series in frequency domain [13].
The DFT of time series {x(t)}T

t=1 yields a set of Fourier
coefficients for k = 0, 1, . . . , T − 1.

ak =
1
T

T∑
t=1

x(t) exp
(
−j2πkt

T

)
. (5)

In order to form a robust representation in presence of noise,
only few top k(k � T ) coefficients, i.e., real and imaginary
parts, corresponding to low frequencies collectively form a
Fourier descriptor, a temporal point location-independent global
representation of time series.

III. RPCL NETWORK ENSEMBLE ON DIFFERENT

REPRESENTATIONS

In this section, we present our RPCL ensemble clustering
model on different representations for time series clustering and
review the underpinning techniques used in our simulations,
including the rival penalization controlled competitive learning
(RPCCL) network [32], an improved version of RPCL network
[21], and a clustering ensemble method [26] with an additional
consensus function proposed for overcoming the limitation of a
RPCL network in automatic model selection.

A. Model Description

As pointed out in Section I, there is no universal representa-
tion that perfectly characterizes different types of time series.
In general, a holistic representation is often good at characteriz-
ing global features by smoothing out those local or fine details,
while a piecewise representation characterizes the local features
very well but may fail to highlight the global-level characteris-
tics. Furthermore, different representations in the same category
(either holistic or piecewise) could also emphasize different as-
pects. Thus, the nature of holistic and piecewise representations
suggests that RPCL networks trained on different representa-
tions would result in the diversity of clustering. With such di-
versity, it is likely to reach the synergy to capture the intrinsic
structure of a time series dataset. Inspired by our previous work
in supervised and semisupervised ensemble learning [22]–[25],



YANG AND CHEN: TIME SERIES CLUSTERING VIA RPCL NETWORK ENSEMBLE WITH DIFFERENT REPRESENTATIONS 193

Fig. 1. RPCL network ensemble on different representations.

we come up with a model by the use of different representations
for time series clustering.

Fig. 1 illustrates the architecture of our RPCL ensemble
model on different representations where our model consists
of three modules, i.e., representation extraction, RPCL com-
petitive learning, and clustering ensemble. In the representation
extraction module, various representations of the complemen-
tary nature are demanded, as exemplified by four methods de-
scribed in Section II. Thus, time series are transformed into
different representations to be the input of RPCL networks. In
the competitive learning module, an RPCL network on an in-
dividual representation would be trained with its learning rules
for clustering analysis. Since the performance of an RPCL net-
work is often sensitive to initialization, learning rates, and ter-
mination conditions, we perform RPCL clustering analysis for
the same representations under different conditions for several
times, which yields multiple yet different partitions in the same
representation space. Furthermore, RPCL networks on different
representations leads to a collection of multiple partitions in dif-
ferent representation space. In the clustering ensemble module,
a reconciliation mechanism regardless of representations is em-
ployed to make a consensus on diversified partitions produced by
RPCL networks. In addition, our empirical studies in time series
clustering also indicate that its performance is sensitive to the
learning rate, initialization, and termination conditions [33]. To
our knowledge, there is no systematic way to choose the afore-
mentioned parameters. Thus, our model cannot solely rely on
RPCL networks for robust clustering analysis, and hence other
advanced techniques need to be sought to ensure the robustness,
which further justifies the necessity of using clustering ensem-
ble techniques in our model. In this paper, we extend the cluster
ensemble technique [26], which presents a knowledge reuse
framework for combining multiple partitions without access to

representations used to yield different partitions, for integrating
multiple partitions.

B. RPCCL Network

Like the original RPCL network [21], an RPCCL network
consists of K binary units arranged in a layer. We use ui and
wi to denote the output of unit i and its weight. All weights are
initialized randomly at the beginning of learning. For a dataset
of N objects,{xn}N

n=1 , generating from K∗ unknown intrinsic
groups, the RPCCL algorithm [32] tends to find out a set of
proper weights adaptively so that

ui(xn ) =

{
1, if i = arg min

1≤j≤M̄
‖xn − wj‖2

0, otherwise.
(6)

Here, ‖ • ‖ is the Euclidean norm.
In order to obtain (6), the RPCCL algorithm [32] adopts

the same scheme of the original RPCL algorithm [21], which
consists of the following two steps:

1) Randomly choose an object xn from the dataset {xn}N
n=1

and for i = 1, 2, . . . K, set the output of units by

ui(xn )

=

⎧⎪⎨
⎪⎩

1, if i = c, c = arg min
1≤j≤M

ρj‖xn − wj‖2

−1, if i = r, r = arg min
1≤j≤M,j �=c

ρj‖xn − wj‖2

0, otherwise

(7)

where ρj = Nj/
∑M

i=1 Ni and Nj is the total number of
the winning occurrences of unit j so far.

2) Update the weights of units by

Δwi =

⎧⎨
⎩

ηc(xn − wi), if ui(xn ) = 1
−ηr (xn )(xn − wi), if ui(xn ) = −1
0, otherwise

(8)

and increment Nj only if uj (xn ) = 1; i.e., only if unit j
is the winner.

In step 2, ηc , and ηr (xn ) are the learning and the delearning
rates. The learning rate needs to be set prior to competitive
learning like the original RPCL network [21]. Unlike the original
RPCL network [21], where the delearning rate needs to be set
prior to competitive learning as well, a data-driven delearning
rate is automatically generated by an additional RPCCL rule [32]
as follows:

ηr (xn ) = −ηc
min{‖wr − wc‖2 , ‖xn − wc‖2}

‖wr − wc‖2 . (9)

For competitive learning, the algorithm repeats steps 1 and 2
until a preset termination condition is reached.

C. Clustering Ensemble Technique

The basic idea underlying clustering ensemble techniques is
combining multiple partitions of a dataset by a reconciliation
mechanism to yield a final partition that is more likely to reflect
the intrinsic structure of the dataset.
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A clustering ensemble method named cluster ensemble [26]
has been recently proposed for combining multiple partitions
of data. In [26], three consensus functions have been proposed
as independent reconciliation mechanisms from different per-
spectives. An objective function based on mutual information is
further defined to evaluate the performance of candidate consen-
sus partitions yielded by different consensus functions to reduce
biases and find out a final consensus in an optimal way. How-
ever, all three consensus functions suffer from a weakness, i.e.,
the number of clusters in a consensus partition is determined
manually in advance or simply set to be the maximal num-
ber of clusters appearing in multiple partitions to be combined
for model selection. As pointed out previously, the RPCL net-
work is subject to the limitation in automatic model selection,
i.e., multiple partitions resulting from RPCL networks in the
competitive learning module may not have the same number of
clusters. Thus, a reconciliation mechanism that can determine
the number of clusters is required to augment the capability
of RPCL networks in term of model selection. Motivated by
the evidence accumulation idea [27], we introduce an alterna-
tive consensus function that can automatically determine the
number of clusters in a consensus partition. Thus, the mutual-
information-based objective function will be applied to three
consensus functions in [26] and ours to find out a final consen-
sus partition, as illustrated in Fig. 1. Here, we briefly review the
cluster ensemble algorithm [26] and present our consensus func-
tion in the context of the RPCL network ensemble on different
representations.

1) Consensus Functions: In the Cluster Ensemble [26], mul-
tiple partitions generated by RPCL networks are first mapped
onto a hypergraph where its hyperedges are allowed to connect
any set of vertices. In the hypergraph, one vertex corresponds
to one time series and one cluster forms a hyperedge linked
to all time series in the cluster. For partition q, a binary mem-
bership indicator matrix Hq where a row corresponds to one
time series and a column refers to a binary encoding vector
of one cluster in partition q. As a result, concatenating all Hq

of multiple partitions leads to an adjacency matrix H by all
time series in the dataset versus all the partitions resulting from
RPCL networks on different representations under various con-
ditions, i.e., initialization, learning rates, and termination. Based
on such a hypergraph representation, three consensus functions
were developed.

The cluster-based similarity-partitioning algorithm (CSPA)
is a straightforward consensus function [26]. The hypergraph
encodes the piecewise similarity between any two sequences in
their representation space, i.e., a similarity value is one if two
time series are grouped into the same cluster and a similarity
value is zero otherwise. Thus, a similarity matrix S for all the
partitions encoded in a hypergraph is derived from the adjacency
matrix H: S = 1

|P |HHT , where |P | is the number of the overall
partitions yielded by RPCL networks. The average of similari-
ties yielded from multiple partitions can be used to recluster all
the sequences to yield a final consensus.

The hypergraph-partitioning algorithm (HGPA) [26] offers an
alternative consensus function by casting the clustering ensem-
ble problem into how to partition the hypergraph by cutting a

minimal number of hyperedges. Such a graph-partitioning prob-
lem has been well studied in graph theory, and hence several
existing algorithms are available to solve such a problem. In our
simulation, we used the hypergraph-partitioning package, Hy-
pergraph and Circuit Partitioning Software Package (HMETIS),
recommended in [26]. Unlike the CSPA that takes the local
piecewise similarity into account, the HGPA considers a rela-
tively global relationship among sequences across different par-
titions resulting from RPCL networks. In addition, the HGPA
tends to yield a consensus partition where all clusters contain
approximately equal number of sequences.

The meta-clustering algorithm (MCLA) [26] results in an-
other consensus function by grouping clusters from previous
multiple partitions resulting from RPCL networks. Its basic
idea is reclustering hyperedges to reduce its number from the
overall number of clusters by multiple partitions to a smaller
number specified by a user as the final partition. The MCLA
is composed of four steps: constructing metagraph, cluster hy-
peredges, collapse metaclusters, and compete for time series.
The constructing metagraph step converts the hypergraph into
a metagraph representation based on a suitable similarity mea-
sure. The cluster hyperedges step finds out matching labels by
partitioning the metagraph into several balanced metaclusters.
The collapse metaclusters step collapses the hyperedges into a
single metaedges that indicates the weakest or strongest associ-
ation with the corresponding metacluster. Finally, they compete
to assign each time series to its most associated metacluster to
form a consensus partition.

Unlike the earlier three consensus functions derived from
a hypergraph, we propose a dendrogram-based similarity-
partitioning algorithm that automatically determines the number
of clusters in a consensus partition. First of all, we construct a
coassociate matrix used to reflect the relationship among all the
sequences in multiple partitions. In the coassociate matrix, an
element at location (i, j) describes the similarity defined as the
number of occurrences as two sequences i and j are grouped
into the same cluster. The coassociate matrix actually tends to
accumulate evidence and allows us to apply any clustering algo-
rithm over this new similarity matrix for finding out a consensus
partition. Motivated by the work in [27], we adopt a classical
hierarchical clustering (HC) method: the average link, which
first converts the coassociation matrix into a dendrogram rep-
resentation [33]. In the dendrogram, its horizontal axis indexes
time series in a given data sets and its vertical axis indicates the
lifetimes of clusters. The lifetime of cluster in dendrogram is
defined as an interval from the time the cluster is established
to the time the cluster disappears by merging with other clus-
ters. Therefore, the number of clusters in a consensus partition
can be determined automatically by cutting the dendrogram at a
range of thresholds values corresponding to the longest cluster’s
lifetime [33].

2) Mutual-Information-Based Objective Function: Al-
though four consensus functions can be used independently to
yield a consensus partition from multiple partitions generated
by RPCL networks, their performance could be different as
applied to datasets of various distributions. Without the prior
information, it seems impossible to select a proper function in
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advance to form a clustering ensemble. As a result, a normalized
mutual-information (NMI)-based objective function [26] has
been proposed to measure the consistency between any two
partitions.

NMI(Pa, P b) =

∑Ka

i=1
∑Kb

j=1 Nab
ij log

(
N N a b

i j

N a
i

N b
j

)
∑Ka

i=1 Na
i log(N a

i

N ) +
∑Kb

j=1 Nb
j log

(
N b

j

N

) .

(10)
Here Pa and Pb are labelings for two partitions that divide a

dataset of N objects into Ka and Kb clusters, respectively. Nab
ij

is the number of shared objects between clusters Ca
i ∈ Pa and

Cb
j ∈ Pb , where there are Na

i and Nb
j objects in Ca

i and Cb
j .

Based on (10), the optimal consensus partition as the final
consensus partition is determined by a search for the one that
possesses the maximal average mutual information with all |P |
partitions resulting from RPCL networks prior to the clustering
ensemble. Thus, finding the proper one from R various consen-
sus functions (in our case, R is equal to four) can be done via
the following optimization procedure.

P̂ ∗ = arg max
1≤r≤R

|P |∑
p=1

NMI(P̂ r , P p) (11)

Here, Pp is the pth one of P partitions generated from RPCL
networks and P̂ r is a consensus partition yielded by the rth
one of R consensus functions. In other words, the consensus
function yielding the partition P̂ ∗ would be chosen as the final
consensus partition for the given time series dataset.

D. Algorithm Complexity

In our approach, we employ the RPCL network of a low
computational complexity O(KNd), where K(K � N) is the
number of neurons, N is the number of data objects, and d is
the dimension of representation space, for the initial clustering
analysis of automatic model selection. Thus, multiple partitions
are generated in parallel by independently running RPCL net-
works with different representations on different conditions,
e.g., initialization, learning rates, and stopping rules. According
to [26], the clustering ensemble has a computational complexity
O(|P |N 2), where |P |(|P | � N) is the number of partitions to
be combined. Note that the candidate partition generation with
different consensus functions is independent and hence can be
done in parallel.

Any representation-based clustering methods inevitably en-
counter the model selection problem. In an alternative way, a
statistical model selection method, e.g., Akaike information cri-
terion (AIC) [34] or Bayesian information criterion (BIC) [35],
is often applied, which incurs an exhausted search process in
a large parameter space so that a clustering algorithm needs to
run many times with different parameter settings to obtain a
set of optimal parameters. As most of effective clustering algo-
rithms, e.g., HC, have a computational complexity of O(dN 2)
in general, the trial-and-test process results in a computational
complexity of O(dDN 2), where D is the dimension of all pa-
rameter space. When some parameters take continuous values,
D could be infinitely large. When one uses a composite represen-

TABLE II
INFORMATION OF THE BENCHMARK TIME SERIES DATASETS [36]

tation where different representations are lumped up together,
i.e., d is the sum of all component representation dimensions,
the situation becomes even worse. Therefore, traditional clus-
tering algorithms along with model selection criteria [34], [35]
are often not efficient and, in particular, sensitive to noisy data.

It is also worth mentioning that the use of different repre-
sentations to construct a clustering ensemble as suggested in
this paper does not suffer from a higher computational burden
than other ensemble learning strategies, e.g., combining mul-
tiple partitions produced by different clustering algorithms on
a single representation [26] or by running a single-clustering
algorithm multiple times with different parameters and initial-
ization conditions [27]. Although alternative ensemble learning
strategies roughly have the same complexity as ours, the earlier
empirical study [33] indicates that our approach often outper-
forms these strategies used to form a clustering ensemble in
both effectiveness and efficiency [26], [27].

IV. SIMULATIONS

In this section, we describe our experimental setting and
report simulation results based on a collection of benchmark
datasets for time series data mining [36]. Information on these
data sets is tabulated in Table II that lists the number of classes,
the number of time series in the predivided training and test-
ing subsets and the length of time series in a data-set. Our
simulations consist of clustering analysis and clustering-based
classification. For each benchmark, clustering analysis works
on the whole datasets while clustering-based classification first
performs clustering analysis on the training subset and then uses
a prototype-based supervised learning method to fulfill test on
the testing subset. For clustering analysis, we first apply various
types of time series clustering algorithms on the benchmark col-
lection to be the baseline performance. Those time series clus-
tering algorithms are typical ones chosen from three methodolo-
gies summarized in Table I. Then, we evaluate the performance
of clustering ensemble approach that combines input partitions
yielded with various clustering algorithms on different repre-
sentations during initial clustering analysis in comparison to the
baseline performance.

By the given ground truth, clustering success rate is defined
as the ratio of the number of time series of the same class label
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TABLE III
CLUSTERING SUCCESS RATE (%) OF SINGLE MODELS

grouped together into the same cluster to the overall number
of time series of the dataset. For clustering-based classification,
data in the training subset are used as prototypes after clustering
analysis and the classification accuracy on the testing subset is
used as a performance index.

In our experiments, all parameters used in four representa-
tion, i.e., |WPLS | = 8, |WDWT | = 8, M = 4, and k = 16 are
fixed. For the DWT, we set the decomposition level to three
and use only the third-level approximation and first-level detail
coefficients to form a feature vector for each segment of time
series.

A. Experiment on Clustering Analysis

To achieve the baseline performance, we employ three
temporal-proximity-based algorithms, K-mean, HC [2]–[4], and
RPCCL [32] with the DTW distance [5], and a model-based
algorithm, K-mean based on HMM (K-HMM) [6], directly
working on time series for clustering analysis. In addition, we
apply K-mean to four representations, respectively, to achieve
the representation-based baseline performance. It is worth men-
tioning that HC is capable of automatic model selection for a
dataset of arbitrary shapes, while K-HMM is one of the best
techniques for time series clustering. Hence, such results re-
flect the state-of-the-art baseline performance. In the experi-
ments, the genuine class number K∗ is used in the K-mean and
K-HMM algorithm. For RPCCL, we simply set an initial num-
ber of neurons to K, which is greater than K∗, for automatic
model selection.

Table III lists clustering results yielded by typical time series
clustering algorithms, where results of the temporal-proximity-
based K-mean are provided by the benchmark collectors [36]. It
is observed from Table III that there is no algorithm that always
outperforms others, which indicates the challenge of model se-
lection and proper grouping in clustering time series of high
dimensions. In general, RPCCL yields the satisfactory perfor-
mance as it achieves the best performance on 6 out of 16 datasets,
as marked with bold font. Furthermore, it is observed that the
representation-based K-mean clustering performance is inferior
to that of its counterpart directly working on original time series
in general. Here, our experimental results demonstrate the es-
sential weakness of traditional representation-based time series
clustering and the difficulty in selecting a representation.

TABLE IV
CLUSTERING SUCCESS RATE (MEAN ± STD)% WITH ENSEMBLE LEARNING

For investigating the performance of ensemble learning on
multiple representations, we apply the ensemble technique de-
scribed in Section III-C to representation-based clustering algo-
rithms including K-mean and RPCCL for comparison. Table IV
tabulates results of K-mean clustering ensemble on individual
and different representations, RPCCL clustering ensemble on
different representations.

We first assess the performance without considering model se-
lection. It is evident from Tables III and IV that by using the prior
knowledge K∗, K-mean clustering ensembles on single repre-
sentations always outperform single K-mean models on same
representations. Furthermore, the K-mean clustering ensemble
on different representations leads to a further improvement. In
contrast, our RPCL network ensemble (K = K∗) achieves the
best performance on 15 out of 16 datasets by comparing with
all other clustering ensembles. For further evaluation in term of
model selection, we randomly set an initial number of neurons
to K on the condition K > K∗ with the exactly same setting
used in temporal-proximity-based RPCCL in our previous ex-
periment. We observe from Table IV that the RPCL network
ensemble performs better on 13 out of 16 datasets.

In comparison with the baseline performance shown in
Table III, our RPCL ensemble networks of automatic model
selection on different representations achieves better results
on 12, 15, 15, and 11 data-sets than K-mean, HC, temporal-
proximity-based RPCCL, and K-HMM, respectively. Note that
we compare the averaged results obtained by our RPCL ensem-
ble networks with the best results obtained by various temporal
clustering approaches.

From Tables III and IV, however, it is also observed that the
clustering success rates on face (all), OSU leaf, Swedish leaf, 50
words, two patterns and Adiac are below 50% by all algorithms
used in our simulations. To understand their nature, we have
applied various visualization techniques to the aforementioned
datasets. Our visualization analysis on five datasets reveals that
there are extremely complex cluster structures, i.e., the datasets
contain a large number of classes, unbalanced cluster member-
ship, low intracluster dissimilarity, high intercluster similarity,
high dimensionality, and arbitrary cluster shapes, which results
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TABLE V
CLASSIFICATION ACCURACY (MEAN ± STD)% OF DIFFERENT APPROACHES ON TRAINING AND TESTING SUBSETS

in failures for existing clustering algorithms including ours.
Moreover, our empirical studies along with others [21], [32],
[33], [37]–[40] indicate that our RPCL network ensemble on
four representations described in Section II performs well for
only the data with balanced and a small number of clusters
structures, which is caused by the limitation of the coarse rep-
resentations and RPCL network.

B. Experiments on Clustering-Based Classification

To evaluate the generalization capability of the RPCL en-
semble network, we also conduct experiments for clustering-
based classification. For comparison, the K-HMM clustering
ensemble is also applied on the same condition. After clustering
analysis, all the time series in the training subset are labeled as
follows: time series grouped into a cluster are assigned the same
label. The labeled time series in the training subset are used as
prototypes for instance learning. In our simulations, we use two
prototype-based supervised learning methods for classification,
i.e., centroid-based and K nearest neighbor (KNN)-based clas-
sification. Table V lists clustering results on training subset and
all testing results in terms of clustering-based classification.

As observed from Table V, our RPCL network ensemble of
automatic model selection yields the satisfactory clustering per-
formance. Results on the training subset of each dataset is con-
sistent with those reported in Table IV where the whole dataset
are used for clustering analysis, which manifests the scalability
of our approach. In terms of generalization, results on the testing
subset of each dataset are comparable with the K-mean baseline
outcome [36] and the results reported in Table III, although they
are the best results achieved based on the whole dataset and
some of them also use the genuine class number information. In
particular, the results on the testing subset are even better than
the baseline performance on the Gun Point and the Lightning-7
datasets. In general, testing results on most of datasets with dif-
ferent instance learning criteria are consistent with clustering
analysis on the whole dataset. The favorite results manifest the
quality and the robustness of our proposed approach by using a
clustering ensemble on different representations despite the fact

that results by the KNN test are slightly different from those by
the centroid-based measure.

Without considering automatic model selection, we also con-
ducted an experiment by using the genuine class number of
each dataset in RPCCL networks on different representations.
As shown in Table V, the performance in both clustering anal-
ysis on training subsets and clustering-based classification on
testing subsets has been improved, which suggests our model
performs better as prior knowledge is incorporated.

Furthermore, we make a comparison between the RPCL net-
work ensemble and K-HMM, notably one of the best time series
clustering algorithms [6], [41] designed by reaching a synergy
between K-mean and HMM for handling temporal correlation
effectively during clustering. In our experiment, the K-HMM
is trained with the prior knowledge K = K∗, and the numbers
of states in HMMs are selected with the exhausted search and
the best results are reported in Table V. From Table V, our
RPCL network ensemble with K = K∗ wins on 12 out of 16
datasets by using centroid based, 11 out of 16 datasets with
1-NN and 3-NN tests. Moreover, our RPCL network ensemble
with model selection (K > K∗) wins on 11 out of 16 datasets by
using centroid based, 9 out of 16 datasets with 1-NN and 3-NN
tests. The comparative results further suggest that our proposed
approach achieves the synergy between RPCCL networks on
different representations and the cluster ensemble technique in
both model selection and proper grouping. Thus, our approach
is suitable for being applied to time series clustering in an un-
known environment.

V. DISCUSSION

As one of the most important factors for success, the selec-
tion of appropriate different representations for a given dataset
would affect the performance of our proposed approach. In our
paper, we use four common yet simple time series represen-
tations for the demonstration purpose and achieve the favorite
results on 16 benchmark time series data mining datasets [36].
While four representations are applicable to time series clus-
tering without prior knowledge, low performance on several
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datasets, e.g., Adiac suggests that exploration of effective yet
complementary representations would be a prominent topic to
be investigated in our ongoing research.

While the RPCL network offers clear strengths for clustering
analysis in terms of efficiency and automatic model selection,
there are some inherent weaknesses, e.g., its implicit assump-
tion on the shape of clusters and the limitation in coping with
a dataset of many clusters [21], [32]. Apparently, such weak-
nesses inevitably limit the performance of our proposed RPCL
network ensemble on a dataset violating the assumption despite
the fact that our ensemble scheme tends to alleviate such adverse
effects. Nevertheless, other time series clustering algorithms,
more or less, suffer from their own inherent limitation as well.
For instance, K-HMM [6], [41], a state-of-the-art time series
clustering algorithm, used in our simulations for comparison
has an implicit assumption that there exists only the first-order
temporal correlation underlying time series and its own model
selection problem that needs to specify a HMM architecture
with an appropriate number of states and proper connections
in advance. From our simulations, it is evident that K-HMM
does not yield better performance despite the fact that we use
the exhausted search for a reasonable parameter subspace to
find the best architecture. In particular, the K-HMM training
is rather time consuming and takes a significantly longer time
than training the RPCL network ensemble. As a result, how to
overcome the limitation of time series clustering analysis is still
an open problem to be studied.

On the other hand, our empirical studies further show that
the use of the RPCL network results in twofold effects. On the
one hand, its automatic model selection capability is helpful to
cope with problems in an unknown environment. On the other
hand, our simulation results including those not reported here
due to space indicate that its competitive learning rules seems to
hinder generating truly diverse partitions for time series of com-
plicated structures. Although the use of different learning rates,
initialization, and the termination conditions leads to different
partitions, the correlation among them is often quite high. To our
knowledge, there has been no theoretic analysis available so far
regarding combining the highly correlated partitions for cluster-
ing analysis. Nevertheless, the theoretic analysis in supervised
ensemble learning suggests that combining highly correlated
classifiers is unlikely to yield the considerate improvement in
classification [42]. In our ongoing research, we would investi-
gate these issues to overcome the limitation of RPCL networks
for constructing effective clustering ensembles.

As pointed out previously, clustering ensemble ideas pro-
vide an underpinning yet enabling techniques for overcoming
the weakness of representation-based time series clustering. Al-
though the cluster ensemble technique [26] yields the relatively
satisfactory performance in combining RPCL networks work-
ing on different representations, the further improvement can be
made. A fundamental weakness in the cluster ensemble [26] is
that different partitions are treated equally during reconciliation,
while different partitions contain various amount of information.
When RPCL networks produce highly correlated yet inaccurate
partitions, the final partition achieved by the cluster ensemble is
biased to those most correlated partitions. In our ongoing work,

we have been developing a novel clustering ensemble algorithm
to overcome this fundamental weakness.

VI. CONCLUSION

In this paper, we have presented an unsupervised ensemble-
learning model for time series clustering by combining RPCL
networks on different representations. Without the use of prior
information on a given dataset, our model yields favorite results
on the benchmark time series benchmark datasets [36]. Here, we
emphasize that the synergy of three compulsory components re-
sults in the satisfactory performance of our proposed approach.
In particular, the joint use of different representations in our
approach leads to the significant improvement. Our approach
neither uses the prior knowledge on time series nor needs a
tedious parameter-tuning process. As a consequence, our pro-
posed approach provides a practical yet effective way for time
series clustering analysis.
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