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Abstract—The vertical Bell labs layered space-time (V-BLAST)
system is a multi-input multioutput (MIMO) system designed
to achieve good multiplexing gain. In recent literature, a pre-
coder, which exploits channel information, has been added in the
V-BLAST transmitter. This precoder forces each symbol stream
to have an identical mean square error (MSE). It can be viewed
as an alternative to the bit-loading method. In this paper, this
precoded V-BLAST system is extended to the case of frequency-se-
lective MIMO channels. Both the FIR and redundant types of
transceivers, which use cyclic-prefixing and zero-padding, are con-
sidered. A fast algorithm for computing a cyclic-prefixing-based
precoded V-BLAST transceiver is developed. Experiments show
that the proposed methods with redundancy have better perfor-
mance than the SVD-based system with optimal powerloading
and bit loading for frequency-selective MIMO channels. The gain
comes from the fact that the MSE-equalizing precoder has better
bit-error rate performance than the optimal bitloading method.

Index Terms—Bit loading, decision feedback equalizer (DFE),
frequency-selective multi-input multioutput (MIMO) channels, in-
tersymbol-interference (ISI) MIMO channels, MIMO orthogonal
frequency-division multiplexing (OFDM), precoder, vertical Bell
labs layered space-time (V-BLAST).

1. INTRODUCTION

N AN MIMO communication system, multiple transmis-
I sion paths can be used to improve diversity and/or multi-
plexing gain [17]. The vertical Bell labs layered space-time
(V-BLAST) system suggested in [10] is one of the MIMO
transceivers systems designed to achieve good multiplexing
gain. In the V-BLAST transmitter, every antenna transmits its
own independently coded symbol. The V-BLAST receiver is
a spatial-domain decision feedback equalizer (DFE) as shown
in Fig. 1. In this scheme, one by one, the symbols are decoded
by a linear minimum mean square error (LMMSE) estimator
fi. followed by a slicer. Then, the decoded symbol is fed back
to cancel its interference with other symbols. This process
repeats until all of the symbols are decoded. The decoding
order can be optimized by decoding the symbol with the largest
signal-to-noise ratio (SNR) first to reduce the error propaga-
tion. Due to this decision feedback structure, the V-BLAST
system has very good spectral efficiency in a scattering rich
environment [10].
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Fig. 1. V-BLAST scheme.

Recently, Jiang et al. [4] and independently Xu et al. [6] pro-
posed an optimal linear precoder for the V-BLAST transmitter,
by exploiting channel information. Fig. 2 shows this scheme.
The linear precoder contains two parts.

1) MSE-equalizing precoder. The first part is a unitary pre-

coder P which makes the mean square error (MSE) of each
symbol stream in Fig. 2

E |s(k) - 8(k)|"

identical for all k. Since it equalizes the MSE of all the
symbol streams, we call this precoder the “MSE-equalizing
precoder.” The equalized MSE becomes the geometric
mean of the original MSEs of the V-BLAST system
without precoders. No bit loading is required because
all of the symbol streams have the same MSE. Thus, the
MSE-equalizing precoder can be viewed as an alternative
to the bit-loading method. This will be further elaborated
in Section I'V-B.

2) Powerloading precoder. The second part of the precoder
performs power loading. It is the same as the singular value
decomposition (SVD ) diversity techniques [15], which de-
compose the channel matrix H by singular value decom-
position (SVD) and obtain

H = UAVT.

The unitary matrix V is used as a linear precoder and dif-
ferent power is allocated on each eigenmode of the channel
matrix by the diagonal matrix I' in Fig. 2. The details will
be reviewed in Section I'V-D.

In [4] and [6], only frequency-flat channels are considered.
In this paper, we consider frequency-selective channels for the
most part. Such channels are characterized by a transfer ma-
trix H(z) which has memory. There are many different ways to
equalize a frequency-selective MIMO channel. In [12] and [13],
a finite-length minimum mean-square error—decision feedback
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Fig. 2. Precoded V-BLAST scheme.

equalizer MMSE-DEFE) is introduced to equalize frequency-se-
lective MIMO channels. It contains a feedforward FIR filter and
a feedback FIR filter. In [14], the frequency-selective MIMO
channel is converted into a parallel collection of frequency-flat
MIMO channels by OFDM. The OFDM transmitter implements
inverse discrete Fourier transform (IDFT) on every K symbols
of each antenna independently. To mitigate the ISI, each block
of K symbols is preceded by a cyclic prefix. This cyclic prefix
converts the linear convolutions of the channels into circular
convolutions. Therefore, the discrete Fourier transform (DFT)
is performed at the receiver to convert the circulant convolutions
into constant multipliers. Thus, the frequency-selective MIMO
channels are converted into block MIMO channels. The equal-
izers for the block MIMO channels, such as V-BLAST [10] or
linear MMSE equalizer, can be further applied to equalize these
block MIMO channels.

Outline. The main contribution of this paper is that we extend
the precoded V-BLAST system in [4] and [6] to frequency-se-
lective MIMO channels. Two types of extensions are consid-
ered. One of them uses the FIR-based transceiver similar to [12]
and [13]. The other uses redundancy at the transmitter, such as
zero padding and cyclic prefixing. Numerical experiments show
that the proposed precoded V-BLAST systems have better BER
performances compared to many existing schemes which use
channel information at the transmitter and receiver as described
in Section VII. Since the existing transceivers with channel in-
formation available at the transmitters perform bit loading, the
improvement comes from the fact that the MSE-equalizing pre-
coder has better performance than the bit-loading method as we
point out in Section I'V-B.

The rest of the paper is organized as follows. In Section II,
the GMD transceiver, which is the zero-forcing version of the
precoded V-BLAST system, will be reviewed. In Sections III
and IV, we review the V-BLAST system and the corresponding
optimal precoder. In Section V, we extend the MSE-equalizing
precoder and the V-BLAST system to the frequency-selective
MIMO channel using FIR-based equalization. In Section VI, we
extend the system for the case of transmitters with zero padding
and cyclic prefix. In Section VII, we compare many different
precoded communication systems based on numerical simula-
tion. The detailed conclusions are presented in that section. Fi-
nally, Section VIII concludes the paper.

Notations. Matrices are denoted by capital letters in boldface.
Vectors are denoted by lowercase letters in boldface. For con-
venience, MATLAB index notations for matrices will be used
throughout this paper. For example, H(:, k : end) denotes the
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kth though the last column of H; H(k, :) denotes the k the row
of the matrix H; and (Qv) (k) denotes the kth element of vector
Qv. Superscript T denotes the transpose conjugation. The deter-
minant of a square matrix A is denoted by det(A). The notation
® denotes the Kronecker product [21]. The notation ()™ is de-
fined as

+ Jz, ifz>0
()" = {07 otherwise.

A N x M matrix P satisfying PP =1 a will be called unitary.
Note that this requires N > M and ppi # Iy unless N = M.

II. REVIEW OF THE GMD TRANSCEIVER
Before we review the MMSE V-BLAST and its optimal pre-
coder, we first review its zero-forcing version, namely the geo-
metric mean decomposition (GMD) transceiver introduced in
[3] and [8]. Fig. 3 shows this transceiver schematically, where s
is the M x 1 transmitted signal, H is an N x M channel matrix,
and v is the channel noise. We assume s and v are zero mean

and
gl(s s T_ %IM 0 1
CE) - ) o

where « is the noise-to-signal ratio. Furthermore, we assume
N > M in order to recover M transmitted symbols from NV
received signals. The matrices P and Q are unitary matrices
which convert the channel H into a triangular matrix R with
identical diagonal elements. They can be obtained by a process
called the geometric mean decomposition (GMD) introduced by
Jiang et al. [11]. According to this, for N > M, the N x M
matrix H can be written in the form

H = QRP|

where Q isa N x M unitary matrix and P is a M x M unitary
matrix so that R is M x M triangular with identical diagonal
elements. More specifically

R(k, k) = det(HTH) /2 for 1 <k < M. (2)

Thus, the channel has been converted into a triangular matrix.
The input—output relationship then becomes

X = Rs—l—QTv.

Thanks to the triangular structure of R, a simple decision feed-
back algorithm can be applied to decode s. The DFE block in
Fig. 3 performs the following zero-forcing algorithm to decode
s from x
x) — x.
fork=M:-1:1;
5(k) — CI(R(k, k)" x") (k)];
xF Dk —1) —x®(1:k—1)
—R(1:k—1,k)s(k);

end

where C[-] denotes the slicer. As in many analyses of decision
feedback systems, we assume there is no error propagation. That



3392

MPHH}-{"»{QT)—X»{DFEFE
N ——

precoder channel

receiver

Fig. 3. GMD transceiver scheme.

is, when decoding the kth symbol s(k), the previous decisions
§(1),i=M,M —1,...,k + 1 are assumed to be correct. Ac-
cording to the above algorithm and using the above assumption
§(1) =s(i) fori = k+1,...,M,x® (1 : k) can be expressed
as

Z R(1: k,i)3(i)
i=k+1
(QIv)(1: k).

=R(1:k1:k)s(1:k)+
Substituting the above equation into the algorithm, one can ob-
tain

x®(1: k) =x(1: k)

8(k) = Cls(k) + (R(k, k)" 1(QTv)(k)].

When the noise v is zero, the estimation is exactly s(k). There-
fore, this is a zero-forcing decoder. The mean square error
(MSE) of this system can be expressed as

B|(R(k, £)~'x® (k) - (k)

=5 |®R (k1) @b =
= det(HTH)=(/2)

(R(k,

2

(R(k, k)~

fork =1,2,..., M, where the last equality comes from (2).

To summarize, the GMD transceiver uses unitary matrices
computed from the geometric mean decomposition to convert
the channel matrix H into a triangular matrix R with iden-
tical diagonal elements. Then, the triangular channel matrix
R can be equalized by the DFE. Due to the identical diag-
onal elements of R, all symbol streams have identical MSE
det(HTH)(_l/ M) The overall system can be viewed as M
parallel SISO AWGN channels with identical noise variance
which is equal to det(HTH) —1/M),

In [5], the GMD transceiver has been applied for asymmetric
UWRB links. It has the best BER performance among the trans-
ceivers tested in [5]. The drawback of the GMD transceiver is
that the MSE det(HTH)(’l/ M) becomes very large when one
of the singular values of H is small, and goes to infinity when H
has a null. Since every SISO subchannel shares the same MSE,
this causes a serious degradation in performance. The amplifi-
cation of the noise comes from the zero-forcing design of the
DFE receiver. It can be avoided if the linear minimum mean
square error (LMMSE) estimator is used. We shall return to this
in Section IV.

III. REVIEW OF THE V-BLAST SYSTEM

In this section, we review the V-BLAST system proposed in
[10]. The V-BLAST system is a decision feedback equalizer in
the spatial domain. Fig. 1 shows the V-BLAST scheme, where s
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is the M x 1 transmitted signal, H is an /N x M channel matrix,
v is the channel noise, and x(™) = Hs+v is the N x 1 received
signal. We assume s and v have the same statistics as in (1) and
N > M. The V-BLAST receiver decodes each symbol by the
LMMSE estimator and then feeds back the decoded symbol to
cancel its interference with other symbols. This process repeats
until all of the symbols are decoded. The decoding order can
be further optimized. For convenience, we assume the decoding
orderis (M, M—1,...,1)asshowninFig. 1. This sequence can
be easily modified by inserting a permutation matrix in Fig. 1
between the channel H and the V-BLAST decoder.

InFig. 1, f;, isan 1 x IV vector such that ka(k) is the LMMSE
estimator of the kth element of s (denoted as s(k)) based on
the input x(*)_ It can be found from the following optimization
problem:

min E|f,x®) — s(k)|?.

£,

After this estimation, frx(*) is sent to the slicer and fedback to
cancel the interference caused by s(k). That is

X<k_1) = X(k) - H<:7 k)§<k)

where §(k) = C [fix®)] and C [] denote the slicer. As in
the previous analysis of decision feedback systems, we assume
there is no error propagation. That is, when considering the kth
input x(*), we assume (i) = s(i),i = M, M —1,...,k+ 1.
Therefore

M

> H(:i)s(i)

i=kt1
=Hs+v-H(Gk+1: M)s(k+1: M)

= H(;,1:k)s(1:k)+v
————
Call this Ay.

<(]) — 5 (M) _

From the above equation, one can derive f; and the corre-
sponding MSE by the orthogonality principle and obtain

£, = ((ATAk + aIk)’lAD (k) ()

Elstk) - £ x(k)‘ (A A, + o) (k. k) )
where A(k,:) denotes the kth row of the matrix A. However,
this direct computation is very complex. A matrix inversion has
to be computed for each fi. A fast way to compute these is
by using the QR algorithm [1]. Thus, we first compute the fol-
lowing QR decomposition:

<\/§1M> ~ QR )

where Q is an (N4 M) x M unitary matrix and R is M x M and
upper triangular with positive diagonal elements. Observing the
first k£ columns of the equation above, we obtain the following
QR decomposition:

Ay
Valy, =Q (

R(L:k1: k))
O0(rr—r)xk

O(n—k)xk

Call this Hy,.
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The solution1 of f;, in (3) can be rewritten as f;, =
((HlHk) Hl (k, 1 N). Substituting the QR ex-
pression of Hy, above, we obtain
fo= (RO k1) HQ(: N T) (k)
= (R(k.K))"H(Q(1: N, k). ©)
The last equality comes from the fact that R(1 : k,1 : k) is
an upper triangular matrix. Similarly, the MSE in (4) can be

rewritten as (H; H; ) !(k, k). Substituting the QR expression
of H;, into (4), we obtain

E |s(k) — f;,x® g (R(k, k)) 2. (7)

Thus, by computing one QR decomposition in (5), all of the
LMMSE estimator coefficients can be obtained by (6) and the
MSE can be obtained by (7). This is more efficient than the
direct computation in (3) and (4). The decoding order can be
optimized by the following variation of the QR algorithm:

( \/EHIM> — QRE

where E is a permutation chosen so that R(k, k) decreases.
Thus, the symbol with smaller MSE can be decoded first. This
reduces error propagation.

The output of the kth LMMSE estimator is given by

£ox®) = £, (2, k)s(k) +E(H( L k= Ds(L:k—1) +v),

AWGN

k=1,2,..., M.

The transmitted symbol s(%) is assumed to be an i.i.d. Gaussian
variable. Therefore, the error, which is the sum of interferences
from other symbols and the channel noise, is also AWGN.
Thus, the V-BLAST system converts the MIMO channel into
the above M parallel single-input single-output (SISO) AWGN
channels. Since the channel coding is done independently
in each parallel SISO channel, we define the capacity of the
V-BLAST system as the sum of the capacities of these SISO
channels. The SNR of the kth SISO channel can be expressed
as

_ E|fi( =, k)s(k)[?
PE = B HC L k- Ds(1:k—1) +v)[2

for 1 < k < M. It has been proven in [4] that
1
1+ pr = E(RU% k).

Therefore, the capacity of the V-BLAST system can be ex-

pressed as
M

M
1
vblast — 1 1 = log - ’ 2
Coblast 2. og(1 + pi) 08,};[1 a(R(k k))

= log (det(éHTH n IM)>

= log (det(éHHT n IN)> . 8)
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Fig. 4. Precoded V-BLAST scheme.

The third equality can be verified by taking determinant of the
equality H'H + ol = RIR. The capacity of the MIMO
channel can be expressed as [18]

logdet(HR,H +Iy)  (9)

C’mimo = max
(1/M)tr(Rs)=(1/)

where R, = F |:SSTi| and the constraint ensures that the av-

erage transmitted power is 1/«. Therefore, the capacity of the
V-BLAST system can be viewed as the capacity of the MIMO
channel with the restriction Rs = (1/a)I,;. This means there
is no capacity loss after converting the MIMO channel into M
parallel SISO channels. This fact has been observed in [4]. To
achieve the channel capacity with the V-BLAST system, one
can further apply a powerloading precoder so that R is opti-
mized. We will discuss the powerloading precoder in Section IV

IV. REVIEW OF THE UCD SYSTEM

In this section, we review the uniform channel decomposi-
tion (UCD) system introduced in [4] and [6]. It can be viewed
as a V-BLAST system with an optimal precoder derived from
channel information. Fig. 4 shows this system schematically.
The optimal precoder contains two parts. The first part is a uni-
tary linear precoder P whose purpose is to force each symbol
stream to have identical MSE at the receiver. It can be viewed as
an alternative to bit loading. We call this precoder “MSE-equal-
izing precoder” throughout this paper. The second part is the
matrix F in Fig. 4. It allocates transmitted power to each eigen-
mode of the channel matrix H to minimize the MSE at the re-
ceiver while fixing the transmitting power. We call this precoder
“powerloading precoder” throughout the paper.

A. MSE-Equalizing Precoder for V-BLAST System

The idea of the MSE-equalizing precoder has been introduced
in [4] and [6]. Consider the MSE equalizer for the channel H
only, ignoring the powerloading precoder F in Fig. 4. From
(7), the MSE is related to the diagonal elements of the ma-
trix R obtained from the QR decomposition in (5). Therefore,
the MSE-equalizing precoder P is designed so that the pre-
coded channel HP has a corresponding upper triangular matrix
with identical diagonal elements. This can be obtained by the
following geometric mean decomposition (GMD) reviewed in
Section II:

( EIM) — QR, P (10)
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where Q; and P are unitary matrices and R, is M x M and
upper triangular. Furthermore, R (k, k) is identical for all £ and
it can be expressed as

M (1/M)
Ri(k, k) = det(HTH + oI,,) /2 = (H R(z’,z’))
=1
(11)

for all k, where R is from the original QR decomposition in
(5). Equation (11) can be easily verified by taking determinant
of both sides in

H'H + oI, — PRIR,PT = RIR.

By this decomposition, Ry (k, k) is equal to the geometric mean
of {R(i,i)}M, for k = 1,2,..., M. Now, let P be the pre-
coder. Substituting the precoded channel HP and using the
GMD in (10), the QR decomposition corresponding to (5) can
be obtained by

HP Iy Onx M H
valy )~ \o pi P
MxN \/&IM

In  Onxnm 1
= R.{P'P.
<0MXN pt QiR
N -~ _ Ty
unitary

Thus, by (7), with the above precoder, the MSE corresponding
to the kth element is

E |f.x® — s(k) ’ = (Rq(k, k) 2

= det(HTH + aI,,)~/2) (12
for all k. It is equal to the geometric mean of the MSEs of the
original V-BLAST system.

B. Comparison of the V-BLAST System With MSE-Equalizing
Precoder and V-BLAST System With Optimal Bit Loading

Bit loading is a technique that uses different sizes of constel-
lation among parallel subchannels so that the BERs among all
subchannels are approximately equal. The MSE-equalizing pre-
coder also results in approximately equal BERs among all sub-
channels by making the corresponding MSEs identical. Thus,
the MSE-equalizing precoder can be viewed as an alternative to
the bit-loading algorithm. To compare these two methods, we
derive the closed-form expression for the bit transmission rate (b
bits per channel use) as a function of BER P, and noise-to-signal
ratio « for both methods.

For a quadrature amplitude modulation (QAM) transmission
over an additive white Gaussian (AWGN) channel with variance
o,%, in order to achieve BER P., the minimum distance in the
constellation Dy, needs to satisfy [23, p. 371]

D > 1 —t2
2Q <ﬁ> =~ P,., where Q(z) = /I \/—Z_Wexp <7> dt.
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Thus, the average power Py to transmit by, bits under BER P,
can be expressed as

1 2
Pi= D}
(Y (B (2 Ny
2 2 2

P,

2 2
= 50,3@—1 <7> (21— 1) (13)

where Q71 (-) is the inverse function of Q(-). Applying the high
bit rate assumption 2% > 1, we obtain

5 (14)

2
by = log 5’; — loggQ_1 <&> .
o 3

For the V-BLAST system with the MSE-equalizing pre-
coder, in (12), the MSE is det(HIH + aI;)~(/M) and
the transmitted power is (1/«) for each symbol stream
index k. We approximate the error by an AWGN source
with a variance equal to the MSE of the error. Substituting
02 = det(HTH + oI;,)~YM and P, = (1/a) into (14) and

summing over k, we have the bit rate

1

o =M (1035 det (HTH +aozIM)

P.\?
i (2))
2
= logdet <<l> HTH +IIU> — Mlong_l <E> .
a 3 2

This approximation is only valid for high SNR.

In the case of the V-BLAST system with optimal bit loading,
the optimal bit loading chooses by, k = 1,2, ..., M so that the
total number of bits transmitted is maximized under fixed total
power (1/M) ;:[:1 P, = (1/«) and fixed BER P.. Using the
Py in (13) and the high bit rate assumption 2°* > 1, the optimal
bit-loading problem can be formulated as

—(1/30)

M
II})Z]\%XZbk = bbl
k=1
M 2
, 1 2 5 (PN, 1
subject to <M>;§ok62 <7> 2% < =

where by, is the total number of bits to be transmitted per channel
use. By the arithmetic mean geometric mean (AM-GM) in-
equality, we have

M 2
1 2 P,
(7) X3 () 2

k=1
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Thus, the upperbound on the bit rate b;; can be expressed as

1 2 P.\?
W—log§Q1<—>. (16)

by < M log 5
k=1T%

Again, we approximate the error by an AWGN source with a
variance equal to the MSE of the error. Substituting the MSE
of the V-BLAST system o7 = (R(k,k))~? obtained from (7)
into the above equation and using the equality in (11), one can
obtain

1
ol

L (R(k, k))=2

2

2 P

—loc 201 | ==
08 3Q 2)

2
= log det <<1> HiH+ IM> _ Mlog 20! <E>
o 3 2

The upperbound is equal to the bit rate of the MSE-equalizing
method beq. It can be achieved if and only if by, satisfies

(1/M)

— log,0}

byt < M(bg >(1/M)

M

by :—+10g2 Ha (17)

forall £ = 1,2,..., M so that the equality holds in (15). This
requires that the right-hand side of the above equation is a pos-
itive integer for all k. In practice, optimality is therefore lost.
Therefore, the BER performance of the system with the MSE-
equalizing precoder is better than that of the system with op-
timal bit loading. The discussion above is confined to using dif-
ferent sizes of QAM constellations. However, for bit loading,
using coding and a combination of different constellations, it is
not clear whether the MSE-equalizing precoder has better BER
performance than bit loading.

C. Comparison of V-BLAST System With MSE-Equalizing
Precoder and SVD-Based System With Optimal Bit Loading

In this subsection, the SVD-based system with optimal bit
loading [16] is compared to the V-BLAST system with MSE-
equalizing precoder by similar analysis as in Section IV-B. The
channel matrix H can be decomposed by the following SVD
H = UAVT, where U and V are unitary and A is positive
real diagonal. By letting V be the precoder and U be the post-
filter, the channel can be converted into parallel SISO chan-
nels with channel gain A(k, k), and unit noise variance for k =
1,2,..., M. We can apply an LMMSE estimator

A(k, k)
(A(k,k))? + a

to the kth SISO channel and the corresponding MSE becomes
((A(k,k))? + a)~!. Again, approximating the error by an
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AWGN source and substituting the above MSE for o,% in (16),
we obtain

Q|

bsva <M | log
‘ ( 3 (A(k, k)2 + @) 7D

2
i (3))

— log det (( HTH + IM) — Mlog %Q‘l (%)

This bound is achievable if and only if (17) can be satisfied.
This requires that the right-hand side of (17) be a positive
integer for all k. In practice, optimality is therefore lost. The
above upperbound is, however, identical to the bit rate of the
V-BLAST system with the MSE-equalizing precoder derived
in Section IV-B. Therefore, the V-BLAST system with the
MSE-equalizing precoder has better BER performance than
the SVD-based optimal bit loading system. Again, the above
discussion is confined to bit loading using different sized QAM
constellations. For bit loading using coding and a combination
of different constellations, it is not clear whether the V-BLAST
system with the MSE-equalizing precoder still has better
performance than the SVD scheme with bit loading. Also,
this analysis is based on the assumption that there is no error
propagation. Error propagation degrades the performance of
the V-BLAST-based system while the SVD scheme has no
such problems.

D. Power Loading Precoder for V-BLAST System

The powerloading precoder has been proposed with the MSE-
equalizing precoder in both [4] and [6]. After the MSE-equal-
izing precoder is applied, the MSE in (12) can be further mini-
mized by adding another precoder F as indicated in Fig. 4. The
optimization problem can be written as

—(1/M)
min  det (FIHTHF + aIM) (18)
a(FFT)<nm

where the constraint ensures that the average transmitted power
is (1/«). To find this optimal precoder, we first compute the
following SVD of the channel H = UAVT, where U and V
are unitary and A is M x M and diagonal. Without loss of
generality, this precoder can be expressed as F = VT, where
I" is an arbitrary M x M matrix. Thus, the power constraint
can be rewritten as tr(FFT) = tr(FFT) < M. Substituting the
precoded channel HVT'' into the MSE in (12) and applying the
SVD, we obtain

2
E ‘ka(k) — s(k)‘

—(1/M)
= det (I‘TATAI‘ + OZI]\/[)

—(1/an)
= det (AFFTAT n aIN)

My —(1/M)
> (H (FFT) (i, 8) (A3, )% + a> . (19)

i=1
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The Hadamard’s inequality is used to obtain the last inequality

[22]. Define I‘I‘]L = ®. The equality holds if and only if ®
is a diagonal matrix. For any ® which satisfies the power

constraint tr(®) = tr(I‘FT) < M, the diagonal matrix
diag ({®(,4)}1L,) also satisfies the power constraint because
it has the same trace. Moreover, this diagonal matrix has
smaller MSE as shown in (19). Therefore, to minimize the
MSE, ® must be a diagonal matrix. The diagonal elements of
the diagonal matrix ® can be found by solving the following
problem:

M
F o 2
<I>g}gf;oizl(‘ﬁ(uL)(A(w)) + )
M
subject toz ®(i,i)= M. (20)
=1

One can solve this by the Lagrange multiplier method and obtain

®(i,i) = <a - WY

where a is a positive real number so that (1/M) Zgl ®(i,i) =
1. The solution is precisely the water filling method. This matrix
diagonal @ can be simply implemented by choosing a diagonal
T so that

T(i,i) = /B, ).

The overall powerloading precoder is F = VT It is the pre-
coder which minimizes the MSE after the MSE-equalizing pre-
coder in Section A is used. It allocates different transmitted
power on each eigenmode of the channel matrix according to
the SNR. The eigenmode with higher SNR gets larger trans-
mitted power. The SVD-based system in Section IV-C can also
apply powerloading [16]. The comparison of these two sys-
tems with powerloading is similar to the comparison performed
in Section IV-C. The V-BLAST system with both MSE-equal-
izing and powerloading precoder still has a better bit-rate per-
formance than the SVD-based system with both bit loading and
power loading. The performances of the power-loading pre-
coder are demonstrated in Section VII.

2y

E. Capacity Losslessness of the UCD System

The capacity losslessness of the UCD system has been first
proved by Jiang et al. in [4]. In Section III, we have discussed
the capacity of the V-BLAST system. The UCD system is a
V-BLAST system with the MSE-equalizing precoder P dis-
cussed in Section IV-A and the powerloading precoder VT dis-
cussed in Section IV-D. By substituting the precoded channel
HVTP into the capacity of the V-BLAST system in (8), we
have

Cured = log det (PTI‘TVTHTHVPPl + IM>
(6]

— log det <1“TATA1“l ¥ IM> .
(6%
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Since VT is the solution to the optimization problem in (18),
the capacity can also be expressed as

1
Cuca = max log det <FTHTHF <_> + IM)
(1/1\1)tr(FFJf):1 o
1
= max_logdet <HFFTHT ~ 1N>
(1/1\1)tr(FFJf):1 @
= log det (HR.HT + Iy
Ay R=(1/a) ( +1x)
= Cvmirno7 (22)

where Clyimo is defined in (9). This shows that the capacity
is preserved after converting the MIMO channel into M par-
allel SISO channels by the UCD system as shown first in [4].
Moreover, these M parallel SISO channels have identical MSE.
This means that we can use the same constellation and the same
coding technique on every SISO channel separately.

V. PRECODED FIR V-BLAST FOR FREQUENCY-SELECTIVE
MIMO CHANNELS

In this section, the V-BLAST system and the UCD system
are generalized to the case of the frequency-selective MIMO
channel H(z). The FIR MMSE DFE for frequency-selective
MIMO channels and the corresponding MSE-equalizing pre-
coder are derived.

A. FIR DFFE for Frequency-Selective MIMO Channels

The FIR MMSE DEFE for frequency-selective MIMO chan-
nels has been introduced first by Al-Dhahir and Sayed [12]. We
briefly derive it in a simpler way. The input—output relation of
the frequency-selective MIMO channel can be expressed as

L

X; = E Hpsi—r +v;
k=0

(23)

where s; is the M x 1 transmitted signal, H(z) = Ho+H 271+
.-+ Hpz L is the Lth order N x M frequency-selective
MIMO channel, v; is the N x 1 channel noise, and x; is the
N x 1 received signal. Furthermore, we assume the following
statistics:

T 1
S; S; . Iy Omxw
E i) =si-g)( @
(W) (Vj> (i=7) <0N><M Iy )

and s; and v; are zero-mean. Let d be the order of the FIR DFE
and A be the decision delay. At time 4, the FIR DFE decodes
s;_a based on the observed received signals x;, x; 1, ...,X;_4
along with the previous decoded signals s;_A_1,S;—A—2, ...
Again, we assume that the previous signals are correctly de-
coded. The observed received signals can be expressed as

X; S; v;
Xi-1 Si—1 Vi-1
=Hr . + . (24)
Xi—d Si—d—L Vi—d
N——
Call this v
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where Hr isa (d+1)N x (d+ L+ 1)M block Toeplitz matrix
defined as

Hy H; H, o0 ... 0
O 25)
0 ce 0 H, H; Hp

One can move all of the available information including
the received signals and the previous decoded symbol

Si_A_1,Si_A_2,...,5i_q_ to the left side and obtain
X; Si—A—1 Si
Xi—1 Si—A-2 Si—1
—Hrpy =Hp +vr (26)
Xi—d Si—d—L Si—A

[\

Call this xp Call this sp

where

HTl :HT(:71 : (A + 1)M)7and
HT2 :HT(M(A + 1) +1: end).

Since x7 is known, it reduces to the block channel V-BLAST
system discussed in Section III except only the bottom M el-
ements of s, namely s;_a need to be decoded instead of de-
coding the whole vector. This can be accomplished by using the
same scheme in Fig. 1 but keeping only M instead of M (A+1)
LMMSE estimators to decode s;_ . To compute the LMMSE
estimators, we first compute the following variation of the QR
decomposition:

HTl _ X
(\/aI(AH)M) =Qr < Orvrxam Rr > @7

where X denotes irrelevant terms, Q1 is unitary, and R is M x
M upper triangular with positive diagonal elements. Since only
the bottom M elements need to be decoded, only the bottom M
rows need to be upper triangular. By similar techniques used to
derive (6), the LMMSE estimator of the kth element of s;_ A

can be expressed as kag“ ), where
M
Xg—]?) =X7T — Z HT1(27AM + m)éi,A(m)
m=k-+1

£, = (R (k, k)" (Qr(1: (d+ 1)N,AM + k)T

By the same argument as for (7), the MSE of the kth element
can be expressed as

. Ce®|® 2

Elsi_a(k) —fixy’| = (Rao(k, k)" (28)

The FIR DFE method is schematically shown in Fig. 5. The

time-domain feedback block cancels the interference from the

previous decoded vectors {sk }r<i—a as shown in (26). This is

the decision feedback in the time domain. The V-BLAST block

performs the LMMSE estimations and cancels the interference

from the decoded symbols transmitted by other antennas. This
can be viewed as the decision feedback in the spatial domain.

3397

Time domain

feedback
V-BLAST
A

receiver s

i-A

Fig. 5. FIR DFE for frequency-selective MIMO channels.

B. MSE-Equalizing Precoder for the FIR DFE

For the MIMO frequency-selective channels, we now focus
on the precoder which forces the transmitted symbol streams to
have identical MSEs. In Fig. 6, this MSE-equalizing precoder
P is used in the transmitter. From (28), the MSE is related to
the diagonal elements of R. Hence, our goal is to find a unitary
precoder so that the matrix R has identical diagonal elements.
It can be obtained by the following GMD:

Rr = QriRr.P} (29)
where Q1 and P are unitary, and R is an upper triangular
matrix with

M (1/M)
Ry (k. k) = [RER, (172 = (H RT@',z'))

i=1
for k=1,2,..., M.

Let the unitary matrix Pp be the precoder. The equivalent
channel becomes H(z)Pr and the corresponding block
Toeplitz matrix defined in (25) becomes

HT . diag{PT,PT, PN 7:PT}.

Therefore, after precoded by P, the submatrix of Hr, Hpq be-
comes HriPry4, where Pr,; = diag{Pr,Pr,...,Pr}. Now
we can write

(B25)- (0 ) ()
Voaliaynm 0 Pr,) \Valiarnm
and substitute for H7 from (27) with Rt as in (29). The result
is
< Hpi1Prg >
\/aI(AJrl)M
I o0 ) X
= Qr ( > Prq
<0 PTTd 0 QT1RT1PI~

(o ) (0 an) (o &)
B OP;r«d \0 Qm 0 R /)

~~
unitary matrix

Thus, after precoding by P, the triangular matrix in the decom-
position becomes R which has identical diagonal elements
obtained from the GMD in (29). The MSE becomes identical
forl1 < k<M

2
Elx - si_A(k)’ — (R (K, k)2

M (1/0M)
= <H(RT(M))‘2> . (30)

i=1
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Fig. 6. Precoded FIR DFE for frequency-selective MIMO channels.

Therefore, the overall performance of the precoded V-BLAST
system depends on the geometric mean of the diagonal elements
of R which is obtained from the decomposition of Hy; in
7.

The MSE-equalizing precoder has been derived above.
However, the optimal powerloading precoder as described in
Section IV-D may not be easy to compute. The powerloading
precoder replaces the Toeplitz matrix Hp in (24) with HyFr,
where Fr is a block Toeplitz matrix. The SVD technique of
Section IV-D is not applicable anymore because of the restricted
structure of Fr.

VI. PRECODED REDUNDANT V-BLAST FOR
FREQUENCY-SELECTIVE MIMO CHANNELS

In this section, we generalize the precoded V-BLAST system
for frequency-selective MIMO channels by using precoders to
introduce redundancy. In the previous section, the frequency-se-
lective MIMO channel is equalized by the FIR DFE. In the block
V-BLAST systems discussed in Section III, the error propaga-
tions only exist within one block. However, the error propa-
gations in FIR DFE system might last forever because of the
time-domain feedback. This degrades the BER performance.
One way to solve this is by introducing the error-control codes
which correct the symbol before it is fed back. Another way is
by converting frequency-selective MIMO channels into block
MIMO channels by inserting redundancy, such as zero padding
(ZP) or cyclic prefixing (CP). These two techniques both require
inserting redundancy. In Section VII-A, simulations show that
with the same amount of redundancy, the ZP- and CP-based sys-
tems have better performances than the FIR-based systems with
channel coding.

In this section, we discuss precoded V-BLAST systems with
ZP or CP used in the transmitter. It will be shown that the com-
plexity of computing the LMMSE estimators and the corre-
sponding precoders in the precoded V-BLAST systems with CP
can be significantly reduced if DFT matrices are further used to
block diagonalize the channel matrix.

A. Precoded Zero-Padded V-BLAST for Frequency-Selective
MIMO Channels

The frequency-selective MIMO channel model is given in
(23). Let IV, zero vectors be sent after every K symbol. That
is, in K + N,, symbol durations, the following is transmitted:
{517527 . ,SK,OA,jxl,Ojuxl, .. -70M><1}- In order to prevent
the contamination from the previous block, one must choose
N, > L. The input-output relation of the system can be

IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 55, NO. 7, JULY 2007

expressed as

X1 S1 Vi
X2 S2 Va2
= Hp +
XK+L SK VK+L
Call this x, Call this s, Call this v,
where

H o0 ... 0
H; H,
0
H,=| H, H,
0 Hp
0 ... 0 H,

Note that as long as N,, > L, the input—output relation will
not be affected even if we choose a larger value for IV,,. This
is because the extra zero padding only creates extra zeros in
the end of the received block. These extra zeros contain no
information about the symbols and should be discarded. The
input—output relation reduces to a block MIMO channel. The
V-BLAST receiver and the corresponding MSE-equalizing and
power-loading precoders discussed in Sections III and IV can
also be applied in this case. This system is schematically shown
in Fig. 7. To compute the LMMSE estimators and the corre-
sponding MSE-equalizing precoder, we first compute the fol-
lowing GMD:

H
( Jal M) = Q,R,P] (1)

where Q,, and P, are unitary and R, is an upper triangular
matrix with

(1/2K M)
R,(j,j) = det (H};Hp n aIKM)

for j =1,2,..., KM.

By similar derivation as for (6), the LMMSE estimator of the
kth element of s, can be expressed as kal(,k), where
KM
Xz(:k) =Xp = Z H,(:,m)s,(m)
m=k+1
i = (R, () 7(Qy(1: KN, k)T,

By similar derivation as for (7), the MSE corresponding to the
kth symbol can be expressed as

2

Bsy(k) = x| = (R (k. )2

; ~ (/M)
= det (HIH,, + alxy ) .

By the same derivation as in Section IV-D, the symbol MSE can
be further minimized to

min

)7(1/1\/[)
(1/K M)tr (FPFI)=1

det (F{HH,F, + alicas
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V-BLAST
receiver

Lol

§.(km) §,2)8,(1)

Fig. 7. Precoded ZP V-BLAST system for frequency-selective MIMO chan-
nels.

by the powerloading precoder. However, in the GMD algorithm,
the SVD of the matrix has to be computed first [11]. The block
size K is often large in order to keep the bandwidth expansion
ratio

(K + N,)
K

close to unity. Therefore, the size of the matrix to be decom-
posed in (31) which is equal to (2K + N,)N x KM is often
large. Thus, the SVD requires large amounts of computation.
The use of cyclic prefix solves this problem as shown next.

B. Precoded Cyclic-Prefixed V-BLAST for Frequency-Selective
MIMO Channels

The frequency-selective MIMO channel can also be con-
verted into a block channel by using cyclic prefixing instead
of ZP. In this case, the equivalent block channel matrix is
block circulant. Using this property, the channel can be block
diagonalized to reduce the computations for the GMD algo-
rithm. Let N,, be the length of the cyclic prefix sent before K
symbols. That is, the following symbols are transmitted in a
(K + N,)-long symbol period:

{SK—NP+17 SK—Np+2,---,5SK,80,51,--- ,SK}-

'

CP

At the receiver, the cyclic prefix part is discarded because it is
contaminated by the response of the previous block. In order
to prevent further contamination from the previous block, one
must choose N, > L. The input—output relation of the system
can be expressed as

X1 S1 Vi
X2 S92 Vo
= H(’ . +
XK SK VK,
Call this x, Call this s, Call this v,
where
Hy O 0 Hp H,
H, H, 0 0 :
. H, - . - H,
H. = . . .
H, - - 0
0 . . H, 0
: 0 H; H, H,
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Note that as long as N, > L, the input—output relation will
not be affected even if we choose a larger value for N,. This
is because the extra cyclic prefix will be discarded at the re-
ceiver as well. The input—output relation is reduced to a block
MIMO channel. The V-BLAST receiver and the corresponding
optimal precoder as in Sections III and IV can be applied. This
system is schematically shown in Fig. 8. By the same derivation
as in Sections III and IV, the coefficients of the LMMSE esti-
mators and the corresponding MSE-equalizing precoder can be
obtained by the following GMD:

H. _
(\/aIKM> N QCRCPI

where Q. and P, are unitary, and R, is an upper triangular
matrix with

(1/2K M)
R.(4,5) = (det(HIHC + (IIKM))

fork=1,2,..., KM.

To reduce the computation for the SVD in the GMD algorithm,
one can take advantage of the block circulant structure of the
matrix H.. Because of the block circulant property, the matrix
H. can be block-diagonalized by

(Wr ®@Iy)H. (W ® IM)]i = iﬁag{ﬂh H,,... ,ﬁK};

[\ J [\

Call this &) Call this Hy

Call this <I>(KM)Jr

where Wk is the K x K DFT matrix defined as

Wic(n,m) = —ei(2r/K)(n=1)(m=1)

; = ,
forn,m=1,2,..., K,

| L
and Hy, = — ST H, ¢~/ K)(k=1)n
TR

fork=1,2,..., K.

By using the DFT matrices, we can block-diagonalize the matrix

as
N M
()= (s
Volgar Vol
(5 (A
0 T \/aIKZ\/[

M
y <<I>§( )0 )
0 Trgwm
= <‘I’gﬁ 0 >1‘[
0 I

~
Unitary

o o >
w M., [ (2K
¢ ( 0 1579 7s ’

~

(32)

~

~~

Unitary

where

H,.; =diag{H,1,Hgo, ...
H,
H,. = '
r <\/a1M>

7HOLK}
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Fig. 8. Precoded CP V-BLAST system for the frequency-selective MIMO channels.

and II is a permutation matrix chosen so that H,4 is block diag-
onal. After the block diagonalization, the SVD of the block-di-
agonal matrix H,4 can be obtained by computing the SVD of
the diagonal submatrices H,x, £ = 1,2, ..., K which is much
easier to compute because of the smaller size. Substituting the
SVD of H,4 into (32), the SVD of the original matrix is ob-
tained. By block diagonalizing the matrix using DFT and the
permutation, the complexity for the SVD in the GMD algorithm
[11] can be greatly reduced. By similar derivation as for (6), the
LMMSE estimator of the kth element of s,, can be expressed as
kal(,k), where

KM
xz()k):xp— Z H.(:,m)sp(m)
m=k-+1

fi = (Ro(k, k))"1(Qe(1 : KN, k)T

By similar derivation as for (7), the MSE corresponding to the
kth symbol can be expressed as

2
By (k) = x| = (Ro(k, k)~

—(1/M)
= det (HiHC n aIKM> .

By the same argument as in Section IV-D, the symbol MSE
can be further minimized by the power-loading precoder. The
resulting MSE is

—(1/K M)
min

(det (FIHIHCFC + aIKM))
(1/KM)t,r(FCF,]L):1
To avoid the large amounts of computation spent in the SVD,
we take advantage of the structure of the equivalent block
channel matrix. By using CP, the channel matrix has been
converted into a block circulant matrix H... Then, the circulant
channel matrix has been further block-diagonalized by DFT
and IDFT matrices. After the block diagonalization, we can
use some permutations so that the corresponding matrix to be
decomposed in (31) is also block diagonal. The SVD required
in the GMD algorithm can thus be computed by performing
the SVD on each diagonal submatrix independently. Since
the sizes of the diagonal submatrices are much smaller, the
complexity to compute these SVDs is small. The original SVD
requires O(NM?K?3) floating point operations but now the
block-diagonalized SVD requires only O(NM?K) [20]. By
the low complexity of DFT matrices and the SVD of the diag-
onal submatrices, the complexity can thus be greatly reduced.

C. Precoded OFDM V-BLAST for Frequency-Selective MIMO
Channels

If the IDFT matrices @g/fﬁ and the DFT matrices @%\7) are
used in the transmitter and the receiver, the system with CP be-
comes an MIMO OFDM system. Then the input—output relation
of the system becomes

@%V)xp = @%\T)Hcég/[ﬁ sp + @%\T)vp
———— ——

H, Call this V,

It can be viewed as a block MIMO channel. Furthermore,
E'VPV;[ = Iy because Q%V) is unitary. Therefore, the pre-
coded V-BLAST system can be obtained by the following
GMD:

Hd _ .i-
(aIK]\rI> - QdePd

where Qg and P4 are unitary and R is an upper triangular ma-
trix with the same diagonal elements. From the second equality

in (32), H, H, are similar matrices. This
alg alg

implies that R.(k,k) = Rq(k,k) for k = 1,2,..., KM
and the precoded OFDM V-BLAST system and precoded
CP V-BLAST system have the same performance. These two
systems can be viewed as equivalent, because the precoded CP
V-BLAST system has already multiplied the IDFT and DFT
matrices in the precoder and the LMMSE estimators. There
are no benefits implementing the DFT and IDFT matrices
separately from the precoder and the LMMSE estimators.
Therefore, we restrict attention to consider the precoded CP
V-BLAST system in this paper.

and

D. Asymptotic Capacity Losslessness of Precoded CP V-blast

In Section IV-E, we have discussed the capacity of the UCD
system for block MIMO channel and mentioned that it is iden-
tical to the capacity of the MIMO channel. In this section, we
derive the capacity of the precoded CP V-BLAST system based
on the results in Section IV-E. Substituting the equivalent block
channel H. into (22), the capacity of the precoded OFDM
V-BLAST system per channel use can be expressed as

1
Cop =
P K+N,
max log det (HCRIHI + IKN)
(1/KM)tr(Ro)=(1/a)
o
~ K+N,

X max log det (HdRIHZ + IKN) .
(1/KM)tr(R.,)=(1/a)
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Since H, is block diagonal, the solution of R is also block
diagonal because the off block-diagonal elements can only de-
crease the determinant. Letting R, = diag{R1,Ro,..., Rk},
the capacity can be further expressed as

K
= . R
Cop = Irﬁa;x;bg det (HlRlHi + IN) RN

1 1
subject to fZavi ;tr(Ri) =

{H,} are the DFT coefficients of the channel H(z). They can
be expressed as H; = H(e/(C7/E)=D)) fori = 1,2,..., K.
Substituting this into the above equation and taking K — oo,
the capacity becomes

lim C
K—o0 P

1
= III{I(E?)(/O log det (H(ej%f)R(f)HT(ej%f) + IN) df

subject to (%) /0 (RO = (é)

This is equal to the capacity of the frequency-selective MIMO
channel [18], [19]. That is, limg_,oc Ccp = Cisi-mimo» Where
Cisi—mimo 18 the capacity of the frequency-selective MIMO
channel. We have shown that the precoded CP V-BLAST
system is asymptotically capacity lossless. That is, in the
precoded CP V-BLAST system, the sum of the capacity of
the equalized SISO channels approaches the capacity of the
frequency-selective MIMO channel when the DFT size K is
increased.

VII. NUMERICAL EXAMPLES

In this section, the BER performances of the MIMO systems
for the frequency-selective channels are compared under dif-
ferent SNR. The SNR is 1/« as defined in (1). For the systems
with cyclic prefixing, the SNR is defined as ((K + N,)/K)/«a
in order to include the power spent by the cyclic prefix. The fre-
quency-selective channel matrix used in the simulations is 2 X 2
with order L = 3. The real and imaginary parts of the channel
coefficients are generated as i.i.d. Gaussian random variables
with zero mean and variance 0.5. The real and imaginary parts
of the channel noise are also generated as i.i.d. Gaussian random
variables with zero mean and variance 0.5. Therefore, the com-
plex Gaussian random variable has a unit variance as described
in the beginning of Section III. We assume the transmitter and
receiver have perfect channel information and the statistics of
the channel noise. The simulation is performed by averaging
among many different channel and noise realizations.

A. Comparison Based on Precoders

Fig. 9 shows the BER performances of the FIR V-BLAST
system described in Section V, the redundant V-BLAST sys-
tems described in Section VI, and their precoded versions, in-
cluding the MSE-equalizing precoder and the powerloading pre-
coder. The following eight systems are compared.

1) FIR-V-BLAST. This system uses FIR MMSE DFE de-

scribed in Section V with an FIR order d = 2 and decision
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Fig. 9. Comparison of the BER performances of systems with different pre-
coding methods.

delay A = 1. We select this A by manually testing the
position of the decision delay. Since the channel order L
is 3 and the FIR order d is 2, it is reasonable to choose
A =1 in order to capture most of the symbol energy into
the FIR filter. This system was proposed in [12] and [13].

2) FIR-V-BLAST-EQ. This system is the FIR-V-BLAST
system with the MSE-equalizing precoder.

3) FIR-V-BLAST-EQ-NO-PROP. The same as FIR-V-
BLAST-EQ. However, the correct symbols are fedback
so that there is no error propagation. This system is not
realistic practically. It is only used as a theoretical bound.

4) CP-V-BLAST. This system uses cyclic prefix (CP) between
blocks with length IV, = 3 and block size K = 16. The
block V-BLAST is used at the receiver to decode the sym-
bols as described in Section VI.

5) CP-V-BLAST-EQ. This system is the CP-V-BLAST
system with the MSE-equalizing precoder.

6) CP-V-BLAST-EQ-PL. This system is the CP-V-BLAST
system with both the MSE-equalizing precoder and the
power-loading precoder.

7) ZP-V-BLAST. This system uses zero padding (ZP) between
blocks with length IV, = 3 and block size K = 16. The
block V-BLAST system is used at the receiver to decode
the symbols as described in Section VI.

8) ZP-V-BLAST-EQ. This system is the ZP-V-BLAST system
with the MSE-equalizing precoder.

9) ZP-V-BLAST-EQ-PL. This system is the ZP-V-BLAST
system with both the MSE-equalizing precoder and the
power-loading precoder.

All eight systems use QPSK symbols.

Because of the introduction of redundancy, the bit rate is re-
duced to K /(K + N, ) times the bit rate of the system without
redundancy. In our example, the bit rate in the CP and ZP sys-
tems is 16/19 times the bit rate of the system without redun-
dancy. The performances of the FIR-based systems (without re-
dundancy) are not as good as the CP and ZP systems. This is
because they suffer from endless error propagations.
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A natural question that arises here is whether the redundancy
introduced by the CP and ZP systems can be replaced with
channel coding in order to obtain the same or better perfor-
mance. We now address this question.

The error propagations can be reduced by introducing the
channel coding. To compare them in a fair manner, one can
modify the FIR-based system by introducing channel coding
with the same amount of redundancy as was used in the CP-
and ZP-based systems. In our experiment, rate 4/5 maximum
free-distance convolutional code was applied to the FIR sys-
tems because 4/5 is very close to 16/19. The free distance dgce
of such a code is 3 [24]. The corresponding coding gain can be
expressed as [24]

v = 101log;o(diree) =~ 4.77 dB.

In Fig. 9, the difference between CP-V-BLAST-EQ and FIR-V-
BLAST-EQ-NO-PROP is about 6 dB which is greater than the
coding gain of 4.77 dB. Therefore, even without error propaga-
tions, the FIR-V-BLAST-EQ system with the rate 4/5 channel
code still has a worse performance than the CP-V-BLAST-EQ
system. This shows that at least in these examples, with the same
amount of redundancy, the CP- and ZP-based precoded systems
have better performances than the FIR-based precoded systems
with channel coding.

The CP-based systems send cyclic prefixes in the transmitter.
They consume more power than zero padding. Thus, the perfor-
mances of the CP-based systems are slightly worse than that of
the ZP-based systems. The MSE-equalizing precoder improves
all of the three types of systems considerably. However, there
are only slight improvements when the power-loading precoders
are further used. This suggests that the power-loading precoder
can be ignored when implementing the precoded V-BLAST sys-
tems. The theoretical reason for this is not clear at this time. Our
conjecture is that bit loading and the MSE-equalizing precoder
have already exploited the eigenmode variations in the channel.

B. Comparison Based on the Bit-Loading Methods

To compare the systems which have channel information
available at the transmitter, we first compare some systems
with their optimal bit-loading versions. Fig. 10 shows four
different MIMO systems for frequency-selective channels and
their optimal bitloaded version. The following eight systems
are compared.

1) OFDM-LE. The frequency-selective MIMO channel is
converted into K parallel block channels by OFDM with
the DFT size K = 16 and the CP length N,, = 3. Each
block channel matrix is equalized by an MMSE linear
equalizer separately. QPSK symbols are transmitted.

2) OFDM-LE-BL. This system is the OFDM-LE system with
optimal bit loading while fixing the bit-transmission rate.

3) OFDM-V-BLAST. The frequency-selective MIMO channel
is converted into K parallel block channels by OFDM with
the DFT size K = 16 and the CP length N,, = 3. Each
block channel is equalized by the V-BLAST decoder sep-
arately. QPSK symbols are transmitted.
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Fig. 10. Comparison of the BER performances of systems with different bit-
loading methods.

4) OFDM-V-BLAST-BL. This system is the
OFDM-V-BLAST system with optimal bit loading while
fixing the bit transmission rate.

5) OFDM-SVD. The frequency-selective MIMO channel is
converted into K parallel block channels by OFDM with
the DFT size K = 16 and the CP length N,, = 3. Each
block channel is further converted into M scalar channels
by SVD. The scalar MMSE equalizers are used in all of the
K M scalar channels separately.

6) OFDM-SVD-BL. This system is the OFDM-SVD system
with optimal bit loading while fixing the bit transmission
rate.

7) FIR-V-BLAST. Similar to Section VII-A (1).

8) FIR-V-BLAST-BL. This system is the FIR-V-BLAST
system with optimal bit loading while fixing the bit trans-
mission rate.

Bit loading improves the BER performances a lot especially
in the SVD-based systems. The OFDM-SVD-BL system has the
best BER performance among all optimal bit-loaded systems.
Among the systems without channel information used in the
transmitter, the FIR-V-BLAST has the best performance. How-
ever, it has a relatively small improvement when bit loading is
used. The FIR-V-BLAST-BL system has the worst BER perfor-
mance among the systems with bit loading. Among the OFDM-
based systems, the SVD-based systems are generally better than
others.

C. Comparison of the Systems With Channel Information Used
in the Transmitter

We now compare all of the systems using the channel infor-
mation in the transmitters. These systems employ the best strate-
gies at both the transmitter and receiver. Fig. 11 shows the BER
performances of the following seven systems.

1) OFDM-SVD-BL-PL. This system is the OFDM-SVD-BL
system in Section VII-B (6) with the power-loading pre-
coder. This system was proposed in [16].

2) OFDM-LE-BL. Same as Section VII-B (2).

3) OFDM-V-BLAST-BL. Same as Section VII-B (5).
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Fig. 11. Comparison of the BER performances of systems with channel infor-
mation used in the transmitter.

4) FIR-V-BLAST-BL. Same as Section VII-B (8).

5) FIR-V-BLAST-EQ. Same as Section VII-A (2).

6) CP-V-BLAST-EQ-PL. Same as Section VII-A (6).

7) ZP-V-BLAST-EQ-PL. Same as Section VII-A (8).

The ZP-V-BLAST-EQ-PL system has the best BER perfor-
mance among all of these systems. The CP-V-BLAST-EQ-PL
system has the second best BER performance because it sends
CP which consumes more power than ZP. This difference will
be small when the large discrete Fourier transform (DFT) size
K is used. Also, the CP-based system has the fast algorithm
for computing the MSE-equalizing precoder as described in
Section VI-B. From the comparison in Section VII-A, we
know that the gain from the power-loading precoder is slight.
Therefore, we believe that the CP-V-BLAST-EQ system is a
good candidate for the MIMO transceiver for frequency-selec-
tive channels when the channel information is available at the
transmitter. The OFDM-SVD-BL-PL has the best performance
among all of the bit-loading-based systems. However, it uses
about 1 dB more energy than the CP-V-BLAST-EQ-PL system
when transmitting symbols with a BER of less than 1075, This
gain comes from the fact that the MSE-equalizing precoder
has better BER performance than the bit-loading method as we
pointed out in Section I'V-B.

D. Comparison of the Systems With Inaccurate Channel
Information Used in the Transmitter and the Receiver

In the previous examples, we assume that the channel state
information (CSI) is perfectly known at the transmitter and the
receiver. However, the channel information can only be esti-
mated in the receiver and fed back to the transmitter. There al-
ways exists a certain amount of estimation error in the CSI. For
time-varying channels, the estimation error can be even larger
because of the delay caused by the feedback of the CSI. By the
time the CSI arrives at the transmitter, the channel might have
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Fig. 12. Comparison of the BER performances with inaccurate channel infor-
mation.

changed. Fig. 12 shows a BER comparison of the seven sys-
tems compared in Section VII-C with inaccurate channel infor-
mation used in both the transmitter and the receiver. The inac-
curate channel matrix used in these transceivers is modeled by

L

Ha(z) =Y (Hi + Valy)z "

k=0

where Hy, is the impulse response defined in (23), « is the
noise-to-signal ratio defined in (1), and the real part and imagi-
nary part of A(i,5) are i.i.d. Gaussian random variables with
zero mean and variance 0.5 for all 7, j, and k. Comparing Fig. 12
to Fig. 11, we see that both the OFDM-SVD-BL-PL system
and the OFDM-V-BLAST-BL system have less performance
degradation than the CP-V-BLAST-EQ-PL system. This
shows that the transceivers with the MSE-equalizing precoder
are more sensitive to inaccurate CSI than the transceivers with
bit loading. However, for the FIR-based systems, the difference
in sensitivity is slight. The CP-based system is more sensitive
to inaccurate CSI than the ZP-based system.

VIII. CONCLUSION

We have extended the UCD system proposed in [4] and
[6] to the case of frequency-selective MIMO channels by the
FIR and the redundant types of transceivers. These proposed
transceivers convert the frequency-selective MIMO channels
into multiple identical parallel scalar channels. Simple constel-
lations, such as QPSK, can be used in these systems. Examples
of these systems and the existing systems based on optimal
bit loading are compared. Among these proposed systems, the
CP-based V-BLAST system with the MSE-equalizing precoder
described in Section VI-B has a fast algorithm for computing
the MSE-equalizing precoder and the numerical simulations
also show that this system has very good performance compared
to the existing SVD-based system with optimal bit loading. We
believe that the CP-based precoded V-BLAST system is a good
candidate for the transceiver for MIMO frequency-selective
channels when the channel information is available at the
transmitter.



3404

REFERENCES

[1] B. Hassibi, “An efficient square-root algorithm for BLAST,” Proc. IC-
CASP, vol. 2, pp. I1737-11740, Jun. 1999.

[2] Y. Jiang and J. Li, “Uniform channel decomposition for MIMO com-
munications,” in Proc. 38th IEEE Asilomar Conf. Signals, Systems, and
Computers, Nov. 2004, pp. 856-860.

[3] Y.Jiang, J. Li, and W. W. Hager, “Joint transceiver design for MIMO
communications using geometric mean decomposition,” IEEE Trans.
Signal Process., vol. 53, no. 10, pp. 3791-3803, Oct. 2005.

[4] ——, “Uniform channel decomposition for MIMO communications,”
IEEE Trans. Signal Process., vol. 53, no. 11, pp. 4283-4294, Nov.
2005.

[5] L. Yang,J.Li, and Y. Jiang, “Capacity-approacing transeiver design for
asymmetric UWB links,” presented at the 39th IEEE Asilomar Conf.
on Signals, Systems, and Computers, Nov. 2005.

[6] F.Xu, T.N. Davidson, J. K. Zhang, S. S. Chan, and K. M. Wong, “De-
sign of block transceivers with decision feedback detection,” in [EEE
Trans. Signal Process., Mar. 2006, vol. 54, no. 3, pp. 965-978.

[7] ——, “Design of block transceivers with MMSE decision feedback
detection,” Proc. ICASSP, pp. 1109-1112, Mar. 2005.

[8] J. K. Zhang, A. Kavcic, and K. M. Wong, “Equal-diagonal QR decom-

position and its application to precoder design for successive-cancella-

tion detection,” IEEE Trans. Inf. Theory, vol. 51, no. 1, pp. 154-172,

Jan. 2005.

J. K. Zhang, T. N. Davidson, and K. M. Wong, “Uniform decomposi-

tion of mutual information using MMSE decision feedback detection,”

Proc. ISIT, pp. 714-718, Sep. 2005.

[10] P. W. Wolniansky, G. J. Foschini, G. D. Golden, and R. A. Valenzela,
“V-BLAST: An architecture for realizing very high data rates over the
rich-scattering channel,” in Proc. Int. Symp. Signals, Systems and Elec-
tronics, 1998, pp. 295-300.

[11] Y. Jiang, W. W. Hager, and J. Li, “The geometric mean decomposi-
tion and generalized triangular decomposition,” presented at the SIAM
Annu. Meeting, Portland, OR, Jul. 16, 2004.

[12] N. Al-Dhahir and A. H. Sayed, “The finite-length multi-input multi-
output MMSE-DFE,” IEEE Trans. Signal Process., vol. 48, no. 10, pp.
2921-2936, Oct. 2000.

[13] A. Voulgarelis, M. Joham, and W. Utschick, “Space-time equalization
based on V-BLAST and DFE for frequency selective MIMO channels,”
Proc. ICASSP, vol. 4, pp. IV-381, Apr. 2003.

[14] G.L.Stuber,J.R. Barry, S. W. McLaughlin, S. W. Ye Li, M. A. Ingram,
and T. G. Pratt, “Broadband MIMO-OFDM wireless communications,”
Proc. IEEE, vol. 92, no. 2, pp. 271-294, Feb. 2004.

[15] D. Palomar, J. Cioffi, and M. Lagunas, “Joint Tx-Rx beamforming
design for multicarrier MIMO channels: A unified framework for
convex optimization,” IEEE Trans. Signal Process., vol. 51, no. 9, pp.
2381-2401, Sep. 2003.

[16] D.Palomar and S. Barbarossa, “Designing MIMO communication sys-
tems: Constellation choice and linear transceiver design,” IEEE Trans.
Signal Process., vol. 53, no. 10, pt. 1, pp. 3804-3818, Oct. 2005.

[17] D. N. C. Tse, P. Viswanath, and L. Zheng, “Diversity-multiplexing
tradeoff in multiple-access channels,” IEEE Trans. Inf. Theory., vol.
50, no. 9, pp. 1859-1874, Sep. 2004.

[18] E. Telatar, “Capacity of multi-antenna Gaussian channels,” Eur. Trans.
Telecommun., vol. 10, no. 6, pp. 585-595, Nov. 1999.

[19] T.M. Cover andJ. A. Thomas, Elements of Information Theory. New
York: Wiley, 1991.

[20] G. H. Golub and C. F. Van Loan, Matrix Computations.
MBD: Johns Hopkins Univ., 1996.

[21] J. R. Schott, Matrix Analysis for Statistics. New York: Wiley, 1996.

[22] R. A. Horn and C. R. Johnson, Matrix Analysis. Cambridge, U.K.:
Cambridge University Press, 1985.

[23] S. Haykin, Communication Systems.

[24] J. G. Proakis, Digital Communicatins.
2001.

[9

—

Baltimore,

New York: Wiley, 2001.
New York: McGraw-Hill,

IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 55, NO. 7, JULY 2007

Chun-yang Chen (S’05) was born in Taipei, Taiwan,
R.O.C., on November 22, 1977. He received the
B.S. and M.S. degrees in electrical engineering and
communication engineering from National Taiwan
University (NTU), Taipei, in 2000 and 2002, respec-
tively, and is currently pursuing the Ph.D. degree in
electrical engineering in the field of digital signal
processing at California Institute of Technology,
Pasadena.

His interests include signal processing in MIMO
communications, ultra-wideband communications,
and radar applications.

P. P. Vaidyanathan (S’80-M’83-SM’88-F’91)
was born in Calcutta, India, on October 16, 1954.
He received the B.Sc. (Hons.) degree in physics and
the B.Tech. and M.Tech. degrees in radiophysics and
electronics from the University of Calcutta, Calcutta,
India, in 1974, 1977, and 1979, respectively, and the
Ph.D. degree in electrical and computer engineering
from the University of California at Santa Barbara
in 1982.

He was a Postdoctoral Fellow at the University of
California at Santa Barbara from 1982 to 1983. In
1983, he joined the Electrical Engineering Department of the California Insti-
tute of Technology, Pasadena, as an Assistant Professor, and since 1993 has
been Professor of Electrical Engineering. His main research interests are digital
signal processing, multirate systems, wavelet transforms, and signal processing
for digital communications.

Dr. Vaidyanathan served as Vice-Chairman of the Technical Program com-
mittee for the 1983 IEEE International symposium on Circuits and Systems,
and as the Technical Program Chairman for the 1992 IEEE International Sym-
posium on Circuits and Systems. He was an Associate Editor for the IEEE
TRANSACTIONS ON CIRCUITS AND SYSTEMS from 1985 to 1987, and is currently
an Associate Editor for IEEE SIGNAL PROCESSING LETTERS, and a Consulting
Editor for the journal Applied and Computational Harmonic Analysis. He has
been a Guest Editor in 1998 for a special issues of the IEEE TRANSACTIONS ON
SIGNAL PROCESSING and the IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS
11, on the topics of filter banks, wavelets, and subband coders. He has authored
a number of papers in IEEE journals, and is the author of the book Multirate
Systems and Filter Banks. He has written several chapters for various signal pro-
cessing handbooks. He was a recepient of the award for excellence in teaching
at the California Institute of Technology for the years 1983-1984, 1992-1993,
and 1993-1994. He also received the National Science Foundation’s Presiden-
tial Young Investigator Award in 1986. In 1989, he received the IEEE ASSP
Senior Award for his paper on multirate perfect-reconstruction filter banks. In
1990, he was recepient of the S. K. Mitra Memorial Award from the Institute
of Electronics and Telecommuncations Engineers, India, for his joint paper in
the IETE Journal. He was also the coauthor of a paper on linear-phase perfect
reconstruction filter banks in the IEEE TRANSACTIONS ON SIGNAL PROCESSING,
for which the first author (T. Nguyen) received the Young Outstanding Author
Award in 1993. He received the 1995 F. E. Terman Award of the American
Society for Engineering Education, sponsored by Hewlett Packard Co., for his
contributions to engineering education, especially the book Multirate Systems
and Filter Banks (Prentice-Hall, 1993). He has given several plenary talks in-
cluding at the SAMPTA’01, EUSIPCO’98, SPCOM’95, and ASILOMAR’88
Conferences on signal processing. He has been chosen a Distinguished Lec-
turer for the IEEE Signal Processing Society for the year 1996-1997. In 1999,
he was chosen to receive the IEEE Circuits and Systems Society’s Golden Ju-
bilee Medal. He is a recipient of the IEEE Signal Processing Society’s Technical
Achievement Award for 2002.



