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Abstract—Parsimonious parametric models for nonstationary
random processes are useful in many applications. Here, we
consider a nonstationary extension of the classical autoregressive
moving-average (ARMA) model that we term the time-frequency
autoregressive moving-average (TFARMA) model. This model uses
frequency shifts in addition to time shifts (delays) for modeling
nonstationary process dynamics. The TFARMA model and its spe-
cial cases, the TFAR and TFMA models, are shown to be specific
types of time-varying ARMA (AR, MA) models. They are attrac-
tive because of their parsimony for underspread processes, that is,
nonstationary processes with a limited time-frequency correlation
structure. We develop computationally efficient order-recursive
estimators for the TFARMA, TFAR, and TFMA model parameters
which are based on linear time-frequency Yule—~Walker equations
or on a new time-frequency cepstrum. Simulation results demon-
strate that the proposed parameter estimators outperform existing
estimators for time-varying ARMA (AR, MA) models with respect
to accuracy and/or numerical efficiency. An application to the
time-varying spectral analysis of a natural signal is also discussed.

Index Terms—Cepstrum, nonstationary processes, para-
metric modeling, time-frequency analysis, time-varying ARMA
(TVARMA) models, time-varying spectral estimation, time-
varying systems, TVARMA, Yule-Walker equations.

I. INTRODUCTION

ONSTATIONARY random processes provide an appro-

priate mathematical framework for signals arising in
speech and audio, communications, image processing, com-
puter vision, biomedical engineering, machine monitoring, and
many other application fields. Because the statistics of non-
stationary random processes depend on time (or space), they
are more difficult to describe than the statistics of stationary
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processes. A parametric second-order description that is par-
simonious in that it captures the time-varying second-order
statistics by a small number of parameters is hence of par-
ticular interest. Here, we propose the use of frequency shifts
in addition to time shifts (delays) for modeling nonstationary
process dynamics in a physically intuitive way. The resulting
parametric models are shown to be equivalent to specific types
of time-varying ARMA (TVAR, TVMA) models. They are
parsimonious for nonstationary processes with small high-lag
temporal and spectral correlations (underspread processes),
which are frequently encountered in applications. We also pro-
pose efficient order-recursive techniques for model parameter
estimation that outperform existing estimators for time-varying
ARMA (TVAR, TVMA) models with respect to accuracy
and/or complexity.

A. Previous Work

Time-varying autoregressive moving-average (TVARMA)
models generalize the successful time-invariant ARMA
models [5], [6] to nonstationary environments [7]-[12]. Con-
sider a zero-mean nonstationary process z[n] defined for
n=20,1,..., N — 1. The TVARMA model of AR order Mx

and MA é)rder Mg is given by

]\’[A ]\’[B
x[n] = — Z am[n]z[n —m] + Z bm[n] e[n — m],
m=1 m=0
n=01,...,N=1 (1)

where a,[n] and b,,[n] are the time-varying parameters of the
TVAR and TVMA part, respectively, and e[n] is stationary white
noise with variance 1 (the innovations process).

The TVMA and TVAR models are obtained as special cases
for Ms = 0 and Mp = 0, respectively.

The TVARMA model uses different AR model parameters
am[n] and different MA model parameters b,, [n] at each time
instant n, and thus the total number of model parameters is as
high as N(Ms + Mg + 1). Much better parsimony can be
achieved by imposing a finite-order basis expansion of the pa-
rameter functions, i.e.,

amn] = g filn], bln] =D by filn],
=0 =0

n=01,....N—1 (2)

where {fi[n]}i=1,.. . max{L.,L,} 13 @ predefined set of basis

functions [7]-[9], [13]-[19]. The time-varying parameter
functions a,,[n], b,,[n] are described by Ma(La + 1) +
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(Mg + 1)(Lp + 1) expansion coefficients a, i, by, that do
not depend on time. We will term the resulting TVARMA
model a B-TVARMA model. The basis expansion restricts the
temporal evolution of a,[n], b, [n] by a subspace constraint.
Various types of basis functions have been used, such as poly-
nomials [9], complex exponentials [7], [15], [18], and cosine
functions [20].

A central problem is the estimation of the (B-)TVARMA
model parameters a,[n],bm,[n] or am g, by, from one or
several realizations of the process z[n]. For B-TVAR models,
an estimator based on vector-Yule—Walker equations was
proposed in [8]; its complexity is O(M3L3) [15]. The
vector-Yule-Walker equations involve quadratic terms of the
basis functions f;[n] and do not generally admit an easy inter-
pretation in terms of the signal statistics. Also, estimation of the
time-varying innovations variance b3[n] is problematic [21].
For B-TVARMA models, the B-TVAR part can be estimated
by extended vector-Yule—Walker methods; the B-TVMA part
can then be estimated by fitting a long intermediate B-TVAR
model and performing an inverse filtering to estimate the
innovations process e[n] and turn the nonlinear problem into
a linear one [7]. A method for simultaneous estimation of
the B-TVMA and B-TVAR parts (without inverse filtering)
has been proposed in [21]; this method has been adapted to
time-frequency ARMA parameter estimation in [4]. Subspace
methods for B-TVMA estimation use a numerically costly
eigenvalue or singular value decomposition of a matrix of
size MgLg x MgLy [20], [22]. B-TVMA models have
been applied to time-varying channel modeling, estimation,
and equalization [22]-[26]. Maximum-likelihood, lattice, and
Schur decomposition methods for B-TVMA estimation [14] are
also quite complex. Cepstral methods for TVARMA estimation
have been discussed in [27].

B. Main Contributions and Structure of This Paper

In this paper, we consider a special class of TVARMA
models that we term time-frequency ARMA (TFARMA ) models.
Extending time-invariant ARMA models, which capture tem-
poral dynamics and correlations by representing a process as
a weighted sum of time-shifted (delayed) signal components,
TFARMA models additionally use frequency shifts to capture
a process’ nonstationarity and spectral correlations. The lags of
the time-frequency (TF) shifts used in the TFARMA model are
assumed to be small. This results in nonstationary processes
with small high-lag temporal and spectral correlations or, equiv-
alently, with a temporal correlation length that is much smaller
than the duration over which the time-varying second-order sta-
tistics are approximately constant. Such underspread processes
[28], [29] are encountered in many applications.

We will demonstrate that TFARMA models are a TF-sym-
metric reformulation of B-TVARMA models using a Fourier
(complex exponential) basis [7], [15]. The underspread as-
sumption used in this paper results in parsimony, and it will
be shown to allow an “underspread approximation” that leads
to new, computationally efficient parameter estimators. We
present two types of TFAR and TFMA estimators—based
on linear TF Yule—Walker equations and on a new TF cep-
strum—and we show how these estimators can be combined
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to obtain TFARMA parameter estimators. In particular, TFAR
parameter estimation can be accomplished via underspread TF
Yule—Walker equations with Toeplitz/block-Toeplitz structure
that can be solved efficiently by means of the Wax—Kailath al-
gorithm [30]. Simulation results demonstrate that our methods
outperform existing TVAR, TVMA, and TVARMA parameter
estimators with respect to accuracy and/or complexity. For
processes that are not underspread (called “overspread” [28],
[29]), the models discussed here will not be parsimonious and
those estimators that involve an underspread approximation
must be expected to exhibit poor performance.

TFARMA models are physically meaningful due to their def-
inition in terms of delays and frequency (Doppler) shifts. This
delay-Doppler formulation is also convenient since the non-
parametric estimator of the process’ second-order statistics that
is required for all parametric estimators can be designed and
controlled more easily in the delay-Doppler domain. Further-
more, TFARMA models are formulated in a discrete-time, dis-
crete-frequency framework that allows the use of efficient fast
Fourier transform (FFT) algorithms. They can be applied in a va-
riety of signal processing tasks, such as time-varying spectral es-
timation (cf. [17]), time-varying prediction (cf. [1], [7], [15], and
[31]), time-varying system approximation [4], prewhitening of
nonstationary processes, and nonstationary feature extraction.

This paper is organized as follows. In Section II, we review
for later use some TF representations of linear time-varying
(LTV) systems and nonstationary random processes. Novel
complex TF cepstra (CTFC) of LTV systems and nonstationary
random processes are introduced in Section III. In Sections IV
and V, we present the TFMA model and the TFAR model,
respectively, and we propose associated parameter estimators.
In Section VI, we combine the TFMA and TFAR models
into the TFARMA model and extend our TFMA and TFAR
parameter estimators to the TFARMA case. Sections IV-VI
also present simulation results that compare the performance
and complexity of the proposed methods with that of existing
methods. In Section VII, we apply our models and parameter
estimators to the time-varying spectral analysis of a bat echolo-
cation signal.

II. TIME-FREQUENCY FUNDAMENTALS

The basic signal transformations underlying our models are
the time shifts (T x)[n] = x[n—m] and frequency shifts (mod-
ulations) (M'z)[n] = /27"/Ng[n]. We assume our signals
x[n] to be complex (e.g., the complex representation of a real
bandpass signal) and periodic with period N, so T™ is actu-
ally a cyclic time shift operator (for simplicity of notation, we
avoid writing more explicitly (T™x)[n] = z[(n —m) mod NJ).
The cyclic/periodic time structure is a consequence of our dis-
crete-frequency framework, which allows efficient FFT-based
computations. We furthermore combine T™ and M! into the

Jjoint TF shift operator S, 2 MmiT™ acting as
(S )] = (M T™a)[n] = e/ "z — m]

where both shift indices m and [ are constrained to the range
[-N/2,N/2 —1].
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Next, we discuss some TF representations of LTV systems
and nonstationary processes that are based on the TF shift oper-
ator S,, ; and will be used later.

A. TF Characterization of LTV Systems

Consider a causal LTV system H that operates on dis-
crete-time, finite-length signals e[n] defined on the time
interval [0, N — 1] according to the input—output relation

(He)[n]

N/2-1
Z hin, m] (T™e)[n]

N/2-1
= Z hln,m]e[n —m], n=0,1,...,

m=0

x[n]

N - 1.

Here, h[n,m] denotes the time-varying impulse response of H
and the summation interval is [0, N/2 — 1] due to causality. The
spreading function (SF) of the LTV system H is defined as the
discrete Fourier transform (DFT) of h[n, m| with respect to n
[32], [33]:

Su[m, ]2 F hfn,m] =

It is (to within a factor of 1/N) the coefficient function in an
expansion of H into TF shift operators S, ;, i.e.,

N/2 1 N/2—1

Z > Sulm, S )

m=0 [=—N/2

The time-varying transfer function of H is defined as the DFT
of h[n,m] with respect to m [33], [34]:

N/2—-1

Z hln,m] e~/ F*

It is the symplectic two-dimensional (2-D) DFT of the SF, i.e.,

Zn [n7 k] é

[F hin,m] =

A [71; k] F F~ SH[m l]

m—kl—n

N/2 1 N/2-1

- < =Y Sulm i F e ()

m=0 [=—N/2

An LTV system is said to be underspread if it introduces TF
shifts with only small TF lags [33], [35], [36]. From (4), it fol-
lows that the SF of an underspread system is effectively zero
outside a small region about the origin of the delay-Doppler
plane ((m,!) plane). Furthermore, it follows from (5) that the
time-varying transfer function of an underspread system is a
smooth (lowpass) function.

B. TF Characterization of Nonstationary Random Processes

Next, consider a nonstationary random process z[n] with cor-

relation function 7,[n, m]éé’ {z[n] z*[n — m]}, where £{-}
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denotes expectation (ensemble average). The expected ambi-
guity function (EAF) of the process z[n], denoted A,[m,l], is
defined as [28], [29]

Acfm ) £ E{{x.Spaa)} = F rofnom]  (©)

where (z, y)é Zgz_ol x[n] y*[n] is the inner product of two sig-
nals z[n] and y[n]. Comparison with (3) shows that the EAF
is the SF of the correlation operator R,., which is the operator
whose kernel (impulse response) is the correlation r,.[n, m|. The
value of A,.[m, (] ata given TF lag point (1, [) characterizes the
average statistical correlations of any two components of xz[n]
separated by time lag m and frequency lag [. A nonstationary
process x[n] is said to be underspread if its TF correlations are
effectively zero for larger time and frequency lags [28], [29].
The EAF then is effectively zero outside a small region about
the origin of the (m, [) plane.

A nonstationary process can be represented as the output of a
causal LTV system H,. (an innovations system) whose input is
stationary white noise e[n] with unit variance (the innovations
process) [37], i.e.,

N/2-1

Z hz[n/m] e[n - m]7

m=0

tfn] = (Hoe)[n] =

n=01,....N—1. (7

By inserting (7) into (6) and evaluating the expectation, the EAF
of z[n] is expressed as

N/2 1 N/2-1

1 S SN

m'=0 I'=—N/2

Az[m,l] =

xSgy [m" —m, 1 — l]eij%ﬂm(l*l,). 8)

The evolutionary spectrum is defined as [38], [39]

Goln, k]2 | Zua, [, K2, )

If H,, is underspread in the sense of Section II-A, then x[n]
is underspread as well, and the evolutionary spectrum can be
approximated by the 2-D DFT of the EAF [28], [29], i.e.,

Goln k]~ F  F~'Al[m,1]. (10)

m—k l—n

Conversely, if z[n] is underspread, one can always find an un-
derspread innovations system H,.. Let us assume that H,, is un-
derspread in the sense that the SF Syy_[m, [] is effectively zero
outside the rectangle [0, M] x [—L, L] with ML < N. Due to
(8), the EAF will then be effectively zero outside the extended
rectangle [— M, M| x [—2L, 2L]. Furthermore, in the EAF ex-
pression (8), the phase factor e~ 12mm(I=1)/N can then be ap-
proximated by 1 because

ax  le” iFFma-t) _ 1]

o
me[— M, M]
TM - 2L ML
in [ — 2 )| <dr—= < 1.
sm< N )‘_47rN < 1. (11)

1—1'e[—2L,2L]

=2
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Hence, the EAF of the underspread process x[n| is approxi-
mated as

which is the cyclic 2-D autocorrelation of Sy [m, ].

III. CoMPLEX TIME-FREQUENCY CEPSTRA

The cepstrum of a linear time-invariant system can be used
to develop a nonlinear parameter estimator for time-invariant
ARMA models [40]. The cepstral method has been generalized
to LTV systems and TV(AR)MA models in [27]. In this section,
we introduce novel TF cepstra that will be used later to develop
TFMA and TFARMA parameter estimators that improve on the
methods of [27] in terms of accuracy and complexity [2].

A. Complex TF Cepstrum of LTV Systems

Consider a causal and minimum-phase! LTV system H. We
define a time-varying transfer function of H in the complex
(u, z)-biplane as the following 2-D z-transform of the SF:

N/2 1 N/2-1

Z Z Sw[m, lulz=™.

m=0 |=—N/2

||l>

(12)

The function Zy(u, 2) is analytic for all u, z because of the finite
summation limits. We assume that Zy(u, z) # 0 in a region R
definedby 1—¢ < |u| < 1+eand1—e€ < |z| < 14 ¢ with some
positive constant ¢; this guarantees that log (Zy(u, 2)) is ana-
lytic in R. Note that the time-varying transfer function Zy[n, k]
in (5) is reobtained by sampling Z(u, z) on the unit bicircle,
ie., Zu[n, k] = Zy(e?? /N ei2mk/NY,

The complex TF cepstrum (CTEC) of the causal, minimum-
phase LTV system H, denoted as? Gy[m, I], is now defined im-
plicitly by setting

2|H

log (Zn(u, 2)

i i Gu[m, Julz=™. (13)

It can be shown that Gy[m, I] = 0 for m < 0 because H is min-
imum-phase, and that Gy[m, [] has infinite length with respect
to both m and [ but decays at least as 1/m and 1/ (cf. [41] for
the case of a time-invariant system).

For an approximate computation of the CTFC using DFTs,
we sample (13) on the unit bicircle, i.e., we set v = e/2™/N
and z = e/2™%/N 'We obtain

%i i S [m l]e 3% (km—nl)

log(Zu[n, k])
(14)

IAn LTV system will be termed minimum-phase if its SF Sy[m, ] is a min-
imum-phase (and, thus, causal) sequence in m for each I.

2In what follows, we will use the tilde ~ to indicate that a function is not

N -periodic.
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where Gy[m, ], termed the cyclic CTFC, is a periodized ver-
sion of the CTFC, i.e.,

Sulm, 1= Y Y Sulm+iN,l+i'N].

i=—o0 1/ =—00

15)

By inserting (5) into (14) and inverting the DFTs, we see that
the cyclic CTFC can be calculated as

Gulm,l]= F 'F log( F [FlSH[m',l']) .
k—m n—l m’'—k l'—n
(16)
If Gy[m, [] is sufficiently decayed for (m,l) & [-N/2,N/2 —

1]x[=N/2, N/2—1], the cyclic CTFC is effectively equal to the
CTFC, i.e., Gy[m,l] =~ Sy[m,!] for (m,l) € [-N/2,N/2 —
1] x [-N/2,N/2 — 1].

B. Complex TF Cepstrum of Nonstationary Processes
In an analogy to (14), we define the cyclic CTFC of a nonsta-

tionary process x[n], denoted as ,.[m, (], by

log(Ge[n, k)= F F'™Aum,I)

m—kl—n

a7

[cf. (9) and (10)]. By inserting (10) into (17) and inverting the
DFTs, it is seen that for an underspread process, 2,.[m, ] can
be calculated from the EAF A,[m, ] by an expression that is
analogous to (16):

A fm, |~ F L F log < F F A/, l’]) .(18)
k—m n—l m/—kl'—n
Taking the logarithm of (9), we obtain log(G.[n, k])
log(Zw, [n, k]) + log(Z};_[n, k]), which implies via (17) and
(14)
A, [m,l] = Gy, [m,l] + & [-m, —I]. (19)
This relation expresses the cyclic CTFC of the process x[n] in
terms of the cyclic CTFC of the innovations system H,, (cf. [41]
for the case of a time-invariant system). Since H, was assumed
to be a minimum-phase system, Syy_[m, [] vanishes for m < 0
and thus (19) implies

Sn, [m, 1], m >0
A [m, 1] =< 26y,[0,1], m=0 (20)
&y, [-m, 1], m <O.

1IV. TFMA MODELING AND PARAMETER ESTIMATION

In this and the next two sections, we present three different
parametric models and corresponding parameter estimation
methods for length-N nonstationary random processes z[n],
n =20,1,..., N — 1. These models are all based on the TF shift
operator Sy, ;. We first discuss the TF moving average (TFMA)
model. TFMA models are especially suited for processes whose
spectra exhibit deep time-varying nulls but no spectral peaks.
An example of a signal that is well suited to a representation by
a TFMA model is shown in Fig. 1.



4370

0 511 1023

0 511 1023

Fig. 1. Spectral analysis of a blood pressure signal (http://spib.rice.edu): (a)
time-domain signal, (b) smoothed pseudo-Wigner distribution [42], [43], and
(c) TFMA(4, 1) spectral estimate as defined by (25). Logarithmic gray-scale
representations are used in (b) and (c).

A. TFMA Model

We define the TFMA (Mg, Ly ) model [2] by the input—output
relation

L My s
x[n] = Z Z b 1(Sm.ie)[n]
m=0I]l=—Lg
Mp Lg
= Z Z bm’lej%l"e[n—m], n=0,1,...,N — 1.
m=0Il=—Lg

2y

Here, the innovations process ¢[n] is stationary white noise
with variance 1; Mp and Lp denote the temporal (delay)
and spectral (Doppler) model orders, respectively; and the
N[Bé(MB +1)(2Lg + 1) constants b,, ;,m = 0,..., Mg,l =
—Lp,...,Lg are the TFMA parameters. Fig. 2 depicts
the TFMA input—output relation (21) in the form z[n] =
M lL:B_LB b€’/ NYe[n — m]. This is a gener-
alized tapped delay line where the taps are in fact modula-
tion circuits. A different though mathematically equivalent
block diagram can be obtained by writing (21) as z[n] =

22 (e b ge[n — m])ed? /N For Ly = 0, a cyclic
version of the classical time-invariant MA model [5], [6] is
obtained as a special case of the TFMA model.

According to its definition in (21), the TFMA(Msz, L)
process x[n] is modeled as a linear combination of TF shifted
versions of the white noise e[n]. This is a special case of the
innovations system representation z[n] = (H,e)[n] in (7); the
innovations system H, is given by the causal, nonrecursive
LTV system

Mg Ly

B= Y Y buiSu 22)

m=0[l=—Lg
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cee—el T

e[n] o

M- 2

p&-—l bo,1

i : i
M-! M

Fig. 2. Block diagram of the TFMA (Mg, L) model. Unfilled arrows denote
multiplication by constants (model parameters b,, ;).

Comparing with (4), we see that the SF of B is given by

Nbyi, (m,l)eB

Salm. 1] = {0 elsewhere (23)

?

where Bé[O7MB] X [-Lp, Lg]. That is, the SF of B is zero
outside a rectangle about the origin, and the nonzero SF values
are (up to a factor) the TFMA parameters b,,, ;. For later conve-
nience, we define bm,léo for (m,l) ¢ B.

The TFMA model is easily seen to be a special case of the
B-TVMA model. Indeed, it is a special case of (1) and (2) with
M4 = 0 and the Fourier (complex exponential) basis { f;[n] =
eI /Ny, ;o Ly [7]. The time-varying MA parameters in
(1), (2) are given by

Ly
b[n] = Y bl ¥ (24)
l=—LB

This means that the functions b,,[n] are band-limited with
bandwidth Lg, resulting in a time variation that is smooth
but may still be rapid for sufficiently large Doppler order Lg.
The Fourier basis has the advantage that inner products can be
computed by FFT methods with a complexity of O(N log N)
(instead of O(N?)). The zero-delay parameter bg[n] can be
interpreted as a time-varying standard deviation of the inno-
vations and is hence constrained to be positive for all n; this
means that by ; is an autocorrelation function in /. Our formu-
lation in terms of TF shifts provides a new interpretation of
B-TVMA models, and it suggests the application of TF signal
representations and TF concepts (SF, time-varying transfer
function, EAF, underspread systems and processes) for efficient
estimation of the TFMA parameters b, ;. This will be worked
out in the rest of this section.

The EAF of a TFMA (Mg, Lp) process z[n] is obtained from
(21) and (6) as

MB LB
* —j2Em(-1
Afm I =N DY " by bl pge MO0
m’=01l'=—Lg
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Note that there are temporal correlations up to time lag =Mp
and spectral correlations up to frequency lag £2Lg. The evolu-
tionary spectrum (9) is given by (recall that H, = B)

2

Mg Ly
Geln, k] = | Zg[n, k]| = Z Z by 3 5F (1)
m=0Il=—Lg

(25)

B. TFMA Parameter Estimation Based on the CTFC Recursion

We now present a nonlinear method for estimating the TFMA
parameters b, ; from a realization of the process z[n]. This
method is based on the CTFC introduced in Section III and
assumes a minimum-phase innovations system B. Following
the approach for time-invariant ARMA estimation in [40], we
first derive a cepstral recursion for the by, ;’s that involves the
cyclic CTFC Gg[m, []. Subsequently, we express this recursion
in terms of an estimate of the cyclic CTFC A,.[m, [], in which
form it can be used for TFMA parameter estimation. The re-
sulting estimator is more accurate and less complex than the
method proposed in [27], due to the smaller number of param-
eters to be estimated (see Section IV-D). An alternative TFMA
parameter estimator involving a high-order intermediate TFAR
model will be presented in Section IV-C.

1) CTFC Recursion: We start by specializing the CTFC def-
inition (13) to the TFMA system B in (22), as follows:

Ms Lg 12>
log (Z Z bm,lulz_m> =N Z Z GB[m,l]ulz_m
m=01=—Lp m=0l=—o00

where (12) and (23) have been used. Differentiating this equa-
tion with respect to 2! yields

Mp Lp
Z Z mbm7lulz7m+1
m=1l=—Lg
— i i i m//éB[m// l//]
N m''=11"=—oc0 /
Mg Ly
X Z Z bml’l/ul/'i'l/lz_m/_m”'i'l.
m/=01'=—Lg

Using the index transformations [ =1 — " and m” = m —m/’
on the right-hand side, approximating Gg[m, [] by the cyclic
CTFC Gg[m, [] [cf. (15)], matching coefficients in u! and 2=,
and using the fact that &g[m, ] = 0 for —N/2 < m < 0, we
obtain the CTFC recursion

m—1

B m—m
Z Z bm:,l/GB[m — TTL/7 [ — ll]7
m

m/=01'=—Lg

m:L...,MB, l:—LB7...7

1
bm,l ~ N

Lp. (26)
Later, we will express this recursion in terms of 2,.[m, [].

2) Initialization: The above recursion allows an m-recursive
calculation of the TFMA parameters by, ;. It is initialized by
bo,;, which can be calculated as follows. The time-varying
MA parameters b,,[n] = le”_ Lo b, 1€ Fnlin (24) can
be factored as b,,[n] = bo[n]¥!,[n], where bo[n] > 0 is
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a time-varying amplitude and bi[n] = 1 (i.e., b/,[n] cor-
responds to a monic system B’). We then obtain for the
time-varying transfer function Zg|[n, k] = bg[n|Zg[n, k], with
Zm/[n, k] = Zﬁfio b, [n]e—727km/N Taking the logarithm
yields log(Zg[n, k]) = log(bo[n]) + log(Zm:[n, k]). Inserting
this relation into (14), we obtain the cyclic CTFC as

Gg[m,l] = 5[m]n[lillog(b0[n]) + Gg/[m,1]. 27
Because B was assumed minimum phase, B’ is minimum phase
as well. It can be shown that the CTFC of a monic minimum-
phase LTV system vanishes for m = 0, and thus &p/[0,]] =0
(cf. [41] for the case of a time-invariant system). Hence, (27)
evaluated for m = 0 becomes

Ggl0,l]= F llog(bo n])= F llog(Nl,[F “Yhor).
Solving for by ; finally yields the desired initialization of (26) as

bo; = ! F
o,l—N exp

n—l

[F—IGB[O,I’]> , l=—Lg,...,Lp.
l/'—n
(28)

3) TFMA Parameter Estimator: Next, we express the CTFC
recursion (26), (28) in terms of the second-order statistics of the
TFMA process z[n]. Using (20), the CTFC recursion (26) can
be written in terms of ,.[m, (] as

17t s
~ YA B 7/
bm;l ~ N Z Z m bm’,l’ﬂm[m m 71 l]7

m/=0l'=—Lg

. Ly (29)

which is initialized by [cf. (28)]

1 1
bO,l ~—=F exp <— [F_Ile[OJ’]) s = —LB, PN ~,LB-

Nn—>l 21'—>n
(30)

A practical estimator for the TFMA parameters b, ; is finally
obtained by treating the approximations (29) and (30) as exact
equations, and replacing 2,[m,!] by an estimate that is de-
rived from an estimate of the EAF A, [m,[] according to (18)
(note that the latter step is based on the underspread assumption
MgLp < N). Using this method, estimates b, ; of the TFMA
parameters are calculated recursively in m.

The computational complexity of this parameter esti-
mator—not counting estimation of the EAF—is as follows.
Calculation of the CTFC estimate from the EAF estimate
according to (18) requires 4N FFTs of length N and N? real
logarithms. The CTFC recursion (29) (the initialization (30) has
negligible complexity) requires O(M3L%) operations (mul-
tiplications). Thus, the overall complexity per signal sample
is O(Nlog N + MAL%/N) operations plus N logarithms. In
the underspread case (MpLp < N), M3L% /N is small and
our method is less computationally intensive than the cepstral
TVMA estimator [27], whose complexity per signal sample is
O(Nlog N + M3) operations plus N logarithms. This will be
verified experimentally in Section IV-D.



4372

4) EAF Estimation: The above TFMA parameter estimator
uses an estimate of the EAF A,[m,[]. A widely used type of
EAF estimator is given by [42], [44], [45]

Aulm, 1)

[F {x[ |z*[n—m]} is the ambiguity function

of the observed 51gnal z[n] (note that A, [m,l] = E{x[m,l]})
and ¥[m,(] is a 2-D taper function that attenuates x.[m, (]
for larger lags m,l. (Here, as always, z[n]z*[n — m] is short
for the cyclic definition x[n]z*[(n — m) mod N].) The taper
function has to satisfy the normalization property v[0,0] =1
and the symmetry property U[m,l] = e=3 % ™U*[—m, —I]
(because the latter property is satisfied by the EAF). For
CTFC-based parameter estimators, the TF taper also needs to
be positive definite. A method for taper design is presented in
[42]. When I observations x;[n] of the process are available,
the EAF estimator (31) is modified by replacing x. [m, ] with

(1/1) iz X I, 1.

= Xu[m, JU[m,]] (31)

where x[m, l]

C. TFMA Parameter Estimation Based on an Intermediate
TFAR Model

A second TFMA parameter estimator uses an intermediate
high-order TFAR model and inverse filtering (cf. [7] and
[46]-[48] in the time-invariant case). Let us form the inner
product of (21) with (S, ;x)[n] and take expectations

Mg Ly

E{(, Smaz)} =D D> b E{(

m'=01'=—Lg
The left-hand side is recognized as the EAF A, [m,[] in (6). On
the right-hand side, £{(S,. ve,Sm,1z)} = Acx[m —m/, 1 —
I)e=i% ™' (1=1') with the cross-EAF A, ,[m, |2{(e, Spz)}.

Sm’,l’ e, §m,1117>}. (32)

Considering (32) form = 0,...,Mgand! = —Lp,...,Lp,
we then obtain
Mg  Lp
SN b Aeamem 1=V T = A 1),
m'=01'=—Lg

m:O,...7MB7l:—LB7...7LB. (33)

These are Ng = (Mp + 1)(2Lg + 1) linear equations in
the Ng unknowns (TFMA parameters) b,, ;, m = 0,..., Mp,
l = —Lg,...,Lg. The overall estimation method follows a
system identification approach because the b, ;’s are estimated
from the output z[n] and the (estimated) input e[n] of the inno-
vations system. Indeed, this method can be shown to be essen-
tially equivalent—up to border effects due to our cyclic frame-
work that have little influence on accuracy and complexity—to
the B-TVMA estimator of [7].

If B is underspread, i.e., MpLg < N, we can use a bound
similar to (11) to show that the phase factor e IRFM (=) jn
(33) can be approximated by 1. Then, (33) simplifies to the 2-D
convolution relation

Mg Ly
SN bwrAcm—m! 1= 1= Ay[m,1],
m/'=01'=—Lg

Mg, l=—Lg,...,Ls. (34)

m =0
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Using suitable stacking, both the exact equations (33) and the
underspread approximation (34) can be written in matrix-vector
form as Cb = ¢, where the length-Ng vector b contains
the TFMA parameters b,,; and the Ng X Ng matrix C and
length-Ng vector ¢ contain appropriate samples of A, , and A,
respectively. A specific stacking will be discussed in a different
context in Sections V-B and V-C. Using this stacking, the system
matrix C corresponding (34) has a Toeplitz/block-Toeplitz
(TBT) structure. This allows the use of the Wax—Kailath algo-
rithm [30] for efficient solution of the underspread equations
with a complexity of O(M3E L3,) multiplications. The recursive
structure of the Wax—Kailath algorithm results in an order-
recursive estimator (recursive in the delay order Mp). Thus, we
are able to successively estimate all TFMA(Mp, Lg) models
with Mp ranging from O to a prescribed maximum order.

For a practical TFMA estimator, A,[m,[] and A, .[m,]]
are estimated from a process realization z[n] (we note that
the EAF estimator (31) can be extended to the cross-EAF).
For estimation of A.,[m,(], we first have to estimate the
innovations signal e[n] = (B~'z)[n] from z[n]. To this end,
the TFMA model underlying x[n] is approximated by an in-
termediate high-order TFAR model, i.e., we fit a TFAR model
(see Section V-A) to z[n]. The TFAR order can be determined
as discussed in [3], and the TFAR parameters can be estimated
by means of the methods presented in Section V. The estimated
TFAR parameters are then used to calculate an estimate of
the innovations s1gnal e[n] from x[n]| by inverse filtering,
ie., é[n] = (H;'az)[n], where H, is the innovations system
corresponding to the estimated intermediate TFAR model.

Compared with the TVMA estimator of [27], this TFMA
estimator has a similar accuracy but significantly higher com-
plexity. Thus, we will not consider it any further in the TFMA
context. However, we will see in Section VI-D that the method
has a good accuracy in the TFARMA context.

D. Simulation Results

We compare the TFMA parameter estimator based on the
CTFC recursion (see Section IV-B) with the cepstral recursion
method for TVMA models proposed in [27]. (The latter method
was actually formulated in [27] for the more general TVARMA
case.) The TFMA estimator from Section IV-C and the—es-
sentially equivalent—B-TVMA estimator of [7] are not consid-
ered in this simulation study because of their significantly higher
complexity as discussed above. The CTFC estimates were de-
rived from an EAF estimate of the form (31) that was computed
from a single process realization. This EAF estimate was also
used for the TVMA technique instead of the evolutionary peri-
odogram [49] used in [27].

We simulated TFMA processes of various lengths N and or-
ders My, Lg. For each choice of N, My, and Ly, the TFMA
parameters were randomly generated such that they were
minimum-phase in the sense of [3]. Parameter estimation was
then performed for 100 process realizations, using the true orders
Mg, Lp. From the 100 sets of estimated parameters b =1,

, 100, we calculated the normalized mean-square error (MSE)

100 S Mo s~En b(% | = b ‘2

l:*LB

00 > SHa (35)
=1

m=0 l_—LB |bml|
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Fig. 3. Normalized MSE of the CTFC-based TFMA estimator (solid line) and
the TVMA estimator of [27] (dotted line): (a) Mg = 3, Ly = 2, N variable;
(b) N = 256, Ly = 2, Mg variable; and (¢c) N = 256, Mg = 3, Lp
variable.
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Fig. 4. Spectral analysis of a flat-fading mobile radio channel [50]: (a) Fading
coefficient (windowed); (b) smoothed pseudo-Wigner distribution [42], [43];
and (c) TFAR(8, 1; 1) spectral estimate as defined by (42). Logarithmic gray-
scale representations are used in (b) and (c).

The results are shown in Fig. 3. The MSE tends to decrease
with growing N and increase with Mp and Lp; thus, it is lower
for TFMA models that are more underspread. Our CTFC-based
estimator outperforms the TVMA estimator of [27] by 2-5 dB,
which can be explained by the smaller number of parameters
estimated.

We furthermore measured the complexities (flop count using
Matlab 5.2 implementations) of the two parameter estimators.
These complexities account for all computations needed to es-
timate the model parameters for known model orders My, L
from the basic EAF estimate. Within the simulated ranges of
N, Mg, and Lg, we observed the proposed CTFC method to be
about 23% less complex than the TVMA method.

V. TFAR MODELING AND PARAMETER ESTIMATION

In this section, we present the TF autoregressive (TFAR)
model and corresponding parameter estimation methods. This
model is especially suited for processes whose time-varying
spectra exhibit sharp peaks but no deep nulls. An example of
a signal that is well modeled by a TFAR model is shown in
Fig. 4; this signal consists of several time-varying narrowband
components (time-varying spectral peaks).
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bo[n]e[n]o P o z[n]

—QM,,— Ly A~

Fig. 5. Block diagram of the TFAR(M 4, La; Lg) model. The input is the
innovations process e[n] multiplied by the time-dependent amplitude factor

bo[n] = ZIL:B—LB bo,lﬁj%ﬂnl > 0.
A. TFAR Model

The TFAR(Ma, La;Lg) model [1] is defined by the
input—output relation

A Ma La Ly
z[n] = — Z_:“_Z; am,l(§m71w)[n]+l_§ bo.1(M'e)[n]

(36)

where ¢e[n] is again stationary white noise with variance 1; My
and L, denote the delay and Doppler model orders, respec-
tively; Lp denotes the Doppler model order of a degenerate

zero-delay TEMA part; the NAgM A(2L A + 1) constants a, i,
m=1,...,Ma,l = —La,..., Ly are the TFAR parameters;
and the NBOéZLB + 1 constants bg;, | = —Lg,...,Lp are
zero-delay TFMA parameters. A block diagram of (36) is de-
picted in Fig. 5. For Ly = L = 0, the TFAR model reduces
to a cyclic form of the time-invariant AR model [5], [6].

The first term in (36), — Zi\n[il IL:A_M am,1(Sm,12)[n],
is a linear combination of delayed and frequency-shifted
versions of z[n]. It is a “pure TFAR” component that
corresponds to the feedback loop in Fig. 5. The second
term, ZZLZB_ Ls bo.(M'e)[n], is a linear combination of fre-
quency-shifted versions of the innovations process e[n]
that corresponds to a degenerate, zero-delay TFMA(O, L)
model. We can write this latter component as bg[n]e[n] with
boln] = %, boue’ ¥ The factor bo[n] models a
time-varying input variance |by[n]|? that cannot be modeled by
the pure TFAR part.

The input—output relation (36) can be expressed as (Az)[n] =
(Boe)[n] with the causal LTV systems

A My  La A Ly
AS D D amiSmi, Bo= D boM (37
m=01=—Lx I=—Lg

A . . . .
where ag; = 6[l] (i.e., A is a monic system). Thus, the innova-
tions system representation of the TFAR process is

z[n] = (Hpe)[n] with H, = A™'B,.
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We note that the SFs of A and By are given by [cf. (23)]

_ | Napmy, (ml)eA

Salm, 1] = {07 elsewhere (38)
N Nng, m=0 and [€ [—LB,LB]

S [, 1] = {0, elsewhere (39)

where Aé[O, Ma] X [=La, La].

The TFAR model is a special case of the B-TVARMA model
(1), (2) with My = 0, the Fourier (complex exponential) basis
{fi[n] = €/2</N1 [7], and TVAR and (zero-delay) TVMA
parameter functions given by

La
am[n] = A 167 T bo, el T
m - m,l ’ 0,1
I=—La I=—Lg

(40)
Hence, a,,[n]| and by[n] have bandwidth L, and Lg, respec-
tively. Again, our formulation in terms of TF shifts provides a
new interpretation and leads to new efficient parameter estima-
tors exploiting the underspread property.

Using the method proposed in [51], the time-varying impulse
response h.[n,m] of the TFAR innovations system H,. can be
computed with a high complexity of O(N?M3). However, in
the following, we will use an approximate evaluation of H,
that is based on the approximative transfer function calculus
described in [35]. In the framework of this calculus, the time-
varying transfer function of H, = A~!By is approximated as

Zn(.ﬂu) [nk] é ZBo[n7k] _ bo[n] )
e Zq[’l%k] Zﬂ[nvk]

(In practical calculations, this division has to be stabilized, e.g.,
by replacing the quotient by 0 when | Za[n, k]| < 6 for a suitably
chosen threshold §.) The approximation (41) is justified if the
operators A and By are jointly underspread, i.e., if Sa[m, ] and
Sm, [m, [] are effectively zero outside a common rectangle about
the origin of the (m,[) plane with area much less than N [35],
[36]. Because of (38) and (39), this means that 2Ma Ly < N
and Lg is not much larger than L 4. Based on (41), the evolu-
tionary spectrum (9) can be approximated by

I, [n, k] ~

(41)

e, 2 |2 m[

j 3= nl
Zl— Ly Doie ¥

JN
l——L.\ a’m:le N v (

‘ ZAI/\O nl—km) ) (42)
These underspread approximations become exact for La =
Ly = 0 (i.e., for a time-invariant AR model).
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B. TFAR Parameter Estimation Based on the TFYW Equations

We now present a TFAR parameter estimator [1] that gener-
alizes the Yule—Walker method for time-invariant AR models
[5], [6] and is a computationally efficient special case of the
vector-Yule-Walker method [7]. Calculating the inner product
of (36) with (S,,, ;z)[n] and taking expectations yields

AIA LA
Z Z am’,l’g{<gm’,l’$7§m,1x>}
m'=01'=—Lx

Ly
Z bo,rE{(So,r€, Sm 1) }

'!=—Lg

or, equivalently
Ma L

2. D awrA

m/'=01'=—Lx

zlm —m’ l—l]e_]Nm (=1

Ly
> borAeg[m,l-1].

I'=—Lg

Using the innovations representation (7) it can be shown
that A .[m,l] = S [-m,—l]e” i%ml_ Furthermore,

Sty [=m, =] = N[mlbg _,; for m > 0. We thus obtain
My  La

Z Z A 0 Az [m — m/ l—l]e_JNm(l_l/)
m'=01'=—L

Ly
= Né[m] > bowbyy

I'=—Ly

(43)

In what follows, we consider these equations for m =
.My andl = —Ly, ..., L. Because the right-hand side
of (43) vanishes for m > 0, we obtain (recall that ag; = 6[l])

Ma La

Z Z am/_’l/Am[m—mcl—l']e_j%m,(l_l/) = _Am[m7l]7
m/=11=—Lx

m = 17...,MA7I = —LA7...7LA. (44)
These Na = Ma(2La + 1) linear equations in the Ny un-

knowns a,,, ; will be termed the TF Yule—Walker (TFYW) equa-
tions. For Ly = 0, the TFYW equations reduce to the conven-
tional Yule—Walker equations [5], [6].

A compact matrix-vector formulation of the TFYW equations
can be obtained by means of a suitable stacking. Let us define
the Toeplitz matrices of size (2L + 1) x (2La + 1), as shown
in (45) and (46) at the bottom of the page. Here, the notation

C,, = toep{Am[m, 2LA],Am[m, 2L — 1], .. 7AT[’ITL —ZLA]}
Azlm, 0] Az[m, —1] Azlm, —2L4]
Az[m, 1] Az[m, 0] Az[m, —2Lx + 1]
= . . . , m=—Mx+1,..., My — 1 (45)
Am [m, 2LA] Am [m, 2LA — 1] Am [m, 0]
and
Vi :toep{eszT(_ZL“)m7ejQWW(_QL"'H)m,...,eszﬂQL‘m} m=1,...,Mu (46)
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X = toep{z1,xa,...,x,} means that the elements of the di-
agonals of the n X n Toeplitz matrix X ordered from southwest
to northeast are x1, xo,...,x,. We also define the Na X Np

Toeplitz-block matrix

CooV, C_10V; C_y,410Va,
c,oVv, CooV, C_Mat20 Vi,
Cu,- 10V Cy, 20V, CoOVy,
47

where ® denotes the Hadamard (elementwise) matrix product.
Note that the blocks of C are Toeplitz matrices but their arrange-
ment does not have Toeplitz structure. Finally, we define the fol-
lowing vectors of length Np:

T With e = [Au[m, —La] -+ Aym, La]]T

c = [cclr e C"]Z\j[,\]

(48)
and
T .
a=[af - a}, ] withay, =[am 1, amr,]"- (49
The TFYW (44) can then be compactly written as
Ca = —c. (50)

This linear equation has to be solved for the TFAR parameter
vector a.

A different 2-D — 1-D stacking leads to alternative TFYW
equations with block-Toeplitz structure (i.e., the arrangement
of the blocks is Toeplitz but the blocks themselves are not)
[1], which allow the use of an efficient solution algorithm
with O(M3 L%) multiplications [52]. However, the stacking
presented above will be shown in Section V-C to lead to a
parameter estimator that is order-recursive and has a similar
complexity.

A TFAR parameter estimator results from the TFYW equa-
tions (44) and (50) if the EAF A,[m,!] is replaced by an es-
timate (see (31) with ¥[m,{] = 1; we note that a TF taper is
not required in the TFAR context). This TFAR estimator is sim-
ilar to the TVAR autocorrelation method [7] for a Fourier basis,
except that we use a cyclic estimator of the autocorrelation func-
tion r,[n,m] in (31). The difference corresponds to border ef-
fects that have little influence on accuracy and complexity.

C. TFAR Parameter Estimation Based on the Underspread
TFYW Equations

Let us assume that A is underspread, i.e., My Ly < N. The
phase factor ¢~/ Fm (=) in (44) can then be approximated by
1 [cf. (11)], whereby the TFYW equations (44) simplify to the
underspread TFYW equations

Ma La
S amrAafm—m =] = —Ag[m. 1],
m/=11'=—Lyx

mzl,...,MA,l:—LA,...,LA. (51)
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In stacked form, these equations read
CWa=—c (52)
with the N X Np TBT matrix
C™ = toep {Crry—1,Crrx—2,---,C_rry1}
Co C_, C_nMat1
C Co C_np+2
= . .A (53)
Cruy-1 Cury2 - Co

and the vectors ¢ and a as defined in (48) and (49). The
underspread TFYW equations reduce to the conventional
Yule—Walker equations [5], [6] for Ly = 0.

The TBT matrix C") is an underspread approximation to the
Toeplitz-block matrix C in (47) that is obtained by omitting
the phase matrices V', in the definition of C. Note that c™
is not a Toeplitz matrix itself, but its blocks C,, are Toeplitz
matrices and the arrangement of these blocks within C™ has
Toeplitz structure as well. This TBT structure allows the use of
the Wax—Kailath algorithm [30] for an efficient solution of the
underspread TFYW equations (52) with O(M3 L3 ) multiplica-
tions. (The multichannel Levinson algorithm [5] cannot be used
because the blocks C',, are not symmetric in general.) The recur-
sive structure of the Wax—Kailath algorithm results in an order-
recursive estimator (recursive in the delay order M4 ). Thus, we
are able to recursively estimate all TFAR(M 4, La; Ly) models
with M ranging from 1 to a prescribed maximum TFAR order.
The savings in complexity due to the underspread approxima-
tion will be assessed experimentally in Section V-E.

Again, a different 2-D — 1-D stacking leads to an alternative
TBT form of the underspread TFYW equations for which the
Wax—Kailath algorithm requires O(M3 L%) multiplications.
Even though this is the same complexity order as for the exact
TFYW equations with alternative stacking [1], the actual com-
plexity is reduced by a factor of 2. However, the stacking we
used is advantageous in that the Wax—Kailath algorithm here
results in an order-recursive estimator, which is not true for the
alternative stacking [1].

D. Estimation of the Zero-Delay TFMA Parameters

It remains to estimate the parameters bg; of the degenerate
TFMA(0, Lg) component. This can be done by means of the
CTFEC relation (30). An alternative method is related to the
TFYW approach and does not require calculation of the CTFC.
Recall that the parameters by ; model the positive time-varying
innovations amplitude bg[n] = ZZLZB_ I bo,1e? Frl [cf. (40)].
The time-varying innovations variance b3 [n] can be expressed as

2Lg
bin] = Z ol T (54a)
I=—2Ly
with
A&
o= > borblyy (54b)

I'=—Lg
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Fig. 6. Normalized MSE of the TFAR estimator based on the underspread
TFYW equations (solid line), the TFAR estimator based on the exact TFYW
equations (dashed line), and the B-TVAR covariance method [7] (dotted line):
(@) Mao =3, Lan = Ly = 2, N variable; (b) N = 256, Lo = Ly = 2, Ma
variable; and (¢) N = 256, My = 3, Ly = Ly variable.

The equations (43) form = 0and [ = —2Lp,...,2Lp can be
written in terms of the o;’s as

Ma La ,
S2m Ty gl
E (lm/’l/Aﬁ[—ml,l — ll]e_JTm (- ),

m/'=01'=—Lx

1
=N
|=—2Lg,....2L5.

This shows how the 0;’s can be calculated from the (previously
estimated) TFAR parameters a,, ;. We can then calculate b3[n]
via (54) and, thus, obtain bg[n] > 0. Finally, the by ;’s are com-
puted by inversion of (40). Alternatively, one can use spectral
factorization techniques [53] to directly compute the by ;’s from
the o;’s.

E. Simulation Results

We compare the TFYW method (Sections V-B and V-D), the
underspread TFYW method (Sections V-C and V-D), and the
B-TVAR covariance method of [7] using a Fourier basis. We
simulated TFAR processes with various N, Ms,and Ly = Lg.
The TFAR parameters were generated randomly such that they
were stable in the sense of [3]. They were then estimated from
a single process realization z[n] using the true model orders.
This estimation was carried out for 100 realizations, and the
normalized MSE [cf. (35)] was calculated. Fig. 6 shows that the
MSE:s of all estimators are quite similar, apart from a smaller
MSE of the B-TVAR method for small Doppler order. As in
the TFMA case, the MSE is lower for models that are more
underspread. Fig. 7 shows the computational savings (measured
in % of flops) of the underspread TFYW method relative to the
exact TFYW method and the B-TVAR covariance method of
[7] (we note that the complexities of these latter two methods
are effectively equal). These savings are seen to depend on NV,
My, and Ly = Lg; they are about 30% on average but can
be as high as 40%. They are due to the fact that the inversion
of a TBT matrix required by the underspread TFYW method is
about twice as fast as the inversion of a block-Toeplitz matrix
required by the B-TVAR method.

VI. TFARMA MODELING AND PARAMETER ESTIMATION

The TFARMA model is a combination of the TFMA and
TFAR models. It is able to model both time-varying spectral
nulls and time-varying spectral peaks. An example of a signal
suited to TFARMA modeling will be considered in Section VII.
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Fig. 7. Flop savings of the TFAR estimator based on the underspread TFYW
equations relative to the TFAR estimator based on the exact TFYW equations
(the complexity of this latter estimator is effectively equal to that of the B-TVAR
covariance method of [7]): (a) Mx = 3, Ly = L = 2, N variable; (b)
N = 256, Ly, = L = 2, M variable; and (¢) N = 256, My = 3,
L = Lg variable.

e[n] o—e B At o zn]

TFEMA(Msg, Lg) TFAR(MAy, La; 0)

Fig. 8. Block diagram of the TFARMA(M, L ; Mg, Ly) model.

A. TFARMA Model
A TFARMA (M4, La; Mg, L) process is defined as [3]

A My La Mg Lgp
x[n]=— Z Z @ 1 (Smaz)[n] + Z Z b 1(Sm.ie)[n]
m=11=—Ly m=01=—Ly

(55)

where e[n] is again stationary white noise with variance
1. As shown in Fig. 8, the TFARMA(My, La; Mp, Lp)
model is a concatenation of a TFMA(Mp, Lg) model
and a TFAR(Ma, La;0) model. It is characterized by the
Ng = (Mg + 1)(2Lg + 1) TFMA parameters by, ;, m =
0,...,Mp,l = —Lp,...,Lg and the Nn = MA(ZLA + 1)
TFAR parameters a,,;, m = 1,...,Ma,l = —La,...,La.
For Ly = Lg = 0, the TFARMA model reduces to a cyclic
version of the time-invariant ARMA (M, Mg) model [5], [6].
Further special cases are the TFMA (Mg, Lg) model (obtained
for Mo = La = 0) and the TFAR(Ma, La; L) model
(obtained for Mg = 0).

The TFARMA model is a special case of the B-TVARMA
model (1), (2) with the Fourier (complex exponential) basis
{fi[n] = e/*™/N} [7]. The TVAR parameters a,,[n] and
TVMA parameters b,,,[n] are given by (40) and (24), respec-
tively; they are band-limited with bandwidth L, and Lp,
respectively.

The input—output relation (55) can be written as (Az)[n] =
(Be)[n] with the causal LTV systems A and B given by (37)
and (22), respectively. The innovations system representation
of x[n] is thus obtained as

z[n] = (Hye)[n] with H, =A~'B.

The nonzero values of the SF of A and B are given by Na,,
and Nb,, 1, respectively [cf. (38) and (23)].

If the operators A and B are jointly underspread (see
Section V-A), the time-varying transfer function of the
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TFARMA innovations system H, =
mated as

A~'B can be approxi-

A ZB[ k‘]
A[ 7k]

which generalizes (41). An underspread approximation of the
evolutionary spectrum G [n, k] is then given by

Zn [n, K] ~ 73 In, k] = (56)

>

G, k] ‘Z(u)[n,k]‘z

Ly 7 nl—km
B 20 220= Iy bm 1€ T ( )

- Ma 7 nl—km
‘Z ozl— Ly m,1€ il )

(57)

where (loyléé[l].

B. Estimation of the TFAR Part

The TFAR parameters a,,,; can be estimated by extensions of
the TFYW methods discussed in Sections V-B and V-C. Com-
puting the inner product of (55) with (S,, ;z)[n] and taking ex-
pectations yields [cf. (43) and (33)]

Ms  La
Z Z Ay Az [m — m/ l—l]e_JVm(l )
m/=01=—L,
Mgy Ly
Z ST by Acplm —m/ 1= VeI T (s)
=0l'=—Lg

where A, .[m,l] = E{(e,Smx)} = S§y [-m,—lle” iFm,
Because Sy, [m, (] = 0 for m < 0, the right- hand side of (58)
vanishes for m > Mgp. Restrictingtom = Mg +1,..., Mg +
My and ] = —La,...,La, we thus obtain the following set
of equations that do not contain the TFMA parameters b,y, ; [cf.
(44)]:

MA,\ LA

Z Z Ay Ag[m—m’, 1 — l]e_]Nm(l ") = —Az[m, 1],

m'=11'=—L,
m=Mg+1,...,Mg+Ms,l=—La,....,La. (59)

These Nn = Mx(2L4 + 1) linear equations in the Ny un-

knowns a,,; will be termed the extended TFYW equations.
They can be written as

C.a=—c.

with the Ny X Np Toeplitz-block matrix [cf. (47)] shown
at the bottom of the page, where C,, and V,, were de-
fined in (45) and (46), respectively. Furthermore, c, is a
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with ¢, = [Az[m,—La]---Az[m,La]]", and a is as in
(49). The resulting estimator is essentially equivalent, up to
border effects, to the time-varying extended YW method of
[7]. For Ly = 0, the extended TFYW equations reduce to the
conventional extended Yule—Walker equations [6].

If A is underspread, i.e., My Ly < N, we can again approx-
imate the phase factor e=iFm (1=1) i (59) by 1. This yields
the underspread extended TFYW equations [cf. (51)]

Ma La
S0 awrAafm—m/ =1 = —Ag[m,]1],
m/=11'=—Lx
m=Mp+1,..., Mg+ Ma,l = —La,...,Lx
or compactly Cgu)a = —c¢,, with the Ng x N TBT matrix

C™ = t0ep{Cusy+asa—1.Cotgtrrs—2:-- - Citg—nry+1}
[cf. (53)]. These TBT equations can again be solved with
O(M3% L3) multiplications by means of the Wax—Kailath algo-
rithm. This results in an order-recursive estimator (recursive in
the delay order M4 ).

C. Estimation of the TFMA Part

Next, we present a CTFC-based estimator for the TFMA pa-
rameters by, ;. As in Section IV-B, we extend the time-invariant
approach of [40] to derive a cepstral recursion for the TFMA
parameters b, ; that involves the cyclic CTFC Sg[m,{]. We
assume that A and B are jointly underspread. Recall that the
time-varying transfer function Zy_[n, k] equals Zy_(u,z) in
(12) evaluated on the unit bicircle, i.e., for u = e32m/N and
z = e72™*/N_We can extend the underspread approximation
(56) to a small neighborhood A\ of the unit bicircle, as follows:

(u) A Zg(u, z)
Z -
. (4:2) Zn(u, 2)

Mg Ly l,—m
. Ym0 I=— Ly, bmu'z

Ma La lo—m
D ome =0 2ul=—L, Am,UZ

I, (u,z) =

(u,z) EN.
(60)

This extension to AV is justified because the numerator Zg (u, z)
and denominator Zp (u, z) are polynomial functions and thus
do not vary rapidly when we move a little away from the unit
bicircle. A corresponding underspread approximation of the
CTFC, denoted éﬁlj [, ], is then defined according to (13),
ie.,

Z Z G(u)ml]uz m.

m=0]=—cc

1og(Z()uz):

We insert (60) and proceed similarly as in Section IV-B
by differentiatlng the result with respect to z~! and ap-

length-Np vector defined as ¢c = [e};, 41 €l 4ar, )"  Proximating & [m I] by the cyclic underspread CTFC
Cup, © V1 Ciry-10Vs Corrg—ma+1 0V,
c Chriz+1 0V, Cur, OV Crrg—mp+2© Vs,

Crrg+My—1 0V

Chrrg+My—2 0V,

Crp ©Var,
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SWm ] = Y Yo 68 m + iN,I + ¢ N]. We
then use 6[(;1) [m,l] = Gy, [m,l] and (20) to obtain the fol-
lowing CTFC recursion for by, ;:

m—1 L ’
m-—-m
bm,l = § § m (amfm’,lfl’bm’,l’

m/=11'=—L

- am’,l’bmfm’,lfl’)

m—m’ , ,

+%Z 3 oty — 1~ 1]

m La

X E am”,l” bm’—m”.l'—l"

m"'=01"=—Lx

La
+ E Am,1rbo, -1,

U'=—La
m=1,...,Mg,l=—

with L2 max{Lp, L}. This recursion can be initialized by
(30). It allows us to calculate the TFMA parameters b, ;, as-
suming that the TFAR parameters a,,,; were previously calcu-
lated as discussed in Section VI-B.

Finally, 2A,[m,[] has to be replaced by an estimate that is
derived from an EAF estimate of the form (31). The resulting
(Mp-recursive) estimator of the TFMA part is less complex
than the cepstral estimator of [27], which estimates N (Ma +
Mp + 1) parameters via the evolutionary periodogram [47] and
the time-varying innovations variance by a separate procedure
(cf. our discussion in Section IV-B). For L, = Lg = 0, our es-
timator reduces to the method for time-invariant ARMA models
presented in [40], but with a more sophisticated initialization.

D. Simulation Results

We simulated two different TFARMA parameter estimators.
For estimation of the TFAR part, both estimators use the un-
derspread extended TFYW method of Section VI-B with an
additional stabilization as discussed in [3]. For estimation of
the TFMA part, one estimator uses the extended CTFC-based
method of Section VI-C, while the other uses the TFMA method
based on an intermediate high-order TFAR model discussed in
Section IV-C. As a reference method, we also simulated the
cepstral recursion method for TVARMA models proposed in
[27], which estimates all N(M4 + My + 1) TVARMA param-
eters a,,[n] and by, [n]. (The B-TVARMA method of [7] is not
considered in this simulation study. This is because, as men-
tioned in Section VI-B, it is equivalent up to border effects to our
TFARMA method using the TFYW technique for estimation of
the TFAR part and an intermediate high-order TFAR model for
estimation of the TFMA part.)

These three estimation methods were applied to TFARMA
processes with various lengths N and orders My = Mp + 1
and L, = Lp. For each process, the TFARMA parameters
were estimated from a single process realization x[n], using
the true model orders. This was repeated for 100 realizations,
and the normalized MSE was calculated. From Fig. 9, it is seen
that our methods outperform the method of [27] by up to 5 dB,
because of the smaller number of parameters to be estimated.
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Fig. 9. Normalized MSE of TFARMA and TVARMA parameter estimators:
(@) My = 2, My =1, Ly = Lg = 2, N variable; (b) N = 256, L, =
Ly = 2, My = Mg + 1 variable; and (¢c) N = 256, My, = 2, Mg =
1, Lo = Ly variable. Solid line: extended underspread TFYW-based TFAR
estimator and extended CTFC-based TFMA estimator, dashed line: extended
underspread TFYW-based TFAR estimator and TFMA estimator based on an
intermediate high-order TFAR model; dotted line: TVARMA estimator of [27].

Furthermore, we observed that, within the simulated ranges of
N, My = Mg + 1, and Ly, = Lp, the estimator using the
extended CTFC-based method is about 36% less complex than
the TVARMA method of [27] (cf. Section IV-D). The estimator
using an intermediate high-order TFAR model has a similar
MSE performance as the estimator using the extended CTFC-
based method. We also note that it is similar, with respect to
both MSE performance and complexity, to the B-TVARMA
method of [7] (not shown in Fig. 9); however, both the esti-
mator using an intermediate high-order TFAR model and the
B-TVARMA method of [7] are significantly more complex than
our CTFC-based method.

VII. APPLICATION EXAMPLE

In previous sections, we studied the accuracy of the proposed
TFAR, TFMA, and TFARMA parameter estimators by applying
them to signals synthetically generated according to the respec-
tive model. We will now apply the TFAR, TFMA, and TFARMA
models and, for each model, the best parameter estimator to the
time-varying spectral analysis of the quasi-natural signal shown
in Fig. 10(a). This signal, of length N = 512, is the sum of two
echolocation chirp signals emitted by a Daubenton’s bat (http://
www.londonbats.org.uk). A smoothed pseudo-Wigner distribu-
tion (SPWD) [42], [43] of this signal is shown in Fig. 10(b).

We performed TFAR, TFMA, and TFARMA analyses on this
signal using the parameter estimators indicated in Table I. From
the estimated TFAR, TFMA, or TFARMA parameters, we com-
puted the corresponding parametric spectral estimates, i.e., es-
timates of the evolutionary spectrum G [n, kL [TFMA case, see
(25)] or of its underspread approximation G5 [n, k] [TFAR and
TFARMA cases, see (42) and (57), respectively]. The model or-
ders were estimated by means of the AIC [3], [54]; the resulting
orders are indicated in Table I. All parameters were stabilized
by means of the technique described in [3], with stabilization
parameter A = 0.95.

The spectral estimates are depicted in Fig. 10(c)—(e). It is
seen that the TFAR spectrum displays the two chirp components
fairly well, although there are some spurious peaks (this effect
is well known from AR models [5]) and the overall resolution
is poorer than that of the nonparametric SPWD in Fig. 10(b).
The TFMA spectrum, as expected, is unable to resolve the time-
varying spectral peaks of the signal. Finally, the TFARMA spec-
trum exhibits better resolution than the SPWD, and it does not
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TABLE 1
MODEL ORDERS ESTIMATED AND PARAMETER ESTIMATION METHODS USED FOR THE TWO-COMPONENT BAT SIGNAL

[[ Estimated model orders | Parameter estimation method(s) used |

TFAR parameters: underspread TFYW estimator (Section V-C);
zero-delay TFMA parameters: TFY W-related estimator (Section V-D)

CTFC-based estimator (Section IV-B)

TFAR parameters: underspread TEFYW estimator (Section VI-B);
TFMA parameters: CTFC-based estimator (Section VI-C)

[ Model
TFAR Ma=9, La=1, Lg=1
TFMA Mg =5, Ly=3
TFARMA Ma=5, La=1, Mg=4, Lg=1
10
a
s (a)
O .
5 o
-10 !
0 255 511
255 (b)
<~
0 \9- —n
0 255 511
255 ¢ © . 3
<
127 1
0 _al
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255 1
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Y
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Fig. 10. Time-varying parametric spectral analysis of the sum of two bat
echolocation signals: (a) Time-domain signal; (b) smoothed pseudo-Wigner
distribution; (c) TFAR(9, 1; 1) spectral estimate; (d) TFMA(5, 3) spectral esti-
mate; and (e) TFARMAC(5, 1; 4, 1) spectral estimate. The parameter estimators
employed are indicated in Table I. Logarithmic gray-scale representations are
used in (b)—(e).

contain any cross terms as does the SPWD [43]; on the other
hand, the TF localization of the components deviates slightly
from that in the SPWD. It should be noted at this point that these
parametric spectra involve only 30 (TFAR and TFARMA) or 42
(TFMA) parameters.

VIII. CONCLUSION

TFARMA models for nonstationary random processes, with
TFAR and TFMA models as special cases, were presented and
shown to be a TF-symmetric reformulation of time-varying
ARMA (AR, MA) models using a Fourier basis. This reformu-
lation is physically intuitive because it uses time shifts (delays)
and frequency shifts to model the nonstationary dynamics of a
process. TFARMA (TFAR, TFMA) models are parsimonious
for the practically relevant class of processes with a limited
time-frequency correlation structure (underspread processes).

For estimating the parameters of TFARMA, TFAR, and
TFMA models, we proposed methods that are based on a novel
time-frequency cepstrum or on time-frequency Yule—Walker
equations. In either case, the parameter estimators are order-re-
cursive with respect to the delay order. Some of our estimators
rely on “underspread approximations” that exploit the un-
derspread property to achieve a reduction of computational
complexity. Our simulation results demonstrated that the pro-
posed methods outperform existing methods for time-varying
ARMA (AR, MA) modeling in terms of accuracy and/or
complexity. The application of the proposed methods to the
time-varying spectral analysis of a quasi-natural signal showed
that the TFARMA spectral estimate is able to improve on the
smoothed pseudo-Wigner distribution in terms of resolution
and absence of cross terms, even though it involves only a small
number of parameters.

ACKNOWLEDGMENT

The authors would like to thank W. Mecklenbriuker and
C. Mecklenbriuker for helpful suggestions and stimulating
discussions. They are also grateful to the anonymous reviewers
for numerous comments that have led to an improvement of
this paper.

REFERENCES

[1] M. Jachan, G. Matz, and F. Hlawatsch, “Time-frequency-autoregres-

sive random processes: Modeling and fast parameter estimation,” in

Proc. IEEE Int. Conf. Acoustics, Speech, Signal Processing (ICASSP),

Hong Kong, Apr. 2003, vol. VI, pp. 125-128.

M. Jachan, G. Matz, and F. Hlawatsch, “Time-frequency-moving-av-

erage random processes: Principles and cepstral methods for param-

eter estimation,” in Proc. IEEE Int. Conf. Acoustics, Speech, Signal

Processing (ICASSP), Montreal, QC, Canada, May 2004, vol. II, pp.

757-760.

M. Jachan, G. Matz, and F. Hlawatsch, “TFARMA models: Order esti-

mation and stabilization,” in Proc. IEEE Int. Conf. Acoustics, Speech,

Signal Processing (ICASSP), Philadelphia, PA, Mar. 2005, vol. IV, pp.

301-304.

M. Jachan, F. Hlawatsch, and G. Matz, “Linear methods for TFARMA

parameter estimation and system approximation,” in Proc. 13th IEEE

Workshop Statistical Signal Processing, Bordeaux, France, Jul. 2005,

pp. 909-914.

[5] S. M. Kay, Modern Spectral Estimation.

tice-Hall, 1988.

P. Stoica and R. Moses, Introduction to Spectral Analysis.

wood Cliffs, NJ: Prentice-Hall, 1997.

[7]1 Y. Grenier, “Time-dependent ARMA modeling of nonstationary

signals,” IEEE Trans. Acoust., Speech, Signal Process., vol. 31, pp.

899-911, Aug. 1983.

T. S. Rao, “The fitting of non-stationary time-series models with time-

dependent parameters,” J. Roy. Stat. Soc. Ser. B, vol. 32, no. 2, pp.

312-322, 1970.

[9] L. A. Liporace, “Linear estimation of nonstationary signals,” J. Acoust.
Soc. Amer., vol. 58, pp. 1288-1295, Dec. 1975.

[2

—

[3

—

[4

=

Englewood Cliffs, NJ: Pren-

[6

i}

Engle-

[8

[t}



4380

[10] M. Juntunen andJ. P. Kaipio, “Stabilization of smoothness priors deter-
ministic regression TVAR models,” in Proc. IEEE Int. Conf. Acoustics,
Speech, Signal Processing (ICASSP), Istanbul, Turkey, Jun. 2000, pp.
568-571.

[11] M. Niedzwiecki, Identification of Time-Varying Processes. New
York: Wiley, 2000.

[12] K. M. Malladi, R. V. R. Kumar, and K. V. Rao, “A Gauss-Markov
model formulation for the estimation of ARMA model of time-varying
signals and systems,” in Proc. IEEE-SP Int. Sympos. Time-Frequency
Time-Scale Analysis, Pittsburgh, PA, 1998, pp. 657-660.

[13] Y. Grenier, “Time varying lattices and autoregressive models: Param-
eter estimation,” in Proc. IEEE Int. Conf. Acoustics, Speech, Signal
Processing (ICASSP), Paris, France, May 1982, pp. 1337-1340.

[14] Y. Grenier, “Estimation of non-stationary moving-average models,”
in Proc. IEEE IEEE Int. Conf. Acoustics, Speech, Signal Processing
(ICASSP), Boston, MA, 1983, pp. 268-271.

[15] M. G. Hall, A. V. Oppenheim, and A. S. Willsky, “Time-varying para-
metric modeling of speech,” Signal Process., vol. 5, pp. 267-285, May
1983.

[16] Y. Grenier, “Non-stationary signal modelling with application to bat
echolocation calls,” ACUSTICA, vol. 61, pp. 156-165, Sep. 1986.

[17] Y. Grenier, “Parametric time-frequency representations,” in Traite-
ment du Signal/Signal Processing, Les Houches, Session XLV, J.
L. Lacoume, T. S. Durrani, and R. Stora, Eds. Amsterdam, The
Netherlands: Elsevier, 1987, pp. 338-397.

[18] M. E. Yiiksel, S. Kara, and N. Taspinar, “Time-dependent ARMA
modeling of continuous wave ultrasonic Doppler signals,” in Proc.
IEEE-SP Workshop Statistical Signal Array Processing, Corfu,
Greece, Jun. 1996, pp. 260-263.

[19] T. Robert and C. Mailhes, “Continuously evolving classification using
time-varying AR modeling,” in Proc. IEEE-SP Int. Symp. Time-Fre-
quency Time-Scale Analysis, Paris, France, 1996, pp. 241-244.

[20] M. K. Tsatsanis and G. B. Giannakis, “Subspace methods for blind es-
timation of time-varying FIR channels,” IEEE Trans. Signal Process.,
vol. 45, no. 12, pp. 3084-3093, Dec. 1997.

[21] Y. Grenier, “Nonstationary ARMA models via simultaneous AR
and MA estimation,” in Proc. IEEE Int. Conf. Acoustics, Speech,
Signal Processing (ICASSP), Tokyo, Japan, Apr. 1986, vol. 11, pp.
2339-2342.

[22] E.Moulines, P. Duhamel, J.-F. Cardoso, and S. Mayrargue, “Subspace
methods for the blind identification of multichannel FIR filters,” IEEE
Trans. Signal Process., vol. 43, no. 2, pp. 516-525, Feb. 1995.

[23] G. B. Giannakis and C. Tepedelenlioglu, “Basis expansion models
and diversity techniques for blind identification and equalization of
time-varying channels,” Proc. IEEE, vol. 86, pp. 1969-1986, Oct.
1998.

[24] A. M. Sayeed and B. Aazhang, “Joint multipath-Doppler diversity in
mobile wireless communications,” IEEE Trans. Commun., vol. 47, no.
1, pp. 123-132, Jan. 1999.

[25] 1. Barhumi, G. Leus, and M. Moonen, “Time-varying FIR decision
feedback equalization of doubly-selective channels,” in Proc. IEEE
GLOBECOM, San Francisco, CA, Dec. 2003, pp. 2263-2268.

[26] I. Barhumi, G. Leus, and M. Moonen, “Time-varying FIR equalization
of doubly-selective channels,” in Proc. IEEE Int. Conf. Communica-
tions (ICC), Ottawa, ON, Canada, May 2003, pp. 3246-3250.

[27] A. Kaderli and A. S. Kayhan, “Spectral estimation of nonstationary
ARMA processes using the evolutionary cepstrum,” [EEE Signal
Process. Lett., vol. 9, pp. 130-132, Apr. 2002.

[28] G. Matz and F. Hlawatsch, “Nonstationary spectral analysis based on
time-frequency operator symbols and underspread approximations,”
IEEE Trans. Inf. Theory, vol. 52, pp. 1067-1086, Mar. 2006.

[29] G. Matz and F. Hlawatsch, “Time-varying power spectra of nonsta-
tionary random processes,” in Time-Frequency Signal Analysis and
Processing: A Comprehensive Reference, B. Boashash, Ed.  Oxford,
U.K.: Elsevier, 2003, ch. 9.4, pp. 400-409.

[30] M. Wax and T. Kailath, “Efficient inversion of Toeplitz-block Toeplitz
matrix,” IEEE Trans. Acoust., Speech, Signal Process., vol. 31, pp.
1218-1221, Oct. 1983.

[31] N. A. Abdrabbo and M. B. Priestley, “On the prediction of nonsta-
tionary processes,” J. Roy. Stat. Soc. Ser. B, vol. 29, no. 3, pp. 570-585,
1967.

[32] P. A. Bello, “Characterization of randomly time-variant linear chan-
nels,” IEEE Trans. Commun. Syst., vol. 11, pp. 360-393, 1963.

[33] G. Matz and F. Hlawatsch, “Time-frequency transfer function calculus
of linear time-varying systems,” in Time-Frequency Signal Analysis
and Processing: A Comprehensive Reference, B. Boashash, Ed. Ox-
ford, U.K.: Elsevier, 2003, ch. 4.7, pp. 135-144.

IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 55, NO. 9, SEPTEMBER 2007

[34] L. A.Zadeh, “Frequency analysis of variable networks,” Proc. IRE, vol.
76, pp. 291-299, Mar. 1950.

[35] G.Matz and F. Hlawatsch, “Time-frequency transfer function calculus
(symbolic calculus) of linear time-varying systems (linear operators)
based on a generalized underspread theory,” J. Math. Phys. (Spe-
cial Issue on Wavelet and Time-Frequency Analysis), vol. 39, pp.
4041-4071, Aug. 1998.

[36] W. Kozek, “On the transfer function calculus for underspread LTV
channels,” IEEE Trans. Signal Process., vol. 45, no. 1, pp. 219-223,
Jan. 1997.

[37] H. Cramér, “On some classes of nonstationary stochastic processes,”
in Proc. 4th Berkeley Symp. Math. Stat. Prob., 1961, pp. 57-78, Univ.
Calif. Press.

[38] M. B. Priestley, “Evolutionary spectra and non-stationary processes,”
J. Roy. Stat. Soc. Ser. B, vol. 27, no. 2, pp. 204-237, 1965.

[39] D. Tjgstheim, “Spectral generating operators for non-stationary pro-
cesses,” Adv. Appl. Prob., vol. 8, pp. 831-846, 1976.

[40] A.Kaderliand A. S. Kayhan, “Spectral estimation of ARMA processes
using ARMA-cepstrum recursion,” IEEE Signal Process. Lett., vol. 7,
pp- 259-261, Sep. 2000.

[41] A.V.Oppenheim and R. W. Schafer, Digital Signal Processing. En-
glewood Cliffs, NJ: Prentice-Hall, 1975.

[42] P. Flandrin, Time-Frequency/Time-Scale Analysis. San Diego, CA:
Academic, 1999.

[43] F.Hlawatsch and P. Flandrin, “The interference structure of the Wigner
distribution and related time-frequency signal representations,” in The
Wigner Distribution—Theory and Applications in Signal Processing,
‘W. Mecklenbriuker and F. Hlawatsch, Eds. Amsterdam, The Nether-
lands: Elsevier, 1997, pp. 59—-133.

[44] W. Kozek and K. Riedel, “Quadratic time-varying spectral estimation
for underspread processes,” in Proc. IEEE-SP Int. Symp. Time-Fre-
quency Time-Scale Analysis, Philadelphia, PA, Oct. 1994, pp. 460-463.

[45] W. Kozek, H. G. Feichtinger, and J. Scharinger, “Matched multi-
window methods for the estimation and filtering of nonstationary
processes,” in Proc. IEEE Int. Symp. Circuits Systems (ISCAS), At-
lanta, GA, May 1996, pp. 509-512.

[46] J. Durbin, “Efficient estimation of parameters in moving-average
models,” Biometrika, vol. 46, pp. 306-316, 1959.

[47] P. M. T. Broersen, “The best order of long autoregressive models for
moving average estimation,” in Proc. EUSIPCO, Trieste, Italy, Sep.
1996, pp. 799-802.

[48] P.M. T. Broersen, “Autoregressive model orders for Durbin’s MA and
ARMA estimators,” IEEE Trans. Signal Process., vol. 48, no. 8, pp.
2454-2457, Aug. 2000.

[49] A. S. Kayhan, A. El-Jaroudi, and L. F. Chaparro, “Evolutionary peri-
odogram for nonstationary signals,” IEEE Trans. Signal Process., vol.
42, no. 6, pp. 1527-1536, Jun. 1994.

[50] G. Matz, “Characterization of non-WSSUS fading dispersive chan-
nels,” in Proc. IEEE Int. Conf. Communications (ICC), Anchorage,
AK, May 2003, pp. 2480-2484.

[51] N.-C. Huang and J. K. Aggarwal, “On linear shift-variant digital fil-
ters,” IEEE Trans. Circuits Syst., vol. 27, pp. 672—679, Aug. 1980.

[52] H. Akaike, “Block Toeplitz matrix inversion,” SIAM J. Appl. Math.,
vol. 24, pp. 234-241, Mar. 1973.

[53] A. H. Sayed and T. Kailath, “A survey of spectral factorization
methods,” Numer. Linear Algebra Appl., vol. 8, pp. 467-496, 2001.

[54] H. Akaike, “A new look at the statistical model identification,” IEEE
Trans. Autom. Control, vol. 19, pp. 716723, Dec. 1974.

Michael Jachan received the M.Sc. and Ph.D. de-
grees in telecommunications/signal processing from
Vienna University of Technology, Vienna, Austria, in
2001 and 2006, respectively.

From December 2001 to May 2002, he was
with the ftw. Telecommunications Research Center
Vienna, where he was working on an xDSL
system simulator. From June 2002 to July 2006,
he was with the Institute of Communications and
Radio-Frequency Engineering, Vienna University
of Technology. Since November 2006, he has been
with the Freiburg Center for Data Analysis and Modeling (FDM), Freiburg
University, Germany, where he is working on signal processing methods for
medical applications. His research interests are in applied statistical signal
processing.




JACHAN et al.: TARMA MODELS AND PARAMETER ESTIMATORS FOR UNDERSPREAD NONSTATIONARY RANDOM PROCESSES

Gerald Matz (S’95-M’01-SM’07) received the
Dipl.-Ing. and Dr. Techn. degrees, both in electrical
engineering, and the Habilitation degree for com-
munication systems, all from the Vienna University
of Technology, Austria, in 1994, 2000, and 2004,
respectively.

Since 1995, he has been with the Institute of Com-
munications and Radio-Frequency Engineering, Vi-
enna University of Technology, where he currently
holds a tenured position as Associate Professor. From
March 2004 to February 2005, he was on leave as an
Erwin Schrodinger Fellow with the Laboratoire des Signaux et Systemes, Ecole
Supérieure d’Electricité, France. He has published approximately 90 papers in
international journals, conference proceedings, and edited books .His research
interests include wireless communications, statistical signal processing, and in-
formation theory.

Prof. Matz has directed or actively participated in several research projects
funded by the Austrian Science Fund (FWF) and by the European Union. He
serves as Associate Editor of the IEEE TRANSACTIONS ON SIGNAL PROCESSING
and the IEEE SIGNAL PROCESSING LETTERS, was Technical Program Co-Chair
of the 12th European Signal Processing Conference, and member of the Program
Committee of numerous IEEE conferences. In 2006, he received the Kardinal
Innitzer Most Promising Young Investigator Award.

4381

Franz Hlawatsch (S’85-M’88-SM’00) received
the Diplom-Ingenieur, Dr. Techn., and Univ.-Dozent
(habilitation) degrees in electrical engineering/signal
processing from the Vienna University of Tech-
nology, Vienna, Austria in 1983, 1988, and 1996,
respectively.

Since 1983, he has been with the Institute of Com-
munications and Radio-Frequency Engineering, Vi-
enna University of Technology, where he holds an
Associate Professor position. During 1991-1992, as
a recipient of an Erwin Schrodinger Fellowship, he
spent a sabbatical year with the Department of Electrical Engineering, Univer-
sity of Rhode Island, Kingston, RI. In 1999, 2000, and 2001, he held one-month
Visiting Professor positions with INP/ENSEEIHT/TeSA, Toulouse, France, and
IRCCyN, Nantes, France. He (co)authored a book, a review paper that appeared
in the IEEE Signal Processing Magazine, about 150 refereed scientific papers
and book chapters, and two patents. He coedited two books. His research in-
terests include signal processing for wireless communications, nonstationary
statistical signal processing, and time-frequency signal processing.

Prof. Hlawatsch was Technical Program Co-Chair of EUSIPCO 2004 and
served on the technical committees of numerous IEEE conferences. From 2003
to 2007, he served as Associate Editor for the IEEE TRANSACTIONS ON SIGNAL
PROCESSING. Since 2004, he has been a member of the IEEE SPCOM Technical
Committee. He is coauthor of a paper that won an IEEE Signal Processing So-
ciety Young Author Best Paper Award.



