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Abstract—Perfect decentralized channel state information (CSI)
is utilized to design an optimal distributed medium access control
(MAC) protocol for wireless local area networks (WLANs) with the
multipacket reception capability, which is available in CDMA sys-
tems for example. In particular, we consider the scenario where a
finite number of users transmit packets to a common access point
via a channel-aware ALOHA protocol. We analyze the structure of
the optimal channel-aware transmission policies for both the spa-
tially homogeneous WLAN system model, where users deploy iden-
tical transmission policies, and the spatially heterogeneous WLAN
system model, where users are allowed to deploy different trans-
mission policies. It is shown that the optimal transmission policy
is nonrandomized and piecewise continuous with respect to the
channel state. Furthermore, we prove for CDMA systems, which
represent the most important example of networks with the MPR
capability, that under a suitable condition, there exists a channel
state threshold beyond which it is optimal not to transmit. Last,
we propose a provably convergent stochastic approximation al-
gorithm for estimating the optimal transmission policy for spa-
tially homogeneous networked users. Numerical studies illustrate
the performance of the algorithm and the degenerate, nonrandom-
ized structure of the optimal transmission policy.

Index Terms—Channel state information, gradient estimation,
multipacket reception, optimal transmit policy, stochastic gradient
algorithms, wireless local area network.

I. INTRODUCTION

AN important issue in optimizing the performance of wire-
less local area networks (WLANs) is to design a medium

access control (MAC) protocol that enhances radio resource uti-
lization. Especially, in wireless networks, where the channel
quality can vary dramatically in time and affect the error rate di-
rectly, knowledge of the channel state can be exploited for mul-
tiuser diversity and opportunistic transmission to improve the
system performance. In this paper, we consider a WLAN system
model where the physical layer can receive multiple packets si-
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multaneously, depending on the channel states of the transmit-
ting users (as in [1]), and propose an optimal channel-aware dis-
tributed MAC protocol. The optimal channel-aware MAC pro-
tocol exploits multiuser diversity and results in substantial gains
in the system throughput and the transmission success rates, es-
pecially when the system is heavily loaded with many active
users.

Distributed MAC protocols that are used in practice can be
broadly divided into three classes [2]: fixed allocation MAC pro-
tocols, such as time division multiple access (TDMA); random
access protocols; and reservation based protocols. The two main
types of random access MAC protocols are [2], [3]: random ac-
cess MAC protocols that are based on carrier sensing and col-
lision avoidance, and ALOHA protocols. Traditionally, these
MAC protocols have been designed for the collision channel
model, which assumes that all packets are lost when two or more
users transmit at the same time. However, in modern communi-
cation systems, due to many advances in communications and
signal processing, the channel capacity is increased and the col-
lision channel model does not necessarily hold [2], [4], [5]. For
example, code division multiple access (CDMA) with random
signature sequences can be implemented to allow for soft colli-
sion, where packets are not necessarily lost in the case of simul-
taneous transmissions. As in literature, we refer to the capability
that the physical layer can receive multiple packets at the same
time as the multipacket reception (MPR) capability [1], [6].

When the physical channel has the MPR capability, random
access protocols such as the traditional ALOHA and CSMA-CD
protocols are not efficient as they are designed with the wrong
assumption that it is optimal to have exactly one user transmit-
ting at any given time. In fact, the MPR capability changed the
problem of random access considerably. This is due to the fact
that in the case of simultaneous transmissions, the reception can
be described by conditional probabilities in the MPR models
(instead of deterministic failure) [4], [6]. While it is not imme-
diately clear how the carrier sensing idea can be generalized for
random access in MPR networks, the basic ALOHA protocol
can be modified to exploit the MPR capability of the physical
layer. Since the introduction of the first MPR channel model
in [6], there has been extensive work on analysis and proposals
of ALOHA-based protocols for MPR models, for example, [1],
[4], and [7]–[9].

The (generalized) MPR model proposed in [1] is a general-
ization of the MPR model in [6], and allows for explicit incorpo-
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ration of CSI information into the reception process at the phys-
ical layer. This channel model is suitable for wireless networks,
where the channel quality affects the error rate directly. The gen-
eralized MPR (G-MPR) model in [1] also offers a framework for
exploiting CSI and multiuser diversity for random access. In the
paper, we consider the WLAN model with the G-MPR model in
[1]. The MAC protocol is a distributed channel-aware ALOHA
protocol, where the signal–to-noise ratio (SNR) represents the
channel state of a user. It is assumed that every user knows its
instantaneous channel state perfectly, and transmits according to
its transmission policy, which maps its CSI to transmit proba-
bilities as in [1]. The aim of this paper is to analyze the structure
of the optimal channel-aware ALOHA protocol.

Context and Related Work: Slotted ALOHA protocol
is originally proposed for the collision channel model. The
classical ALOHA protocol optimization problem is to consider
the symmetric system with a collision channel model and pick
a constant transmit probability, that is common to all users,
to maximize the system maximum stable throughput. The
expression for the maximum stable throughput is known for the
symmetric ALOHA system model [10], [11] and the optimal
transmit probability can be derived explicitly. In comparison,
for the asymmetric ALOHA system model, the problem of
determining the system maximum stable throughput and the
optimal transmission probabilities is still unsolved. Stability
of asymmetric ALOHA systems has been analyzed in [10],
[12], [13].

In [6], the symmetric MPR model, where the probability that
a packet is correctly received depends on the total number of
transmitting nodes, was proposed. The MPR model in [6] pro-
vides a framework for designing new protocols that can achieve
a significantly better system throughput in comparison to the
original slotted ALOHA protocol. It has been proved in [6],
[14], and [15] that by allowing the transmit probability to be
a function of the number of active nodes, a nonzero asymptotic
throughput can be achieved for the MPR model. A generaliza-
tion of the MPR model in [6] to the asymmetric model and the
investigation of stability region has been given in [16].

The MPR model in [6] is a coarse abstraction of the physical
(PHY) and MAC layers where the channel states of the trans-
mitting users do not explicitly affect the reception of packets at
the base station. In [1] the generalized MPR (G-MPR) model
has been proposed to provide explicit incorporation of channel
states in the reception model. In the G-MPR model channel
states directly affect the reception of packets. Then CSI can be
exploited at the MAC layer (by allowing transmit probabilities
to depend on CSI) for much higher efficiency [4]. The G-MPR
model is suitable for a broad class of physical layers, when-
ever the channel state affects the error rate. In fact, the collision
channel model and the MPR model in [6] are special cases of
the G-MPR model. The most important instance of the G-MPR
model is the signal-to-interference-noise ratio (SINR) threshold
reception model [17] for direct sequence CDMA (DS-CDMA)
systems with random signature sequences.

In [1], a channel-aware ALOHA protocol that is based on
channel-aware transmission policies was proposed. An expres-
sion for the system maximum stable throughput is derived for
the finite population symmetric network model. In addition, a

Fig. 1. Structure of optimal transmission policy proved in this paper. The trans-
mission policy p() is nonrandomized: p() is either 0 or 1 for all  , piecewise
continuous in  , and there exists a constantC such that p() = 0 for all channel
states  > C .

bound on the asymptotic maximum stable throughput is given
for the symmetric system model. [1] does not provide analytical
results on the structure of the optimal transmission policies.

Early work of exploiting decentralized CSI includes [18] in an
information theoretic setting and [19] and [20], which combine
ALOHA with information theoretic measures. The ALOHA as-
pect of [19] and [20] is relevant to our setup although the en-
coding strategies therein lead to the collision channel model.

Main Results: We consider the problem of optimizing the
channel-aware ALOHA protocol for symmetric and asymmetric
wireless networks with the G-MPR model proposed in [1]. For
the asymmetric network model, users are allowed to have dif-
ferent transmission policies. In comparison, spatially homoge-
neous networked users deploy a common transmission policy.
The results in this paper are best understood, and directly ap-
plicable to CDMA systems with the SINR threshold reception
model, which is the most important example of the G-MPR
model. The main results are as follows.

1) In [1] it is proved for the symmetric network model that the
system maximum stable throughput is the full-load system
throughput, which corresponds to the scenario where all
users are backlogged. Here we prove for the asymmetric
network model that the full-load system throughput is a
lower bound for the system maximum stable throughput.

2) We prove for both symmetric and asymmetric network
models that, under certain conditions, the optimal trans-
mission policies have the properties outlined by Fig. 1. In
particular, the optimal transmission policies are nonran-
domized, and piecewise continuous in the channel state.
Furthermore, for the SINR threshold reception model for
CDMA systems, which is the most important example of
the G-MPR model, we prove that if a full-load system
throughput greater than 2 can be achieved, there exists a
constant such that if the channel state of a user is be-
yond , it is optimal for the user to not transmit.

3) An off-line stochastic approximation algorithm is proposed
for estimating the optimal transmission policy, i.e., numer-
ically solving the MAC protocol optimization problem, for
the symmetric network model. The obtained MAC protocol
can then be implemented in a decentralized fashion and of-
fers substantial improvement in the system throughput.

Perspective: It is well known that probabilistic transmissions
are essential to obtain nonzero throughputs for the collision
channel model. Similarly, for the multipacket reception model
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without CSI in [6] and [7], probabilistic transmissions are op-
timal. However, in this paper we prove that optimal channel-
aware transmission policies are nonrandomized in the sense of
Def. 2. As it will be explained carefully later, for channel-aware
transmission policies, randomization comes from the fact that
the channel states are random variable, and the structural results
in this paper are in fact intuitive.

The paper is organized as follows. The WLAN model and
the G-MPR model are described in Section II. The optimiza-
tion problems are formulated in Section III. Sections IV and V
contain structural results. A stochastic approximation algorithm
for estimating the optimal transmission policies is proposed in
Section VI. Section VII contains numerical examples.

II. PACKET TRANSMISSION IN WLANS WITH THE

G-MPR MODEL

In this section we define the symmetric (spatially homoge-
neous) and asymmetric (spatially heterogeneous) random ac-
cess WLAN models, as well as the G-MPR model considered in
the paper. We also introduce important concepts that are used in
the paper, including the system maximum stable throughput, the
stability notion, and definitions of pure and randomized trans-
mission policies.

In this paper the abstract G-MPR model, where channel states
affect the outcome of every transmission time slot is assumed.
The G-MPR model can represent a broad class of physical layers
[1]. In fact, the collision channel model and the MPR model in
[6] are special cases of the G-MPR model. The derivation of
the G-MPR model for a specific network requires the selection
of a parameter to represent the channel state, and an explicit
expression on how the channel states affect the instantaneous
transmission success probabilities. In this paper, SNR represents
the channel state. In other MPR networks, the selection of a
parameter to represent the channel state may not be immediately
straightforward. For a multiple antenna system, for example,
the channel state may be the best channel gain, or the mean of
the channel gains. In some cases, it is possible to abstract the
reception in the uplink of a multiple antenna system into the
G-MPR model [1].

Throughout the paper we use the SINR threshold reception
model for CDMA systems with matched filter or linear min-
imum mean square error (LMMSE) receivers as an example of
the G-MPR model. Furthermore, the results in the paper are
directly applicable to CDMA networks. However, most of the
results (except for the existence of a threshold channel state
beyond which it is optimal not to transmit; this result is proved
explicitly for CDMA networks) only assume the abstract
G-MPR model. In other words, as long as the channel state and
the G-MPR model are well-defined and satisfy the described
assumptions, the analytical results proved here are applicable.
This paper, however, does not concern the derivation of the
G-MPR model for networks other than CDMA systems.

A. Decentralized Uplink MAC Control

Let index the users in a -user
WLAN system with the multipacket reception capability, which
means that in the presence of simultaneous transmissions, one

or more packets can still be received correctly but with probabil-
ities less than 1. An example of networks with the multipacket
reception capability is CDMA systems.

We consider the uplink where all users communicate with a
common base station. Assume that time is slotted and indexed
by . Assume Signal to Noise Ratio (SNR) represents
the channel state of a user. Denote the channel state of user by

for all and assume that is a continuous
random variable in , where and . can
be arbitrarily large so that includes the entire range of
CSI that is of practical interest. Denote the (channel) probability
distribution function of by .

Assume that the packet arrival (input) process of user has
mean and finite variance. Further assume that the arrival pro-
cesses are independent across all users. Define the system av-
erage cumulative input rate by

(1)

We consider both asymmetric (spatially heterogeneous) and
symmetric (spatially homogeneous) WLAN system models.
The above description is the asymmectric WLAN system
model. The symmetric WLAN system model is a special
case, where the arrival rates as well as the channel state prob-
ability distribution functions of all users are identical i.e.,

and for all .
Assume that every user knows its instantaneous channel

state realization perfectly at the beginning of each transmission
time slot. A user can estimate its channel state by measuring
the strength of a beacon signal or any acknowledgment (ACK)
signal sent (or broadcast) by the local base station. At each
time slot, every user picks a transmit probability according
to its transmission policy, which is a function mapping CSI to
transmit probabilities as follows:

(2)

We now define pure and randomized transmission policies.
Definition 1: A randomized transmission policy is a transmit

probability function such that
for some nonzero measure set of values of .
Definition 2: A pure transmission policy is a transmit proba-

bility function such that for
all except for possibly a zero-measure set of values
of .

Let be the length of the buffer of user at time slot
. We use the stability notion of [1] and [11], i.e., the system

is considered stable if for all there exists a
, whose domain is (the set of nonnegative integers)

such that

(3)

Define the throughput of a system to be the average number
of packets that are transmitted and successfully received at the
base station in a time slot. In addition, the maximum stable
throughput is the supremum of all cumulative input (arrival)
rates , defined in (1), for which the system is stable [1].
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Notation: A subscript is used to index users while a super-
script indicates that there are transmitting users. is
any unordered set of integers selected from , i.e.,

. In the paper, is used to specify the
set of transmitting users. represents
channel states of the users indexed by

. and are the joint probability dis-
tribution functions of and , respectively. The expected
system throughput is a function of the transmission policies of
all users and is denoted as . When it is
clear which set of transmission policies are being referred to,

is abbreviated as .

B. G-MPR Model

We consider an identical G-MPR model to that in [1]. This
G-MPR model is also used in [21]–[23]. In the G-MPR model,
the probability of receiving a packet correctly depends on the
channel states of all transmitting users. In particular, the out-
come of a transmission time slot when users indexed by
transmit belongs to an event space where each elementary event
is represented by a binary -tuple

where indicates that the packet sent by user
is correctly received and indicates otherwise.
The reception capability of the system is described by a set

of functions, where the th function assigns a
probability to the outcome when users indexed by
with channel state transmit

(4)

Equation (4) implies that the probability distribution of the out-
come is determined by the channel states of all transmit-
ting users. We assume that (4) is symmetric, i.e.

(5)

for any permutation of a -element vector. (5) is also an
assumption in [1] and [21].

Our objective is to maximize the system throughput. That is,
we are concerned with the expected total number of packets that
are received correctly (or the success rate). This information is
represented by the following set of functions:

(6)

Throughout the paper we assume that

(7)

for all . Intuitively, (7) means that the success probability
of a user decreases when one more user transmits, which is satis-

fied by most nontrivial reception models, including the collision
channel model.

An example of the G-MPR model is the SINR threshold re-
ception model that is derived in [17] for DS-CDMA systems
with LMMSE or matched filter receivers. The SINR threshold
reception models derived in [17] have been widely used to char-
acterize the asymptotic performance of CDMA systems. For the
SINR threshold reception model for a DS-CDMA system with
the matched filter receiver, (4) is given by

(8)

where

where is the indicator function, is the channel state
(SNR) of user is the spreading gain and is the SINR
threshold for correct reception [17]1. It should be noted that
the SINR threshold models derived in [17] are for instantaneous
success probabilities in CDMA systems with linear receivers. In
[24] and [25], expressions for average bit error rates have been
derived for different CDMA system models.

Then, defined by (6) can be rewritten as

(9)

It should also be noted that the classical collision model and the
MPR model proposed in [6] are two special cases of (6) when
channel states of the transmitting users are not relevant. For the
classical collision model we have

In addition, there is a straightforward translation from a MPR
reception matrix in [6] and [7] to a corresponding set of func-
tions defined as in (6) using Bayesian rule.

III. MAXIMUM STABLE THROUGHPUT AND

PROBLEM FORMULATION

Using the dominant system approach for analyzing stability
of Markov chains, it has been shown in [1, Theorem 1] that
a symmetric random access network is stable as long as the
arrival rate is less than or equal to the expected throughput
when the system is fully loaded, i.e., every user has at least one
packet to transmit. That is, the maximum stable throughput of
a symmetric network is equal to the expected throughput when
all users are backlogged, which is in some sense the worst
scenario. Due to a conjecture in [11] and [10, Theorem 1], it
can be predicted that this result in [1] can be generalized for
the asymmetric model. We now show that for the asymmetric
WLAN system model, the full-load system throughput is a
lower bound for the system maximum stable throughput. The
problem of optimizing the channel-aware ALOHA protocol

1The expression for the LMMSE receiver is very similar, see [17].
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is then formulated as finding the transmission policies that
maximize the full-load system throughput. The optimization
problems for the asymmetric and symmetric network models
are defined in Sections III-A and -B, respectively.

Theorem 1: Consider a WLAN system of users indexed
by with channel state probability distribution
functions and transmission policies . Assume the
G-MPR model (6). The system maximum stable throughput is
lower-bounded by

(10)

Proof: See the Appendix.
For symmetric networks, the system maximum stable

throughput and the full-load system throughput are equivalent
[1]. In what follows we formulate the MAC protocol optimiza-
tion problems.

A. Problem 1: Optimal Distributed Channel-Aware MAC
Protocol for Asymmetric WLAN Systems

Consider the asymmetric WLAN system of users with the
G-MPR model (6) described in Section II. We allow different
users to have different transmission policies and aim to maxi-
mize the full-load system throughput given by (10), which is a
lower bound of the system maximum stable throughput (The-
orem 1).

Denote the policy of user by . Consider the normed
linear functional space , which is the space of all
Lebesgue measurable functions on that are bounded
almost everywhere. The norm of a function in is its
essential supremum [26]. Let be the subset of

that contains all Lebesgue measurable functions that
have norms in the range . The problem of optimizing the
system throughput for the asymmetric network model can be
formulated on as

(11)

where the objective function is given
by (10).

Assume the supremum of (10) can be achieved in
, i.e., the optimal transmission policies are

Lebesgue measurable, rewrite (11) as

(12)

where is given by (10).

B. Problem 2: Optimal Distributed Channel-Aware MAC
Protocol for Symmetric WLAN Systems

Here we formulate the problem maximizing the system max-
imum stable throughput for the spatially homogeneous WLAN
model, where all users have the same channel state probability
distribution function, the same arrival rate and deploy the same
transmission policy, i.e.,
for all . As users are long-term symmetric,
fairness is automatically guaranteed.

The maximum stable throughput of the system is given in [1],
and can also be derived from (10) as

(13)

where

(14)

is the average transmit probability for each user and the distri-
bution function is given by

(15)

The problem of optimizing the system maximum stable
throughput for the symmetric network model can be formulated
on the set as

(16)

with the underlying assumption in (16) being that the optimal
transmission policy is Lebesgue measurable.

Remark: The optimization problems (12) and (16) can be
formulated as continuous state space, infinite horizon, average
reward constrained Markov decision processes (MDPs), where
the dynamics of the (channel) state are i.i.d. The constraint is
multilinear (polynomial for the case of a symmetric network
model) and reflects the fact that each user has to select its trans-
mission policy independently of other users. Due to space re-
striction details are omitted. However, the MDP formulations
of the optimization problems help clarifying that finding the
structure of the optimal transmission policy is nontrivial and
numerically solving for the optimal transmission policy is very
challenging.

IV. OPTIMAL TRANSMISSION POLICIES FOR SPATIALLY

HETEROGENEOUS WLAN SYSTEMS

In this section structural results for the optimization problem
(12) for the asymmetric WLAN system model are proved. It
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is shown that the optimal transmission policies have the prop-
erties outlined in Fig. 1, i.e., the optimal transmission policies
are nonrandomized [Theorem 2 a)], and piecewise continuous
[Theorem 2 b)] with respect to the channel state. Furthermore,
it is also proved for CDMA systems that if a system throughput
greater than 2 can be achieved, there exists a limit beyond which
it is optimal not to transmit.

A. Optimality of Pure and Piecewise Continuous Transmission
Policies

We now claim that there exists a solution
to (12) such that is nonrandomized in the sense of Def.
2. Furthermore, in part b) of Theorem 2 below, it is proved that
if the success rate functions (6) are piecewise continuous with
respect to the channel states, the optimal transmission policies
are not only pure but also piecewise continuous. Piecewise con-
tinuity of success rates means that if the channel state of a user
changes, e.g., a user increases its transmit power, by an infinitely
small amount, the success rate change is also small. This condi-
tion is expressed mathematically by (17) and is in fact not very
restrictive. For example, (17) is satisfied by the SINR threshold
reception model (9) for DS-CDMA systems.

Theorem 2: Consider the asymmetric WLAN model de-
scribed in Section II and optimization problem (12). The
following results can be claimed:

a) There exists a solution (i.e., a set of Lebesgue mea-
surable transmission policies) that
maximizes the full-load system throughput (10) and

is nonrandomized in the sense of Def. 2 for all
.

b) Assume that the success rate function is piecewise contin-
uous, i.e.,

(17)

for all and , except for possibly a zero-mea-
sure set of values of . Then there exists a solution
(i.e., a set of Lebesgue measurable transmission policies)

that maximizes the full-load system
throughput (10) such that is nonrandomized in the sense
of Def. 2 and piecewise continuous, i.e.,

(18)

except for possibly a zero-measure set of values of , for all
.

Proof: See the Appendix.
Remarks: As it is remarked after the proof of Theorem 2a), if

the expected system throughput when user transmit with pos-
itive power is almost surely different from the expected system
throughput when user does not transmit then we can claim
a stronger result that solution(s) of (12) must consist of pure
policies only, i.e., pure policies are strictly optimal. Verifying
this condition may be hard. Nevertheless, we conjecture that
this condition holds for the SINR threshold reception model for
CDMA systems. Lastly, Theorem 2 actually implies that
is piecewise constant for all .

B. A Threshold Beyond Which Not Transmitting is Optimal for
the SINR Threshold Reception Model

In this part of the paper we prove one more structural result
for the most important example of the G-MPR model, which
is the SINR threshold reception model (9) for CDMA systems.
Theorem 3 states that under a mild condition, there exists a limit
such that if the channel state of a user is beyond this limit, the
user should not transmit.

Intuitively, it is known that the performance of a CDMA
system is limited by Multiple Access Interference (MAI) and
an increase in the transmit power for a user implies an increase
in the interference to all other users. One might then suspect
that if a user has an extremely good channel state and transmits,
it will likely decrease the expected system throughput. In
Theorem 3, we show that this is really the case. In practice,
a user should not be banned from transmitting if its channel
is of super quality. However, Theorem 3 implies that a power
control scheme should be used to guarantee that the effective
SNR of any single user is not beyond the limit.

In deriving the conditions in Theorem 3, we compare the
average system throughput when the user with the extremely
good channel state transmits, to the case when the user does not
transmit. It is optimal for the user not to transmit, if the loss
in the system throughput when the user transmits is more than
1, or at least more than its probability of success (which should
be approximately 1 for an extremely good channel state). There-
fore, the first condition in Theorem 3 is that a system throughput
greater than 2 can be achieved. This condition directly implies
that there are strictly more than two users in the system, hence
there exists multiple access interference; and more subtly, it is
possible that the loss in the average system throughput when a
user transmits and introduces interference to other users is more
than 1.

Theorem 3: Consider the asymmetric WLAN system model
described in Section II and the optimization problem (12). As-
sume the SINR threshold reception model (9). Let the mean
channel state value for user be . Define

. Let be a solution to (12). Assume
that it is possible to achieve a system throughput greater than

, for some . Let

(19)

where and are the spreading gain and the SINR threshold
in (9), then

(20)

Proof: See the Appendix.
It should be noted from Theorem 3 that the limit given

by (19) decreases when increases, i.e., we can obtain a
tighter limit by showing that a higher system throughput is
achievable.

V. OPTIMAL TRANSMISSION POLICY FOR SPATIALLY

HOMOGENEOUS WLAN SYSTEMS

Here we consider the symmetric (spatially homogeneous)
WLAN system model and the optimization problem (16) for-
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mulated in Section III-B. We provide a sufficient condition for
which the optimal transmission policy also has the properties
outlined by Fig. 1.

First, recall that the spatially homogeneous network is a spe-
cial case of the spatially heterogeneous network, where all users
have the same channel distribution function and the same input
(arrival) rate. The optimization problem (12), which has been
analyzed in Section IV, can also be formulated for the spa-
tially homogeneous network model. In particular, for the spa-
tially homogeneous network model, the system maximum stable
throughput given by (10) can be rewritten as follows:

(21)

Hence, we can rewrite the optimization (12) for spatially ho-
mogeneous networked users as follows

(22)

where is given by (21). Theorems 2 and
3 hold for (22).

Second, it should be noted that the optimization problem (16)
is actually (12) with the objective function rewritten as (21)
above, subject to an extra constraint:

(23)

In what follows, we claim that if (22) has a unique solution
then the structural results outlined in Fig. 1 can be proved for
the optimization problem (16), which is equivalent to (22) with
the constraint (23).

Corollary 1: Consider the spatially homogeneous WLAN
model described in Section II. If (22) has a unique solution,
i.e., (21) has a unique global optimum, then the optimization
problem (16) has a unique solution that is a nonrandom-
ized transmission policy in the sense of Def. 2.

Proof: See the Appendix.
The classical collision channel model and the MPR model

without CSI [7] clearly do not satisfy the condition that the so-
lution of (22) is unique. However, it can still be claimed for
these models that (16) has a nonrandomized solution. Indeed,
for the symmetric network model with a collision channel, the
classical optimization problem is to pick a constant transmis-
sion probability to maximize the system throughput, which is
equivalent to the optimization problem (22) with one extra con-
straint that , for some constant . This con-
straint makes the optimal transmission policy randomized in the
sense of Def. 1. However, if transmission policies are allowed to
be functions of channel states as in (16), there exists a solution
that is nonrandomized in the sense of Def. 2. The underlying
reason is that, when CSI is available, each (randomized) con-

stant transmission policy is equivalent to at least one, and usu-
ally an infinite number of, nonrandomized transmission policies
of the form (2), assuming that the physical channel distribution
is continuous. The same arguments apply to the MPR model in
[6] and [7].

Using a similar approach to Corollary 2, we claim the other
structural results for the symmetric network model.

Corollary 2: Consider the spatially homogeneous WLAN
system model described in Section II. Assume that (17) holds.
If (21) has a unique global optimum, then the optimization
problem (16) has a unique solution that is pure in the
sense of Def. 2 and piecewise continuous, i.e.,

(24)

except for possibly a zero-measure set of values of .
Proof: See the Appendix.

Corollary 3: Consider the spatially homogeneous WLAN
model described in Section II and the SINR threshold reception
model (9), which is an example of the G-MPR model. Assume
that (22) has a unique solution, i.e., (21) has a unique global op-
timum. Further assume that it is possible to achieve a system
throughput greater than , for some . Let be
an optimal transmission policy. Let

where and are the spreading gain and the SINR threshold
in (9) then

(25)

Proof: Similar to the proofs of Corollaries 1 and 2, (25)
follows from the assumption that (21) has a unique global op-
timum, the symmetry of the objective function (21) and The-
orem 3.

VI. STOCHASTIC GRADIENT ALGORITHM FOR ESTIMATING

OPTIMAL TRANSMISSION POLICY

In this section we focus on deriving an algorithm to numer-
ically solve the optimization problem (16) for the symmetric
WLAN system model. In particular, we use a novel spherical
coordinate parameterization technique to convert the transmis-
sion policy optimization problem from a constrained problem,
where the constraint is that the transmit probabilities are in [0,
1], to an unconstrained problem. Then, we proposed a stochastic
approximation algorithm (Algorithm 1), that can numerically
solve the optimization problem (16). Algorithm 1 is an offline
gradient-based algorithm and can be used to find the optimal
transmission policy for spatially homogeneous networked users.
For spatially heterogeneous networked users, an analogous al-
gorithm can be easily obtained. However, for the asymmetric
network model, a game theoretic approach gives a more effi-
cient way to update the transmission policy of each user in a
real-time, distributed fashion [23].

The core of Algorithm 1 is the stochastic estimation of the
gradient (of the objective function), which cannot be derived in
close-form. The gradient estimates in Algorithm 1 are obtained
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by the score function method [27]. The score function method
is one of the exact gradient estimation methods that yield un-
biased gradient estimates. Other methods for obtaining unbi-
ased gradient estimates include the weak derivative method and
the process derivative method [27]. In this paper we select the
score function method for its relative simplicity. The essence of
the score function method is the use of the Rao–Blackwelliza-
tion (smoothing by conditioning) technique to reduce the vari-
ance of the gradient estimates. An alternative, very simple and
widely used method for gradient estimation is the finite differ-
ence method [28]. However, gradient estimates by the finite dif-
ference method are subject to a random systematic error of mean
0 and variance in the order of , where is the perturbation
factor (see [27, Ch. 5]). In other words, gradient estimates by
the finite difference method are biased, and as the perturbation
factor tends to zero, the variance of the estimate error is un-
bounded.

First, quantize the channel state space into a finite number
of ranges and convert (16) into a finite dimensional optimiza-
tion problem. In particular, let SNR represent channel state and
quantize the SNR domain (i.e., channel state space) into re-
gions by . The function
optimization problem (16) is then replaced by selecting an op-
timal transmit probability for each SNR range. We use the novel
spherical coordinate parameterization method, first proposed in
[29] and [30], to represent a transmission policy by

(26)

The system maximum stable throughput (10) can be rewritten
as

(27)

where and

(28)

is the average transmit probability, and is given
by the reception model (6). The optimization problem (16)
becomes finding that maximizes the system throughput, i.e.,

(29)

In what follows, we will derive a numerical algorithm to es-
timate the parameter that maximizes given by (27). The
use of the spherical coordinates as in (26) guarantees that the
norm of the estimated transmission policy is in [0, 1].
First, define a stationary point, which is also a local maximizer
of the system throughput by

(30)

The gradient of (27) with respect to is given by

(31)

where . Unbiased
gradient estimates of every factor in (31), including for
all , can be easily obtained without knowing the channel state
probability distribution function . Hence, it is straightfor-
ward to derive a blind stochastic approximation algorithm for
estimating the optimal transmission policy. However, when the
channel probability distribution function is known, there are
several methods for improving the gradient estimates and the
convergence rate of the algorithm [27]. Below we assume that

is known and propose an offline optimal transmission
policy learning algorithm that uses the Rao–Blackwellization
(smoothing by conditioning) technique for gradient estimation.

Stochastic Approximation Algorithm With Likelihood Ratio
Gradient Estimation: First, we need to generate unbiased esti-
mates of the gradient of the system throughput, given
by (27). Generation of requires the generation of unbi-
ased estimates of and its gradient with respect
to . Since the channel distribution function is known, we can
reduce variance of the estimates by the Rao-Blackwellization
(smoothing by conditioning) technique. We estimate
and conditioned on the event that all users
transmit, which we denote as event .

The a posteriori channel state distribution of a user given that
it transmits is computed in [21] and [1]

(32)

The corresponding density function is

where is the average transmit probability
corresponding to .

The conditional expectation of can be com-
puted straightforwardly by

(33)

It should be noted that after conditioning the (a posteriori)
channel state distribution is parameterized by , i.e.,

is of the parameterized integrators form
[27]. There are three methods to simulate the gradient of an
expectation of the parameterized integrators form: the score
function method (ratio likelihood), the weak derivatives method
and the process derivatives method [27]. In Algorithm 1, the
score function method is selected due to its relative simplicity.
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Furthermore, as estimates of are i.i.d over time,
the three methods are expected to have similar performance in
terms of the gradient estimate variances. Due to (33) and by the
score function method in [27]

where

Simple mathematical derivations give

(35)

Plugging (33), (34), and (35) into (27) gives the following score
function estimate for :

(36)

where , which is given by (32), for all
.

Algorithm 1: Initialize .
For time index repeat

• Generate for . Obtain
using (36)

• Conditions on decreasing step size with

(38)

Theorem 4: The estimates generated by Algorithm 1 con-
verge w.p.1 to a local maximizer , defined in (30), of the
system stable throughput (27).

Proof: For a fixed initial , the sequence
are i.i.d., and is an instance of the well known Rob-

bins Munro algorithm. In [31], the convergence proof for gra-
dient-based algorithms for much more general, correlated sig-
nals (e.g., Markovian signals) is given. The convergence condi-
tions are (38) and uniform integrability of . A suffi-
cient condition for uniform integrability is that the channel dis-
tribution has finite variance.

VII. NUMERICAL STUDIES

In this section the structural results and the performance of
Algorithm 1 are illustrated via numerical examples. We con-
sider a spatially homogeneous WLAN system of users that
communicate with a common base station using the DS-CDMA
scheme with random signature sequences of spreading gain

. Assume that SNR represents channel state and that
the base station has a matched filter receiver to decode signals
from different users. Then the reception model is given by (8)
and (9). That is, in a transmission time slot, a packet transmitted
from user is successfully received if and only if

where is the set of all transmitting users, is the spreading
gain, and is a SINR threshold. Assume the underlying channel
is Rayleigh fading, then the channel state (SNR) is exponentially
distributed. We relax the assumption that for some fi-
nite and let the channel state probability distribution function,
which is identical for all users, be

where is the mean value of .
Improvement in System Throughput and Success Rates: Let

and quantize the channel state space into 25 ranges
by for and . Fig. 2 com-
pares three transmission schemes in the sense of the full-load
system throughput, which is also the system maximum stable
throughput as the network is symmetric, and the average suc-
cess rates. The transmission schemes are i) the optimal channel-
aware transmission policies designed by Algorithm 1; ii) the
nonchannel-aware optimal transmission policy in [7]; iii) the
policy of always transmitting. The empirical full-load system
throughput is computed from (10) and the average success rate
is defined by , where is the average transmit
probability given by (14), is the total number of users, and
is the system maximum stable throughput.

The size of the network is varied from 1 to 40 users. It is
seen that the system throughput is improved with the size of
the network only when the optimal channel-aware transmission
policies are deployed. In addition, the success rate remains at
0.76 for the optimal channel-aware transmission policies even
when the system is overloaded, i.e., the number of active users is
greater than the spreading gain. That is, when CSI is exploited,
channel utilization is significantly enhanced.
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Fig. 2. Optimal distributed channel-aware MAC protocol offers a substantial
gain in the system maximum stable throughput and the success rate especially
when the network size is large. Simulation parameters: spreading gainN = 32,
SINR threshold � = 4 dB, mean channel state value � = 10.

Fig. 3. Estimates of the optimal transmission policy by Algorithm 1 converge
to a transmission policy that has the properties outlined by Fig. 1. Throughput
obtained by the estimated transmission policy is close to optimal after 50 iter-
ations. Simulation parameters: K = 20 users, spreading gain N = 32, SINR
threshold � = 4 dB, mean channel state value � = 5.

Convergence of the Estimates by Algorithm 1: We quantize
the channel state space into 25 ranges as in the previous example
but assume that instead of . Algorithm 1 is run
to estimate the optimal transmission policy for the case when
there are 20 active users in the network. Fig. 3 illustrates that
the estimates generated by Algorithm 1 seem to converge to
a transmission policy that has the properties outlined in
Fig. 1, i.e., nonrandomized as proved in Theorem 2a), piecewise
constant as proved in Theorem 2b), and for all
greater than some constant .

It can be seen from Fig. 3 that the convergence of Algorithm 1
is not plagued by any local optimum and the generated estimates

converge to a good neighborhood of the optimum after about
50 iterations. In fact, the system throughput for the transmission
policy obtained after 50 iterations of Algorithm 1 is very close
to the optimal throughput, which is approximately 4.61 for a
network of 20 users with .

VIII. ANALYSIS OF TWO-USER SYSTEMS

In this section we aim to give a simple analytical example to
provide more insight into the structural results in Section IV.
In particular, we consider a symmetric system of two users and
compute the optimal transmission policy explicitly to illustrate
the results in Section IV. We relax the assumption that the
channel state space lies in for some finite and let the
channel state space be .

Assume the users communicate with a common base station
using DS-CDMA with random signature sequences. Similarly
to previous sections, we assume the SINR threshold reception
model (9). Further assume that the physical channel is Rayleigh
fading, which leads to an exponential channel state (SNR) prob-
ability distribution function, i.e., .
The full-load system throughput (10) can be rewritten as

(39)

where

The optimization problem (12) becomes

(40)

We will now solve (40) completely to show that the results in
Section IV indeed hold.

Theorem 5: Consider the problem (40). Let
, if

(41)

then the optimal solution for (40) is .
Proof: See the Appendix.

IX. CONCLUSION

We consider optimizing the channel-aware ALOHA protocol
for the finite population random access network model. The net-
work has the multipacket reception capability and the outcome
of each transmission time slot depends on the number of trans-
mitting users and their channel states. We prove that the optimal
transmission policy is nonrandomized and piecewise constant
for every user. Furthermore, it is proved for CDMA networks,
which is the most important example of networks with the MPR
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capability, that there exists a channel state beyond which non-
transmitting is optimal.

In the second part of the paper, we propose an offline sto-
chastic approximation algorithm to numerically solve the opti-
mization problem for spatially homogeneous networks. The al-
gorithms use the spherical coordinates parameterization method
proposed in [29] and [30] to confine the transmission probabili-
ties in [0, 1]. The optimal transmission policy is then estimated
by a gradient-based algorithm, where the gradient is estimated
using the score-function method presented in [27].

In this paper, the system throughput is the objective and the
optimization problem is analyzed by a centralized design ap-
proach. In [23], we use a game theoretic approach to analyze
the structure of the optimal channel-aware transmission policies
for noncooperative users. Therein, it is proved that the optimal
transmission policy is a nonrandomized threshold function of
the channel state. When the system performance is limited by
multiuser interference, a game theoretic approach would also
improve the system throughput even though the users do not
cooperate [23].

APPENDIX

A. Proof of Theorem 1

The proof of this theorem follows very similar lines to the
proof of the sufficient part of Theorem 1 in [1]. For completion
and clarity we reproduce the proof with necessary generaliza-
tions. Readers are referred to [1] for the original proof on the
equivalence between the system maximum stable throughput
and the full-load system throughput for homogeneous networks
with the multipacket reception capability.

Let , where is the length of the
buffer of user at time . The evolution of is given by

(42)

where is 1 if user transmits a packet successfully in time
slot and 0 otherwise, is the number of packets that arrive
during time slot . is therefore a -dimensional Markov
chain. Assume that the arrival process and the reception model
are such that the Markov chain is aperiodic and irreducible. This
assumption is satisfied for most nontrivial arrival processes and
reception models [1]. With this assumption the stability of the
system in the sense of (3) is equivalent to the existence of a
stationary distribution for the Markov chain .

The theorem follows from two lemmas. First, Lemma 1 states
that the full-load version of the Markov chain stochas-
tically dominates .

Lemma 1: (Also see Lemma 2 in [1]) Consider a system of
spatially heterogeneous networked users. For each user

define a one-dimensional Markov chain that is
the full-load version of , i.e.,

The Markov chain stochastically dominates , i.e., for
all

(43)

(44)

where .
Proof: (43) is implied by the fact that the probability that

the buffer goes beyond level at time is greater if the buffer
store more packets at time [1]. We now show (44). The time
evolution can be written as

where is 1 if user transmits a packet successfully in time
slot and 0 otherwise, is the number of packets that arrive
during time slot .

Therefore, in order to show (44) it suffices to show that the
probability of success is lower in the full-load system, i.e.,

(45)

It should be noted that the success probability of a user decreases
when there is one more user that has a packet to transmit (due
to (7)). Hence, (45) clearly holds.

Second, we restate Lemma 3 in [1], which is an application of
Pakes’ Lemma [32]. The lemma provides a sufficient condition
for the stability of , which implies the stability of .

Lemma 2: For the Markov chain define the drift
. Suppose that the drift

for all and that for some scalar and integer we
have for all . Then the Markov chain
has a stationary distribution.

For the full-load system the drift of the Markov chain
corresponding to the buffer of user is independent of and is
given by

(46)

From the above equation it can be seen that a sufficient condition
for the stability of is

(47)
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which is also a sufficient condition for the stability of .
Hence a sufficient condition for the stability of the system is

(48)

Therefore, the system maximum stable throughput defined as
the supremum of all accumulative input rates for which the
system is stable is lower-bounded by (10).

B. Proof of Theorem 2

1) Proof of Theorem 2a): We will prove the Theorem by con-
tradiction. First, let be a solution to
(12). Suppose that does not satisfy
Theorem 1. Without loss of generality, suppose is ran-
domized in the sense of Def. 1, i.e., for some
nonzero measure set of values of .

We now show that the solution to the optimization problem

(49)

is nonrandomized in the sense of Def. 2. Indeed, the system
throughput when user never transmits is given by

(50)

When user uses the transmission policy the new
system throughput is given by

(51)

where

(52)

It is clear that

(53)

is a Lebesgue measurable transmission policy that maximizes
(51). Hence, if we assign given by (53), the

system throughput is still maximized. This step can be repeated
until only contains nonrandomized poli-
cies, hence, Theorem 1.

Remark: If is nonzero almost everywhere, we can claim
a stronger result that solution(s) of (12) must consist of pure
policies only. Intuitively, is nonzero almost everywhere
means that the system throughput when user always transmits
is almost surely different from the case when user never trans-
mits. Verifying this condition is hard. Nevertheless, we conjec-
ture that the condition holds for the SINR reception model for
CDMA systems. The condition does not hold for the collision
model or the MPR reception model without CSI.

2) Proof of Theorem 2b): We follow the same approach as
the proof of Theorem 2a).

Let be a solution to (12). We will
show that there exists a nonrandomized piecewise continuous
solution to (49). In particular, we will show that the solution (53)
is a piecewise continuous, nonrandomized transmission policy.
This can be done by showing that given by (52) is piece-
wise continuous.

Given the channel states of all users, the probability
that the only users indexed by transmit is given by

. Hence can be rewritten as

(54)

where is the joint distribution of
. As expectation is a smoothing oper-

ator, is piecewise continuous if (17) holds.

C. Proof of Theorem 3

Let be a solution to (12). Without
loss of generality we will show that (20) holds for . For

to be an optimum, it must be the
case that , where is
given by (53) and is given by (52). The proof will be com-
plete if we can show that for all .

Due to the theorem’s assumption,
. Furthermore, when user never transmits the system

throughput is given by (50). From (50) it is easy to see
that .

For the SINR threshold reception model (9) we have

(55)
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Hence, the following inequalities and equality holds:

(56)

Hence, for all .

D. Proof of Corollary 2

Under the assumption that all users have the same channel
distribution, (10) becomes (21) and the optimization problem
(12) becomes (22). Let be the unique solu-
tion of (22). Then due to Theorem 2 is a pure policy for
all .

Since (21) is symmetric with respect to the transmission poli-
cies it must be the case that any permutation
of is also a global optimum of (21). It fol-
lows from the uniqueness of the global optimum that

. Then , which is non-
randomized in the sense of Def. 2, is the unique optimum of (13).

E. Proof of Corollary 2

Similar to the proof of corollary 2, under the assumption that
all users have the same channel distribution, the objective func-
tion (10) becomes (21), which is symmetric with respect to
the transmission policies of all users. This symmetry implies
that if is a global optimum of (21) then so
is any permutation of . It then follows that

and is piecewise con-
tinuous due to Theorem 3 and is the unique optimum
of (13).

F. Proof of Theorem 5

Our approach to prove the theorem is as follows: first, we
aim to solve for without any assumption or constraint on

. Then by symmetry, we claim the same result for .
1) . Equation (39) can be

rewritten as

We need to select to maximize

For we have . Hence
and

(57)

Therefore for all . Since (57) does
not require any assumption on , by symmetry we can
claim that for all .

2) . For in this region we
have and,
therefore,

for all . It then follows that

It follows that a sufficient condition for the strict optimality
of in this region is (41). Similarly, if (41)
holds in . Lastly, it is clear from (39) that

and for all .

REFERENCES

[1] S. Adireddy and L. Tong, “Exploiting decentralized channel state in-
formation for random access,” IEEE Trans. Inf. Theory, vol. 51, no. 2,
pp. 537–561, Feb. 2005.

[2] G. Dimic, N. D. Sidiropoulos, and R. Zhang, “Medium access con-
trol—Physical cross-layer design,” IEEE Signal Process. Mag. , vol.
21, no. 5, pp. 40–50, 2004.

[3] A. Gummalla and J. Limb, “Wireless medium access control proto-
cols,” IEEE Commun. Surveys Tutorials, vol. 3, no. 2, 2000.

[4] L. Tong, V. Naware, and P. Venkitasubramaniam, “Signal processing in
random access,” IEEE Signal Process. Mag., vol. 21, no. 5, pp. 29–39,
2004.

[5] R. A. Berry and E. M. Yeh, “Cross-layer wireless resource allocation,”
IEEE Signal Process. Mag., vol. 21, no. 5, pp. 59–68, 2004.

[6] S. Ghez, S. Verdu, and S. C. Schwartz, “Stability properties of slotted
ALOHA with multipacket reception capability,” IEEE Trans. Autom.
Control, vol. 33, no. 7, pp. 640–649, Jul. 1988.

[7] S. Ghez, S. Verdu, and S. C. Schwartz, “Optimal decentralized control
in the random access multipacket channel,” IEEE Trans. Autom. Con-
trol, vol. 34, no. 11, pp. 1153–1163, Nov. 1989.

[8] A. B. MacKenzie and S. B. Wicker, “Stability of multipacket slotted
ALOHA with selfish users and perfect information,” in Proc. 22nd Ann.
Joint Conf. IEEE Comp. Commun. Soc. 2003, Apr. 2003, vol. 3, pp.
1583–1590.

[9] Q. Zhao and L. Tong, “A multiqueue service room MAC protocol
for wireless networks with multipacket reception,” IEEE/ACM Trans.
Netw., vol. 11, no. 1, pp. 125–137, 2003.



2588 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 56, NO. 6, JUNE 2008

[10] W. Szpankowski, “Stability conditions for some distributed systems:
Buffered random access systems,” Adv. Appl. Probabil., vol. 26, pp.
498–515, 1994.

[11] B. Tsybakov and V. Mikhailov, “Ergodicity of slotted ALOHA
system,” Problemy Peredachi Informatsii, vol. 15, pp. 73–87,
Oct.–Dec. 1979.

[12] R. Rao and A. Ephremides, “On the stability of interacting queues
in a multiple-access system,” IEEE Trans. Inf. Theory, vol. 34, pp.
918–930, Sep. 1988.

[13] W. Luo and A. Ephremides, “Stability of n interacting queues in
random access systems,” IEEE Trans. Inf. Theory, vol. 45, pp.
1579–1587, Jul. 1999.

[14] M. Zorzi and R. Rao, “Capture and retransmission in mobile radio,”
IEEE J. Sel. Areas Commun., vol. 12, no. 8, pp. 1289–1298, Oct. 1994.

[15] B. Hajek, A. Krishna, and R. LaMaire, “On the capture probability for
a large number of stations,” IEEE Trans. Commun., vol. 45, no. 2, pp.
254–260, Feb. 1997.

[16] V. Naware, G. Mergen, and L. Tong, “Stability and delay of finite-user
slotted aloha with multipacket reception,” IEEE Trans. Inf. Theory, vol.
51, no. 7, pp. 2636–2656, 2005.

[17] D. Tse and S. Hanly, “Linear multiuser receivers: Effective interfer-
ence, effective bandwidth and user capacity,” IEEE Trans. Inf. Theory,
vol. 45, pp. 641–657, Mar. 1999.

[18] S. Shamai and E. Telatar, “Some information theoretic aspects of
decentralized power control in multiple access fading channels,”
presented at the Inf. Theory Netw. Workshop, Metsovo, Greece, Jun.
1999.

[19] X. Qin and R. Berry, “Exploiting Multiuser Diversity in Wireless
ALOHA Networks,” presented at the 2001 Allerton Conf. Commun.,
Control. Computing, Allerton, IL, Oct. 2001.

[20] X. Qin and R. Berry, “Exploiting multiuser diversity for medium access
control in wireless networks,” presented at the IEEE INFOCOM, San
Francisco, CA, Mar.–Apr. 2003.

[21] G. Mergen and L. Tong, “On the asymptotic stable throughput of op-
portunistic random access,” in Conf. Inf. Sci. Syst., Princeton Univ.,
Mar. 2004.

[22] M. H. Ngo and V. Krishnamurthy, “On optimal transmission algo-
rithms for slotted ALOHA sensor networks with multi-packet recep-
tion,” in Proc. Int. Conf. Acoust., Speech, Signal Process., Philadelphia,
PA, Mar. 2005, pp. 669–672.

[23] M. H. Ngo and V. Krishnamurthy, “Game theoretic cross-layer trans-
mission policies in multipacket reception wireless networks,” IEEE
Trans. Signal Process. , vol. 55, no. 5, pp. 1911–1926, May 2007.

[24] T. Rappaport, Wireless Communications: Principles and Practice, 2nd
ed. Englewood Cliffs, NJ: Prentice-Hall, 2002.

[25] A. Goldsmith, Wireless Communications. Cambridge, U.K.: Cam-
bridge Univ. Press, 2005.

[26] D. Luenberger, Optimization by Vector Space Methods. New York:
Wiley, 1969.

[27] G. Pflug, Optimization of Stochastic Models: The Interface between
Simulation and Optimization. Boston, MA: Kluwer Academic , 1996.

[28] J. C. Spall, Introduction to Stochastic Search and Optimization, ser.
Wiley-Interscience series in Discrete Mathematics and Optimiza-
tion. New York: Wiley-Interscience, 2003.

[29] F. V. Abad and V. Krishnamurthy, Self “Learning control of con-
strained markov decision processes—A valued gradient approach,”
GERAD-HEC Montreal, QC, Canada, Tech. Rep. G-2003-51, Aug.
2003 [Online]. Available: http://www.gerad.ca/fichiers/cahiers/G-
2003-51.pdf

[30] F. V. Abad, V. Krishnamurthy, I. Baltcheva, and K. Martin, “Self
learning control of constrained Markov decision processes,” presented
at the IEEE Conf. Decision Control Las Vegas, NV, 2002.

[31] H. Kushner and G. Yin, Stochastic Approximation Algorithms and Ap-
plications. New York: Springer-Verlag, 1997.

[32] A. Pakes, “Some conditions for ergodicity and recurrence of Markov
chains,” Operat. Res., vol. 17, pp. 1058–1061, 1969.

Minh Hanh Ngo (S’04) was born in 1979. She re-
ceived the B.E. degree in telecommunications in en-
gineering from the University of Sydney, Australia,
in 2003 and the Ph.D. degree from the University of
British Columbia, Canada, in 2007.

She currently works as a quantitative analyst at
Philips, Hager & North Investment Management,
Ltd. Her research interests include stochastic op-
timization, heuristic optimization methods with
applications in engineering and finance, and game
theory.

Dr. Ngo received a Killam Predoctoral Fellowship from the University of
British Columbia during her doctoral studies.

Vikram Krishnamurthy (S’90–M’91–SM’99–
F’05) was born in 1966. He received the Bachelor’s
degree from the University of Auckland, New
Zealand, in 1988, and the Ph.D. degree from the
Australian National University, Canberra, in 1992.

Since 2002, he has been a professor and Canada
Research Chair at the Department of Electrical Engi-
neering, University of British Columbia, Vancouver,
Canada. Prior to 2002, he was a chaired professor
with the Department of Electrical and Electronic En-
gineering, University of Melbourne, Australia, where

he also served as Deputy Head of department. His current research interests
include stochastic dynamical systems for modeling of biological ion channels
and biosensors, stochastic optimization and scheduling, and statistical signal
processing. He is coeditor with S.H. Chung and O. Andersen of the book Bio-
logical Membrane Ion Channels—Dynamics Structure and Applications (New
York: Springer-Verlag, 2006).

Dr. Krishnamurthy has served as Associate Editor for several jour-
nals including the IEEE TRANSACTIONS ON AUTOMATIC CONTROL, IEEE
TRANSACTIONS ON SIGNAL PROCESSING, IEEE TRANSACTIONS ON AEROSPACE

AND ELECTRONIC SYSTEMS, IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS

II, IEEE TRANSACTIONS ON NANOBIOSCIENCE, and Systems and Control
Letters.

Lang Tong (S’87–M’91–SM’01–F’05) received
the B.E. degree from Tsinghua University, Beijing,
China, in 1985, and the M.S. and Ph.D. degrees in
electrical engineering in 1987 and 1991, respectively,
from the University of Notre Dame, Notre Dame, IN.

He was a Postdoctoral Research Affiliate with
the Information Systems Laboratory, Stanford
University, Stanford, CA, in 1991. He is the Irwin
and Joan Jacobs Professor in Engineering at Cornell
University, Ithaca, NY. Prior to joining Cornell
University, he was on the faculty at West Virginia

University and the University of Connecticut. He was also the 2001 Cor Wit
Visiting Professor at the Delft University of Technology, The Netherlands.
His research is in the general area of statistical signal processing, wireless
communications and networking, and information theory.

Dr. Tong received the 1993 Outstanding Young Author award from the
IEEE Circuits and Systems Society, the 2004 Best Paper award (with M.
Dong) from the IEEE Signal Processing Society, and the 2004 Leonard G.
Abraham Prize Paper Award from the IEEE Communications Society (with P.
Venkitasubramaniam and S. Adireddy). He is also a coauthor of five student
paper awards. He received Young Investigator Award from the Office of Naval
Research. He has served as an Associate Editor for the IEEE TRANSACTIONS

ON SIGNAL PROCESSING, the IEEE TRANSACTIONS ON INFORMATION THEORY,
and IEEE SIGNAL PROCESSING LETTERS.


