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A Unique “Nonnegative” Solution to an

Underdetermined System: from Vectors to

Matrices
Meng Wang Weiyu Xu Ao Tang

Abstract

This paper investigates the uniqueness of a nonnegative vector solution and the uniqueness of a

positive semidefinite matrix solution to underdetermined linear systems. A vector solution is the unique

solution to an underdetermined linear system only if the measurement matrix has a row-span intersecting

the positive orthant. Focusing on two types of binary measurement matrices, Bernoulli 0-1 matrices and

adjacency matrices of general expander graphs, we show that, in both cases, the support size of a unique

nonnegative solution can grow linearly, namelyO(n), with the problem dimensionn. We also provide

closed-form characterizations of the ratio of this supportsize to the signal dimension. For the matrix case,

we show that under a necessary and sufficient condition for the linear compressed observations operator,

there will be a unique positive semidefinite matrix solutionto the compressed linear observations. We

further show that a randomly generated Gaussian linear compressed observations operator will satisfy

this condition with overwhelmingly high probability.

I. INTRODUCTION

This paper is devoted to recover a “nonnegative” decision variable from an underdetermined system of

linear equations. When the decision variable is a vector, “nonnegativity” means each entry is nonnegative.

When the decision variable is a matrix, “nonnegativity” indicates that the matrix is positive semidefinite.

The problem is ill-conditioned in general, however, we can correctly recover the vector or the matrix if

the vector is sparse, or the matrix is low rank.
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Finding the sparest vector among vectors satisfying a set oflinear equations is NP-hard. One frequently

used heuristic isL1-minimization, which returns the vector with the leastL1 norm. Recently, there has

been an explosion of research on this topic, see e.g., [2], [7]–[9], [14]. [7] gives a sufficient condition

known as Restricted Isometry Property (RIP) on the measurement matrix that guarantees the recovery of

the sparest vector viaL1 minimization. In many interesting cases, the vector is known to be nonnegative.

[12] gives a necessary and sufficient condition known as the outwardly neighborliness property of the

measurement matrix forL1 minimization to successfully recover a sparse non-negative vector. Moreover,

recent studies [5], [13], [20] suggested that a sparse solution could be the unique nonnegative solution

there. This certainly leads to potentially better alternatives to L1 minimization as in this case any

optimization problem over this constraint set can recover the solution.

Motivated by networking inference problems such as networktomography, we are particularly interested

in systems where the measurement matrix is a 0-1 matrix. There have not been many existing results on

this type of systems except a few very recent papers [3], [4],[20], [29]. We focus on two types of binary

matrices, Bernoulli 0-1 matrices and adjacency matrices ofexpanders, and provides conditions under

which a sparse vector is the unique nonnegative solution to the underdetermined system. For random

Bernoulli measurement matrices, we prove that, as long as the number of equations divided by the number

of variables remains constant as the problem dimension grows, with overwhelming probability over the

choices of matrices, a sparse nonnegative vector is a uniquenonnegative solution provided that its support

size is at most proportional to its dimension for some positive ratio. For general expander matrices, we

further provide a closed-form constant ratio of support size to dimension under which a nonnegative

vector is the unique solution.

The phenomenon that an underdetermined system admits a unique “nonnegative” solution is not

restricted for the vector case. Finding the minimum rank matrix among all matrices satisfying given

linear equations is arank minimizationproblem. Among the rank minimization problems, one particularly

important class is the rank minimization problem for positive semidefinite matrices under compressed

observations. For example, minimizing the rank of a covariance matrix, which is a positive semidefinite

matrix, arises in statistics, econometrics, signal processing and many other fields where second-order

statistics for random processes are used [16]. A positive semidefinite matrix is special in that its eigenval-

ues (also its singular values) are nonnegative. In fact, thenuclear norm minimization heuristic for general

matrices was preceded by the trace norm heuristic for positive symmetric matrices in rank minimization

problems. While the general analytic frameworks and computational techniques, for example, [25], [26],

are applicable to the rank minimization problems for positive semidefinite matrices, the special properties



of positive semidefinite matrices may open the way to new structures and new analysis, which more

efficient computational techniques may exploit to provide faster matrix recovery.

Parallel to the influence of the nonnegative constraint on a vector variable, the positive semidefinite

constraint on a matrix variable may dramatically reduce thesize of the feasible set in rank minimization

problems. In particular, we show that under a necessary and sufficient condition for the linear com-

pressed observations operator, there will be a unique positive semidefinite matrix solution to compressed

linear observations. We further show that a randomly generated Gaussian linear compressed observations

operator will satisfy this necessary and sufficient condition with overwhelmingly high probability. This

result is akin to the one in the vector case for the unique nonnegative solution, but the transition from a

nonnegative vector to a positive semidefinite matrix requires very different analytical approaches.

This paper is organized as follows. Section II discusses thephenomena that a sparse vector can be

the unique nonnegative vector satisfying an underdetermined linear system. Focusing on 0-1 matrices,

we prove that a sparse vector is a unique nonnegative solution as long as its support size is at most

proportional to the dimension for some positive ratio. We further give a closed-form ratio of the support

size and the dimension if the matrix is an adjacent matrix of an expander graph. Section III shows a low-

rank matrix can be the unique positive semidefinite matrix satisfying compressed linear measurements.

We provide a necessary and sufficient condition for this phenomenon to happen and prove the existence

of compressed measurements satisfying the proposed condition. Numerical examples are discussed in

Section IV and Section V concludes the paper.

II. U NIQUE NONNEGATIVE VECTOR TO ANUNDERDETERMINED SYSTEM

How to recover a vectorx ∈ R
n from the measurementy = Ax ∈ R

m, whereAm×n(m < n) is the

measurement matrix? In many applications,x is nonnegative, which is our main focus here. In general,

the task seems impossible as we have fewer measurements thanvariables. However, ifx is sparse, it can

be recovered by solving the following problem,

min ‖x‖0 s.t.Ax = y, x ≥ 0, (II.1)

where theL0 norm ‖ · ‖0 measures the number of nonzero entries of a given vector. Since (II.1) in

general is NP-hard, people solve an alternative convex problem by replacingL0 norm with L1 norm

where‖x‖1 =
∑

i |xi|.TheL1 minimization problem can be formulated as follows:

min1Tx s.t.Ax = y, x ≥ 0. (II.2)



In fact, for a certain class of matrices, ifx is sufficiently sparse, not only can we recoverx from

(II.2), but alsox is theonly solution to{x | Ax = y, x ≥ 0}. In other words,{x | Ax = y, x ≥ 0} is a

singleton, andx can possibly be recovered by techniques other thanL1 minimization.

[5] analyzed the singleton property of matrices with a row-span intersecting the positive orthant. Here

we first show only these matrices can possibly have the singleton property.

Definition 1 ( [5]). A has a row-span intersecting the positive orthant, denoted by A ∈ M
+, if there

exists a vectorβ > 0 in the row space ofA, i.e. ∃h such that

hTA = βT > 0.

There is a simple observation regarding matrices inM
+.

Lemma 1. Let ai ∈ R
m (i = 1, 2, ..., n) be theith column of matrixA, thenA ∈ M

+ if and only if

0 /∈ P , where

P , Conv(a1, a2, ..., an) = {
∑

i

λiai|1Tλ = 1, λ ≥ 0}

Proof: If A ∈ M
+, then there existsh such thathTA = βT > 0. Suppose we also have0 ∈ P ,

then there existsλ ≥ 0 such thatAλ = 0 and1Tλ = 1. Then(hTA)λ = βTλ > 0 asβ > 0, λ ≥ 0 and

λ 6= 0. But (hTA)λ = hT (Aλ) = 0 asAλ = 0. Contradiction! Therefore0 /∈ P .

Conversely, if0 /∈ P , there exists a separating hyperplane{x | hTx + b = 0, h 6= 0} that strictly

separates0 andP . We assume without loss of generality thathT 0 + b < 0 andhTx + b > 0 for any

point x in P . ThenhTai > −b > 0,∀i. Thus we concludehTA > 0.

The next theorem states a necessary condition on matrixA for {x | Ax = Ax0, x ≥ 0} to be a

singleton.

Theorem 1. If {x | Ax = Ax0, x ≥ 0} is a singleton for somex0 ≥ 0, thenA ∈ M
+.

Proof: SupposeA /∈ M
+, from Lemma 1 we know0 ∈ Conv(a1, a2, ..., an). Then there exists

a vectorw ≥ 0 such thatAw = 0 and 1
Tw = 1. Clearly w ∈ Null (A) and w 6= 0. Then for any

γ > 0 we haveA(x0 + γw) = Ax0 + γAw = Ax0, and x0 + γw ≥ 0 provided x0 ≥ 0. Hence

x0 + γw ∈ {x | Ax = Ax0, x ≥ 0}.



Theorem 1 shows thatA belongs toM+ is a necessary condition for an underdetermined system to

admit a unique nonnegative vector. IfAm×n is a random matrix such that every entry is independently

sampled from Gaussian distribution with zero mean, then theprobability that0 lies in the convex hull

of the column vectors ofA, or equivalently{x | Ax = Ax0, x ≥ 0} is not a singleton for anyx0 ≥ 0,

is 1− 2−n+1
m−1
∑

k=0

(

n−1
k

)

( [28]), which goes to 1 asymptotically asn increases if lim
n→+∞

m
n
< 1

2 . Thus, if

lim
n→+∞

m
n
< 1

2 , then for a random Gaussian matrixA, {x | Ax = Ax0, x ≥ 0} would not be a singleton

with overwhelming probability no matter how sparsex0 is. This phenomenon is also characterized in

[13].

The property that{x | Ax = Ax0, x ≥ 0} is a singleton can also be characterized in both high-

dimensional geometry [13] and the null space property ofA [20]. We state two necessary and sufficient

conditions in Theorem 2.

Theorem 2 ( [13], [20]). The following three properties ofAm×n are equivalent:

• For any nonnegative vectorx0 with a support size no greater thank, the set{x | Ax = Ax0, x ≥ 0}
is a singleton.

• The polytopeP defined in (II.3) hasn vertices and isk-neighborly.

• For anyw 6= 0 in the null space ofA, both the positive support and the negative support ofw have

a size of at leastk + 1.

Note that a polytopeP is k-neighborly if every set ofk vertices spans a faceF of P . F is a face of

P if there exists a vectorαF such thatαT
Fx = c,∀x ∈ F , andαT

Fx < c,∀x /∈ F andx ∈ P .

[13] (Corollary 4.1) shows that there exists a special partial Fourier matrixΩ with 2p+ 1 rows such

that {x | Ωx = Ωx0, x ≥ 0} is a singleton for every nonnegativep-sparse signalx0. Here we will show

the result is the “best” we can hope for in the sense that a matrix A should have at least2p+ 1 rows if

{x | Ax = Ax0, x ≥ 0} is a singleton for every nonnegativep-sparse signalx0.

Proposition 1. For a matrixAm×n (m < n), if {x | Ax = Ax0, x ≥ 0} is a singleton for any nonnegative

p-sparse signalx0, thenm ≥ 2p + 1.

Proof: Pick the firstm+ 1 columns ofA, denoted bya1, a2, ..., am+1 ∈ R
m. Then the equations

m+1
∑

i=1

λiai = 0 (II.3)

havem equations andm+ 1 variablesλ1, λ2, ..., λm+1, and have a non-zero solution.



From Theorem 1 we know thatA must belong toM+, i.e. there existsh such thathTA = βT > 0.

Taking the inner product of both sides of (II.3) withh, we have

m+1
∑

i=1

βiλi = 0. (II.4)

Sinceβ > 0, from (II.4) we knowλ should have both positive and negative terms. Collecting positive

and negative terms ofλ separatively, we can rewrite (II.3) as follows,

∑

i∈Ip
λiai = −

∑

i∈In
λiai, (II.5)

whereIp is the set of indices of positive terms ofλ andIn is the set of indices of negative terms. Note

that |Ip|+ |In| ≤ m+ 1. We also have
∑

i∈Ip λi = −∑

i∈In λi , r > 0 from (II.4).

Supposem ≤ 2p, then |Ip| + |In| ≤ m + 1 ≤ 2p + 1, we assume without loss of generality that

|Ip| ≤ p. Since{x | Ax = Ax0, x ≥ 0} is a singleton for every nonnegativep-sparse signalx0, then

from Theorem 2Conv(a1, a2, ..., an) is p-neighborly, which implies that for any index setI with |I| = p,

there existsη such thatηTai = c for any i ∈ I, andηTai < c for all i /∈ I. We consider specifically an

index setI, which containsIp but does not containIn, and its corresponding vectorη. Taking the inner

product of both sides of (II.5) withη, we would getrc on the left and some value strictly greater than

rc on the right, and reach a contradiction.

Sparse recovery problems appear in different fields. Specific problem setup may impose further con-

straints on the measurement matrix. We are particularly interested in network inference problems, in

which the measurement matrix is a 0-1 routing matrix. Network inference problems attempt to extract

individual parameters based on aggregate measurements in networks. There has been active research

in this area including a wide spectrum of approaches rangingfrom theoretical reasoning to empirical

measurements [11], [15], [23], [24], [30].

Since the measurement matrices in network inference problems are 0-1 matrices, the instances when

A is a 0-1 matrix are our main focus. Section II-A and II-B provethat a sparse vector can be the

unique nonnegative vector satisfying compressed linear measurements if the measurement matrix is a

random Bernoulli matrix or an adjacency matrix of an expander graph. Moreover, the support size of

the sparse vector can be proportional to the dimension, in other words, the support size of the unique

nonnegative vector isO(n) wheren is the dimension, while the provable support size for uniqueness

property in [5] isO(
√
n). Besides, for anyθ , lim

n→+∞
m
n

> 0, the support size of a sparse vector that

is a unique nonnegative solution can always beO(n), while for Gaussian measurement matrices, with

high probability,{x | Ax = Ax0, x ≥ 0} would not be a singleton for any nonnegativex0 (with linearly



growing sparsity) ifθ < 1
2 [13]. This also shows the fundamental difference between 0-1 measurement

matrices and well studied Gaussian random measurement matrices.

A. Uniqueness with 0-1 Bernoulli Matrices

First we consider the uniqueness property with dense 0-1 Bernoulli matrix. The measurement matrixA

is an(m+1)×n measurement matrix, with each element in the firstm rows ofA being i.i.d. Bernoulli

random variables, taking values ‘0’ with probability12 and taking values ‘1’ with probability12 . The last

row of A is a 1× n all ‘1’ vector. We also assume the fraction ratiom
n

is a constantθ as the dimension

n grows. It turns out that asn goes to infinity, with overwhelming probability there exists a constant

γ > 0 such that{x | Ax = Ax0, x ≥ 0} is a singleton for any nonnegative(γn − 1)-sparse signalx0.

To see this, we first present the following theorem:

Theorem 3. For anyθ > 0, there exists a constantγ > 0 such that, with overwhelmingly high probability

asn → ∞, any nonzero vectorw in the null space of the measurementA mentioned above has at least

γn negative and at leastγn positive elements.

Proof: Let us consider an arbitrary nonzero vectorw in the null space ofA. Let S be the support

set for the negative elements ofw and letSc be the support set for the nonnegative elements ofw. We

now want to argue that, with overwhelmingly high probability, the cardinality|S| of the setS can not

be too small.

From the large deviation principle and a simple union bound,for any ǫ > 0, with overwhelmingly

high probability asn goes to infinity,simultaneouslyfor everycolumn of the measurement matrix, the

sum of its(m+ 1) elements will be in the range[12θ(1− ǫ)n, 12θ(1 + ǫ)n].

SinceAw = 0,

ASwS +AScwSc = 0,

whereAS , wS , ASc , andwSc are respectively the part of matrixA and vectorw indexed by the setsS

andSc.

Multiplying the 1×m row vector[1, 1, ..., 1] to both sides of this equation, we get

USwS + UScwSc = 0, (II.6)

whereUS is an 1 × |S| vector, each component of which represents the sum of the elements from the

corresponding column ofAS ; USc is an1× |Sc| vector, each component of which represents the sum of

the elements from the corresponding column ofASc .



From the concentration result of the column sums, we know

USwS ≥ −1

2
θ(1 + ǫ)n‖wS‖1,

and

UScwSc ≥ 1

2
θ(1− ǫ)n‖wSc‖1.

But combining these two inequalities with (II.6), it follows that

1

2
θ(1− ǫ)n‖wSc‖1 −

1

2
θ(1 + ǫ)n‖wS‖1 ≤ 0,

which implies

‖wS‖1
‖wSc‖1

≥ 1− ǫ

1 + ǫ
. (II.7)

Now we look at the null space of the measurement matrixA. First, notice that the null space ofA is

a subset of the null space of the matrixA′ comprising of the firstθn rows of A subtracted by the last

row of A (the all ‘1’ vector). Then the matrixA′ is a random±1 Bernoulli measurement matrix, which

is known to satisfy the restricted isometry condition. Recall one result about the null space property of

a matrix satisfying the restricted isometry condition:

Lemma 2 ( [6]). Let h be any vector in the null space ofA′ and letT0 be any set of cardinalityq. Then

‖hT0
‖1 ≤

√
2δ2q

1− δ2q
‖hT c

0
‖1,

whereδ2q is the restricted isometry constant for sparse vectors withsupport set size no bigger than2q,

namely,δ2q is the smallest positive number such that for any setT with |T | ≤ 2q, and any vectory, the

following holds:
√
m(1− δ2q)‖y‖2 ≤ ‖A′

T y‖2 ≤
√
m(1 + δ2q)‖y‖2.

Reasoning from Lemma 2 and (II.7), after some algebra, we know immediately, forq = |S|, δ2q must

satisfy

δ2q ≥
1− ǫ

1− ǫ+
√
2(1 + ǫ)

.



Fig. 1. The bipartite graph corresponding to matrixA in (II.8)

We also know there exists aγ > 0 such that for anyq ≤ γn, with overwhelmingly high probability

asn → ∞,

δ2q <
1− ǫ

1− ǫ+
√
2(1 + ǫ)

,

thus with overwhelmingly high probability asn → ∞, the size of the negative support, namely|S|, can

not be smaller thanγn.

Similarly, we have the same conclusion for the cardinality of the support set of the positive elements

for any nonzero vector from the null space of the matrixA.

Theorem 3 immediately indicates that{x | Ax = Ax0, x ≥ 0} is a singleton for all nonnegativex0

that isγn − 1 sparse. Thus the support size of the unique nonnegative vector can be as large asO(n),

while the previous result in [5] isO(
√
n).

B. Uniqueness with Expander Adjacency Matrices

Section II-A discusses the singleton property with 0-1 Bernoulli matrices, here we focus on another

type of 0-1 matrices where the matrixA is the adjacency matrix of a bipartite expander graph. [4],

[20], [29] studied related problems using expander graph with constant left degree. We instead employ

a general definition of expander which does not require constant left degree.

Every m × n binary matrixA is the adjacency matrix of an unbalanced bipartite graph with n left

nodes andm right nodes. There is an edge between right nodei and left nodej if and only if Aij = 1.

Let dj denote the degree of left nodej, and letdl anddu be the minimum and maximum of left degrees.

Defineρ = dl/du, then0 < ρ ≤ 1. For example, the bipartite graph in Fig. 1 corresponds to the matrix



A in (II.8). Heredl = 1, du = 2, andρ = 0.5.

A =











1 1 1 0 0

1 0 0 1 0

0 0 1 1 1











. (II.8)

Definition 2 ( [22]). A bipartite graph withn left nodes andm right nodes is an(α, δ) expander if for any

setS of left nodes of size at mostαn, the size of the set of its neighborsΓ(S) satisfies|Γ(S)| ≥ δ|E(S)|,
whereE(S) is the set of edges connected to nodes inS, andΓ(S) is the set of right nodes connected

to S.

Our next main result regarding the singleton property of an adjacency matrix of a general expander is

stated as follows.

Theorem 4. For an adjacency matrixA of an (α, δ) expander with left degrees in the range[dl, du], if

δρ >
√
5−1
2 ≈ 0.618, then for any nonnegativek-sparse vectorx0 with k ≤ α

1+δρ
n, {x | Ax = Ax0, x ≥

0} is a singleton.

Proof: From Theorem 2, in order to prove that{x | Ax = Ax0, x ≥ 0} is a singleton for any

nonnegative α
1+δρ

n-sparse vectorx0, we only need to argue that for any nonzerow such thatAw = 0,

we have|S−| ≥ αn
1+δρ

+ 1 and |S+| ≥ αn
1+δρ

+ 1, whereS− andS+ are negative support and positive

support ofw respectively.

We will prove by contradiction. Suppose without loss of generality that there exists a nonzerow in

Null(A) such that|S−| = s ≤ αn
1+δρ

, then the setE(S−) of edges connected to nodes inS− satisfies

dls ≤ |E(S−)| ≤ dus.

Then the setΓ(S−) of neighbors ofS− satisfies

dus ≥ |E(S−)| ≥ |Γ(S−)| ≥ δ|E(S−)| ≥ δdls,

where the second to last equality comes from the expander property.

Notice thatΓ(S−) = Γ(S+) = Γ(S− ∪ S+), otherwiseAw = 0 does not hold, then

|S+| ≥
|Γ(S+)|

du
=

|Γ(S−)|
du

≥ δdls

du
= δρs.

Now consider the setS−∪S+, we have|S− ∪S+| ≥ (1+ δρ)s. Pick an arbitrary subset̃S ∈ S−∪S+

such that|S̃| = (1 + δρ)s ≤ αn. From expander property, we have

|Γ(S̃)| ≥ δ|E(S̃)| ≥ δdl|S̃| = δρ(1 + δρ)dus > dus.



The last inequality holds sinceδρ(1 + δρ) > 1 providedδρ >
√
5−1
2 . But |Γ(S̃)| ≤ |Γ(S− ∪ S+)| =

|Γ(S−)| ≤ dus. A contradiction arises, which completes the proof.

Corollary 1. For an adjacency matrixA of an (α, δ) expander with constant left degreed, if δ >
√
5−1
2 ,

then for any nonnegativek-sparse vectorx0 with k ≤ α
1+δ

n, {x | Ax = Ax0, x ≥ 0} is a singleton.

Theorem 4 together with Corollary 1 is an extension to existing results. Theorem 3.5 of [20] shows

that for an (α, δ) expander with constant left degreed, if dδ > 1, then there exists a matrix̃A (a

perturbation ofA) such that{x | Ãx = Ãx0, x ≥ 0} is a singleton for every nonnegativeδαn-sparsex0.

Our result instead can directly quantify the sparsity threshold needed for a vector to be a unique solution

to compressed measurements induced byA, not its perturbation. [4] discussed the success ofL1 recovery

of a general vectorx for expanders with constant left degree. If we apply Theorem1 of [4] to cases

wherex is known to be nonnegative, the result can be interpreted as that {x | Ax = Ax0, x ≥ 0} is a

singleton for any nonnegativeα2n-sparse vectorx0 if δ > 5
6 ≈ 0.833. Our result in Corollary 1 implies

that if δ >
√
5−1
2 ≈ 0.618, x0 can be α

1+δ
n-sparse and still be the unique nonnegative solution.

[17], [27] proved that for anym, n andδ > 0, there exists an(α, δ) expander with constant left degree

d for somed andα > 0, and such an expander can be generated through random graphs. There also exist

explicit constructions of expander graphs [10]. Combiningthe results with Corollary 1, for anym and

n, we can generate an(α, δ) expander with adjacency matrixA such that{x | Ax = Ax0, x ≥ 0} is a

singleton for any nonnegativekn-sparsex0, wherek = α
1+δ

> 0. Thus, same as Bernoulli 0-1 matrices,

the adjacency matrixA of an (α, δ) expander has the property that{x | Ax = Ax0, x ≥ 0} is a singleton

as long as the support size ofx0 is O(n). We further provide an explicit constantα1+δ
of the ratio of

the support size to the dimension. Note that this result is independent of the ratiom
n

, while as discussed

earlier, if the matrix has i.i.d. Gaussian entries andlim
n→+∞

m
n

< 1
2 , {x | Ax = Ax0, x ≥ 0} is not a

singleton despite the sparsity ofx0.

III. U NIQUE POSITIVE SEMIDEFINITE SOLUTION TO AN UNDERDETERMINED SYSTEM

A. When is Low-rank Positive Semidefinite Solution the Unique Solution?

Section II studies the case when a sparse nonnegative vectoris the only nonnegative solution to the

system of compressed linear measurements. Here we extend the problem into the matrix space. LetX

be ann × n matrix decision variable. LetA : Rn×n → R
m be a linear map, and letb ∈ R

m. The main



optimization problem under study for low-rank matrix recovery is

minimize rank(X)

subject to A(X) = b .
(III.1)

In this paper, we are interested in looking at the property ofthe feasible set{X ′ | A(X ′) = b}.

Indeed, if there exists aX ′ such thatA(X ′) = b, thenX ′ plus any matrix in the null space ofA also

satisfiesA(X ′) = b. However, in applications, one is often interested in recovering a positive semidefinite

symmetric matrixX, (X � 0 andX ∈ Sn, whereSn is the set ofn× n real symmetric matrices) from

compressed observations. To determine a positive semidefinite symmetric matrixX, we only need to

determinen(n+1)
2 unknowns in the upper triangular part ofX. Thus the linear operatorA in (III.1) can

be reduced to an operatorA(X⊥) : R
n(n+1)

2 → R
m, wherem ≤ n(n+1)

2 and X⊥ denotes the upper

triangular part of then × n symmetric matrixX. The null space ofA is a subset ofR
n(n+1)

2 such that

each point from this set, arranged accordingly as the upper triangular part ofY of a n × n matrix Y ,

satisfiesA(Y ) = 0 ∈ R
m.

Now we ask this question, can we uniquely determine the positive semidefinite symmetric matrixX

from A(X) = b, namely can the feasible set{X ′ | A(X ′) = b,X ′ � 0,X ′ ∈ Sn} be a singleton?

The next theorem gives an affirmative answer to this question, and shows that if the linear measurement

operator satisfies certain conditions and the positive semidefinite symmetric matrixX is of low rank,

then the feasible set{X ′ | A(X ′) = b,X ′ � 0,X ′ ∈ Sn} is a singleton, namelyX is not only the only

low-rank solution, but also the onlypossiblesolution.

Theorem 5. Let X be a positive semidefinite symmetric matrix of rankr and A : R
n(n+1)

2 → R
m

be a linear operator which operates on the upper triangular part of X, wherem < n(n+1)
2 . Then

{X ′ | A(X ′) = A(X),X ′ � 0,X ′ ∈ Sn} is a singleton for allX with rank no greater thanr, if and

only if for every non-all-zero matrix generated from the null space ofA has at leastr + 1 negative

eigenvalues.

Proof: Sufficiency: we first show that if every non-all-zero symmetric matrix generated from the

null space ofA has at leastr + 1 negative eigenvalues, then{X ′ | A(X ′) = A(X),X ′ � 0,X ′ ∈ Sn}
is a singleton. Suppose instead there exist aX ′′ ∈ Sn such thatA(X ′′) = b, then the upper triangular

part ofX ′′ −X is in the null space of the linear operatorA. By the assumption, we know thatX ′′ −X

has at leastr + 1 negative eigenvalues. SinceX ′′ − X is a symmetric matrix, its eigenvalues are real.



For a matrix, we denote these eigenvalues in an nondecreasing order, namely,

λ1 ≤ λ2 ≤ · · ·λn−1 ≤ λn.

By a classical variational characterization of eigenvalues [19], if A andB are bothn × n Hermitian

matrices andB has rank at mostr, thenλk(A+B) ≤ λk+r(A), for k = 1, 2, ..., n− r. By takingk = 1,

B = X andA = X ′′ −X, we have

λ1(X
′′) = λ1((X

′′ −X) +X) ≤ λr+1(X
′′ −X) < 0,

by the eigenvalue assumption forX ′′ − X. But thenX ′′ is not a positive semidefinite matrix. This

contradiction shows thatX is the only element in the the set{X ′ | A(X ′) = A(X),X ′ � 0,X ′ ∈ Sn}.

Necessity: we need to show that if there exists a nontrivial symmetric matrix (sayY ), with its upper

triangular part from the null space of the linear operatorA, has at mostr negative eigenvalues, then we

can find anX such that{X ′ | A(X ′) = A(X),X ′ � 0,X ′ ∈ Sn} is not a singleton. Indeed, sinceY

is a symmetric matrix, it can be diagonalized by some unitarymatrix U , namelyY = UΛU−1, where

Λ is a diagonal matrix withΛi,i = λi(Y ). We then pickX = UΛ′U−1, whereΛ′ is a diagonal matrix,

andΛ′
i,i > max{−λi, 0} for 1 ≤ i ≤ r andΛ′

i,i = 0 for i > r. ThusX is a positive semidefinite matrix

with rank no larger thanr (note that the eigenvalues ofΛ′ are not necessarily arranged in nondecreasing

order with respect toi ). Then obviouslyX + Y = UΛ′′U−1, where the diagonal entries in the diagonal

matrix Λ′′ = Λ′ + Λ are all nonnegative. SinceY is not a all-zero matrix,X + Y is an element in the

set{X ′ | A(X ′) = A(X),X ′ � 0,X ′ ∈ Sn} besidesX.

Theorem 5 establishes the necessary and sufficient condition for the uniqueness of low-rank positive

semidefinite solution under compressed linear measurements. However, checking this condition for a

specific set of linear measurements seems to be a hard problemand, in addition, it is not clear whether

asymptotically there exist such linear compressed measurements satisfying the given condition. So in

Section III-B, we will investigate whether a set of linear measurements (namely the linear measurement

A(·)) sampled from a certain distribution will satisfy this condition.

B. The Null Space Analysis of the Gaussian Ensemble

We say that the linear operatorA : R
n(n+1)

2 → R
m is sampled from an independent Gaussian ensemble

if its i-th (1 ≤ i ≤ m) operation, denoted byAi : R
n(n+1)

2 → R, is the inner product

〈X,Ai〉 = trace(XTAi),



whereAi is ann × n symmetric matrix with independent random elements in its upper triangular part.

On the diagonal ofAi, its elements are distributed as real Gaussian random variablesN(0, 1) and, in the

off-diagonal part, its elements are distributed asN(0, 12). Across the indexi, theAi’s are also sampled

independently. One main result of this paper can be stated inthe following theorem.

Theorem 6. Consider a linear operatorA : R
n(n+1)

2 → R
m sampled from an independent Gaussian

ensemble. Letm = α × n(n+1)
2 . Then there exists a constantα < 1, independent ofn, such that with

overwhelming probability asn goes to∞, any nonzero symmetricn × n square matrix with its upper

triangular part from the null space of the linear operatorA has at leastξn negative eigenvalues, where

ξ > 0 is a constant that is independent ofn. Thus with overwhelmingly high probability, any positive

semidefinite matrix of rank no larger thanξn − 1 will be the singleton in the set{X ′ | A(X ′) =

A(X),X ′ � 0,X ′ ∈ Sn}.

Note that in Theorem 6, the constantξ may depend onα. Theorem 6 confirms that there indeed exists

a sequence of linear operators such thateverynonzero element in their null spaces necessarily generates

a symmetric matrix having a sufficiently large number (ξn) of negative eigenvalues. The “guaranteed”

number of negative eigenvalues is highly nontrivial in the sense thatξn grows proportionally withn while

the null space for the linear operatorA has dimension at least(1−α)n(n+1)
2 , which grows proportionally

with n2. This seems counterintuitive at first sight: a null space of such a large dimension should have

been able to accommodate at least one point which generates asymmetric matrix with very few or even

none negative eigenvalues.

The main difficulty in proving Theorem 6 is to show that forall the nonzero symmetric matrices

generated from the points in the null space of the random linear operatorA, the claimed fact holds

universallywith overwhelming probability. This seems to be a daunting job since the null space of every

linear operator is a continuous object and there are uncountably many symmetric matrices that can be

generated from it. In fact, we have the following probabilistic characterization with a shortened proof for

the null space of the linear operator sampled from the independent Gaussian Ensemble.

Lemma 3. If the linear operatorA(X) : R
n(n+1)

2 → R
m is sampled from independent Gaussian Ensemble,

by representing the vectors from the null space ofA by n(n+1)
2 × 1 column vectors, the distribution of its

null space is (almost everywhere) equivalent to the distribution of a(n(n+1)
2 −m)-dimensional subspace

in R
n(n+1)

2 whose basis can be represented by an(n+1)
2 × (n(n+1)

2 − m) matrix Z whose elements are

independent Gaussian random variables,N(0, 1) for elements in the rows corresponding to then diagonal



elements ofX andN(0, 12) for elements in the rows corresponding to then(n−1)
2 off-diagonal elements.

Proof: This lemma follows from the fact that a random matrix with zero mean i.i.d. Gaussian

distributed entries generates a random subspace whose distribution is rotationally invariant (namely the

distribution of that random subspace does not change when itis rotated by a unitary rotation). We also

note that if a random subspace has a rotationally invariant distribution, its null space also has a rotationally

invariant distribution, which again can be generated by a matrix with zero mean i.i.d. Gaussian distributed

entries of appropriate dimensions (with probability 1, thedimension of this null space is(n(n+1)
2 −m)).

With a normalization for the variance of the Gaussian distributed entries, we have this lemma.

By Lemma 3, the null space of the linear operatorA sampled from independent Gaussian Ensemble

can be represented by

{z | z = Zw,w ∈ R
n(n+1)

2
−m},

whereZ is a n(n+1)
2 × (n(n+1)

2 −m) matrix as mentioned in Lemma 3.

We should first notice that in order to prove the property that“any nonzero symmetricn × n square

matrix with its upper triangular part from the null space of the linear operatorA has at leastξn negative

eigenvalue” , we only need to restrict our attention to provethat property for the set of symmetric matrices

generated by the set of points

{z | z =
1√
n
Zw,w ∈ R

n(n+1)

2
−m, ‖w‖2 = 1},

in the null space of the linear operatorA.

Building on this observation, we can proceed to divide the formal proof of Theorem 6 into three steps.

Firstly, since we can not show directly our theorem for everypoint in the null space, instead we first try

to discretize the sphere

{w | ‖w‖2 = 1, w ∈ R
n(n+1)

2
−m}

into a finite ǫ-net consisting of a finite number of points on the sphere suchthat every point in the set

{w | ‖w‖2 = 1, w ∈ R
n(n+1)

2
−m} is in theǫ (in terms of Euclidean distance) neighborhood of at least one

point from theǫ-net. Formally, anǫ-net is a subsetS ⊂ {w | ‖w‖2 = 1, w ∈ R
n(n+1)

2
−m} such that for

every pointt in the set{w | ‖w‖2 = 1, w ∈ R
n(n+1)

2
−m}, one can finds in S such that‖t− s‖2 ≤ ǫ. The

following lemma is well known in high dimensional geometry about the size estimate of such aǫ-net,

for example, see [21]:



Lemma 4. There is anǫ-netS of the unit sphere ofR
n(n+1)

2
−m of cardinality less than(1+ 2

ǫ
)

n(n+1)

2
−m,

which is no larger thane
n(n+1)−2m

ǫ .

Secondly, using the large deviation technique or concentration of measure result, we establish the

relevant properties for the symmetric matrices generated from these discrete points on theǫ-net. For

example, the symmetric matrices have a large number of negative eigenvalues with overwhelming prob-

ability. Thirdly, we show how property guarantees on theǫ-net can be used to establish the null space

property for the whole null space of the linear operatorA. Section III-C and III-D are then devoted to

completing these steps to prove Theorem 6.

C. Concentration for a Single Point

We take any pointw from theǫ-net for the set{w | ‖w‖2 = 1, w ∈ R
n(n+1)

2
−m} and its corresponding

point z = 1√
n
Zw in the null space of the linear operatorA, whereZ is the random basis as mentioned

in Lemma 3. Then we argue that the symmetric matrixG with its upper triangular part generated fromz

has many negative eigenvalues with overwhelming probability. It is obvious that with the i.i.d. Gaussian

probabilistic model forZ, the elements ofG are independently Gaussian distributedN(0, 1
n
) random

variables on the diagonal and independently Gaussian distributedN(0, 1
2n) on the off-diagonal.

Theorem 7. The smallestα1n (α1 <
1
2 ) eigenvalues of the symmetric matrixG with its upper triangular

part generated fromz will be upper bounded byc+ δ with overwhelming probability1− e−c1n
2

, where

c is a negative number as determined from the semicircular law

α1 =
1

π

∫ c

−∞
1|x|<

√
2

√

2− x2 dx,

δ is an arbitrarily small positive number,c1 is a positive constant independent ofn and1 is the indicator

function.

Proof: Indeed Theorem 7 can be derived from known large deviations or concentration of measure

results for the empirical eigenvalue distribution of random symmetric Gaussian matrix [1] [18]. Obviously,

G hasn real eigenvalues(λi)1≤i≤n arranged in nondecreasing order and its spectral measureµ̂n ,

1
n

∑n
i=1 δλi

= 1
n

∑n
i=1 δ(λ − λi), whereδ(·) is the delta function. As in [1], we denote the space of

probability measure onR asM+
1 (R) and will endowM+

1 (R) with its usual weak topology. [1] then

gives the following large deviation result for the empirical eigenvalue distribution for the matrixG,



Theorem 8 ( [1]). Let µ ∈ M+
1 (R), define the rate function

I1(µ) =
1

2
(

∫

x2 dµ(x)− Σ(µ))− 3

8
− 1

4
log(2),

whereΣ(µ) is the non commutative entropy

Σ(µ) =

∫ ∫

log(|x− y|) dµ(x) dµ(y).

Then

• – I1 is well defined over the setM+
1 (R) and takes its value in[0,+∞);

– I1(µ) is infinite as long asµ satisfies the following:

∗
∫

x2 dx = +∞
∗ there exists a subsetA of R with a positiveµ mass but null logarithmic capacity, i.e. a set

A such thatµ(A) > 0 and

γ(A) = exp{− inf
ν∈M+

1 (R)

∫ ∫

log(
1

|x− y|) dν(x) dν(y)} = 0

– I1(µ) is a good rate function, namely{I1(µ) ≤ M} is a compact subset ofM+
1 (R) for M ≥ 0.

– I1 is a convex function onM+
1 (R).

– I1 achieves its minimum value at a unique probability measure on R which is described by the

Wigner’s Semicircle Law.

• The law of the spectral measurêµn = 1
n

∑n
i=1 δλi

satisfies a full large deviation principle with good

rate functionI1 and in the scalesn2, that is, for any open subsetO of M+
1 (R),

lim inf
n→∞

1

n2
log(P (µ̂n ∈ O)) ≥ − inf

O
I1

for any closed subsetF of of M+
1 (R),

lim sup
n→∞

1

n2
log(P (µ̂n ∈ F )) ≤ − inf

F
I1

We take c as in the statement of Theorem 7 and then the set of spectral measureA satisfying

the statement of Theorem 7 can be denoted by{ 1
n

∑n
i=1 1λi≤c+δ > α1}, whose complement is then

{ 1
n

∑n
i=1 1λi≤c+δ ≤ α1}.

Now we take a continuous functionf equal to1x≤c over the region(−∞, c], equal to0 on [c+δ,+∞),

and linear in between over the region[c, c+δ]. Then the setA is included in the following set of probability

measure

{ 1
n

n
∑

i=1

f(λi) ≤ α1} = {µ̂n(f) ≤ α1} ⊆ {µ(f) ≤ α1} , B(µ),



with µ̂n = 1
n

∑n
i=1 δλi

andµ(f) as the integral off overµ.

This setB is closed for the weak topology and so we can apply the large deviation principle as in

[1]. To get that

lim sup
n→∞

1

n2
log P ({ 1

n

n
∑

i=1

1λi≤c+δ ≤ α1}) ≤ − inf
B

I

with I as defined in Theorem 8, from the definition ofα1, we simply know that the semi-circle law does

not belong to the setB and so we can conclude thatinfB I > 0. This is because the rate functionI is

a good rate function which achieves its unique minimum at thesemicircle law.

Following Theorem 7, we know that with overwhelming probability, the symmetric matrix generated

from a single point on theǫ-net will be very likely to have a large number (proportionalto n) of negative

eigenvalues. In Section III-D, we will show how to synthesize the results for isolated points so that we

can prove the eigenvalue claim for the null space of the linear operatorA.

D. Concentration for the Null Space:ǫ-net Analysis

Building on the concentration results for the single point on theǫ-net, we now begin proving the claims

in Theorem 6 for all the possible symmetric matrices generated from the set

{z | z = Zw,w ∈ R
n(n+1)

2
−m},

whereZ is a n(n+1)
2 × (n(n+1)

2 −m) matrix as mentioned in Lemma 3.

First, we make a simple observation regarding every pointw on the Euclidean sphere

{w | ‖w‖2 = 1, w ∈ R
n(n+1)

2
−m}.

SinceS is anǫ-net on the sphere, we can find a pointw0 ∈ S with ‖w0‖2 = 1 such that‖w−w0‖2 ≤ ǫ.

For the error termw − w0, we can still find a pointw1 on theǫ-netS such that

‖w − w0 − ‖w − w0‖2w1‖2 ≤ ǫ‖w − w0‖2 ≤ ǫ2.

By iterating this process, we get that anyw on the unit Euclidean sphere can be expressed as

w = w0 +

∞
∑

i=1

tiwi, (III.2)

where|ti| ≤ ǫi for i ≥ 1 andwi ∈ S for i ≥ 0.

Before we proceed further to look at the spectrum of the symmetric matrix Bw generated fromZw,

we state the following theorem by Hoffmann and Wielandt [19].



Theorem 9 ( [19]). Let A, E ∈ Mn, assume thatA and A + E are both normal, letλ1, ..., λn be the

eigenvalues ofA in some given order, and let̂λ1, ..., λ̂n be the eigenvalues ofA+E in some order. Then

there exists a permutationσi of the integers1, 2, ..., n such that
[

n
∑

i=1

|λ̂σi
− λi|2

]
1

2

≤ ‖E‖2

Now we can give a closer study of then× n symmetric matrixBw generated from 1√
n
Zw. From the

ǫ-net decomposition (III.2), it follows that

Bw = Bw0
+

n
∑

i=1

tiBwi
,

whereBwi
is the symmetric matrix generated from1√

n
Zwi for i ≥ 0.

Since we can thus viewBw asBw0
plus some perturbation, using Theorem 9, there exists a permutation

σi of the integers1, 2, ..., n such that
[

n
∑

i=1

|λ̂σi
− λi|2

]
1

2

≤ ‖
n
∑

i=1

tiBwi
‖2, (III.3)

whereλ̂i, 1 ≤ i ≤ n, andλi, 1 ≤ i ≤ n, are the eigenvalues of theBw andBw0
arranged in an increasing

order, respectively.

But from the triangular inequality, we know

‖
n
∑

i=1

tiBwi
‖2 ≤

n
∑

i=1

|ti|‖Bwi
‖2

≤
n
∑

i=1

ǫiC1

√
n ≤ ǫC1

√
n

1− ǫ
, (III.4)

where we use the fact (derivations omitted) that with overwhelmingly high probability (the complement

probability exponent in the scale of−n2) asn → ∞, ‖Bw‖2 is upper bounded byC1
√
n simultaneously

for all w ∈ S with C1 as a constant independent ofn.

Now we can officially argue that the number, sayk, of negative eigenvalues ofBw can not be small.

In particular, we will upper bound(α1n− k), whereα1 is as defined in Theorem 7 forBw0
. By picking

c to be negative andδ to be small enough in Theorem 7,c + δ will be negative. Then for whatever

ordering of the eigenvalues ofBw, we have
[

n
∑

i=1

|λ̂σi
− λi|2

]

≥ (α1n− k)|c+ δ|2, (III.5)
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Fig. 2. Comparison ofL1 recovery and singleton property for (a) 50× 200 0-1 matrix and (b) 100× 200 0-1 matrix

because at least(α1n−k) negative eigenvalues (smaller thanc+δ) of Bw0
will be matched to nonnegative

eigenvalues ofBw in Theorem 9.

Connecting (III.3), (III.4) and (III.5), we have with overwhelming probability, simultaneously for every

w on the Euclidean sphere, if(α1n− k) ≥ 0, (otherwisek already nicely bounded)

√

(α1n− k)|c+ δ|2 ≤ ǫC1
√
n

1− ǫ
.

So

k ≥ α1n− ǫ2C2
1n

(1− ǫ)2|c+ δ|2 ,

which implies if we pickǫ small enough, the number of negative eigenvalues ofBw will be proportionally

growing with n. Note that for anyǫ > 0,c < 0, δ > 0 andC1 > 0, we can always find a large enough

α = 2m
n(n+1) to make sure that the union bound exponent from the cardinality of theǫ-net is overwhelmed

by both the negative large deviation exponent for the spectral measure and the negative large deviation

exponent for the Forbenius norm of the random matrix. In summary, we have arrived at a complete proof

of Theorem 6.

IV. SIMULATION

In the vector case, we generate a random 0-1 matrixAm×n with i.i.d. entries and empirically study the

uniqueness property and the success ofL1 minimization for nonnegative vectors with different sparsity.

Each entry ofA takes value 1 with probability 0.2 and value 0 with probability 0.8. The size ofA is 50×
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(a) m = 500 (b)m = 600

Fig. 3. System ofm measurements admitting a unique40× 40 semidefinite matrix solution (a)m = 500 (b) m = 600

200 and 100× 200 respectively. For a sparsityk, we select a support setS with size |S| = k uniformly

at random, and generate a nonnegative vectorx0 on S with i.i.d. entries uniformly on the unit interval.

Then we check whetherU , {x | Ax = Ax0, x ≥ 0} is singleton. This can be realized as follows. We

minimize and maximize the same objective functiondTx over U , whered is a random vector inRn.

Note that ifU is not a singleton, then the set{d ∈ R
n | dTx = dTx0,∀x ∈ U} has measure 0. Thus

the probability that the minimizer and the maximizer are thesame whenU is not a singleton is 0. We

generate several differentd’s and claimU to be singleton if the minimizer and the maximizer are the

same for everyd. For each instance, we also check whetherL1 minimization can recoverx0 from Ax0

or not. Under a given sparsityk, we generate 200x0’s and repeat the above procedure 200 times.

We fix n = 200, andm is 50 in Fig. 2(a) and 100 in Fig. 2(b). Whenm
n

increases from1
4 to 1

2 , the

support size of a sparse vector which is a unique nonnegativesolution increases from0.05n to 0.19n.

Note that whenm
n
= 1

2 , for this 0-1 matrix, the singleton property still exists linearly inn, while for a

random Gaussian matrix, with overwhelming probability no vector can be a unique nonnegative solution.

Besides, the thresholds where the singleton property breaks down and where the fully recovery ofL1

minimization breaks down are quite close.

In the matrix case, we generate a40× 40 matrix G such that all the elements are i.i.d.N(0, 1), then

A = 1
2 (G+GT ) has its diagonal elements distributed asN(0, 1) and off-diagonal elements distributed as

N(0, 12). We generatem such matricesAi’s as the linear operatorA, m is 500 and 600 respectively for

comparison.X is a low-rank positive semidefinite symmetric matrix. We increase the rank ofX from 0



to 0.4n, and for each fixed rank, generate 200X ’s randomly. For eachX, we minimize and maximize

the same objective function〈D,X ′〉 over the setV , {X ′ | A(X ′) = A(X),X ′ � 0,X ′ ∈ Sn}, where

D is random matrix with i.i.d.N(0, 1) entries. Similarly to the vector case, ifV is not a singleton,

then the set{D | 〈D,X ′〉 = 〈D,X〉,∀X ′ ∈ V } has measure 0. Thus the probability that the minimizer

and the maximizer are the same whenV is not a singleton is 0. We generate several differentD’s

and claim the setV to be a singleton if the minimizer and the maximizer of〈D,X ′〉 from the set

{X ′ | A(X ′) = A(X),X ′ � 0,X ′ ∈ Sn} are the same for everyD. As indicated by Fig. 3, when

m = 500, the singleton property holds ifrank(X) is at most 2, which is0.05n. Whenm increases to

600, the singleton property holds ifrank(X) is at most 8, which is0.2n.

V. CONCLUSION

This paper studies the phenomenon that an underdetermined system admits a unique nonnegative vector

solution or a unique positive semidefinite matrix solution.This uniqueness property can potentially lead

to more efficient sparse recovery algorithms. We show that only for a class of matrices with a row span

intersecting the positive orthant that{x | Ax = Ax0, x ≥ 0} could possibly be a singleton ifx0 is sparse

enough. Among these matrices, we are interested in 0-1 matrices which fit the setup of network inference

problems. For Bernoulli 0-1 matrices, we prove that with high probability the unique solution property

holds for allk-sparse nonnegative vectors wherek is O(n), instead of the previous resultO(
√
n). For the

adjacency matrix of a general expander, the same phenomenonexists and we further provide a closed-

form constant ratio ofk to n. One future direction is to obtain uniqueness property threshold for a given

measurement matrix.

For the matrix case, we develop a necessary and sufficient condition for a linear compressed operator to

admit a unique feasible positive semidefinite matrix solution. We further show that this condition will be

satisfied with overwhelmingly high probability for a randomly generated Gaussian linear compressed

operator with vastly different approaches from those used in vector case. Computing explicitly the

thresholdξ as a function ofα, for the uniqueness property to happen will be one part of future works.
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