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Abstract

In this paper a two channel paraunitary filter bank is proposed , which is based on linear canonical transform, instead of discrete
Fourier transform. Input-output relation for such a filter bank are derived in terms of polyphase matrices and modulation matrices.
It is shown that like conventional filter banks, the LCT basedparaunitary filter banks need only one filter to be designed and rest of
the filters can be obtained from it. It is also shown that LCT based paraunitary filter banks can be designed by using conventional
power-symmetric filter design in Fourier domain.
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I. INTRODUCTION

A. Motivation

Filter banks are now well known tool for time-frequency analysis of a signal [1], [2]. Given a signalx(n), a two
channel filter bank (as shown in fig.1), splits its Fourier transform (FT) spectrum into two by a low-pass and a high-pass
filter {h0(n), h1(n)} respectively. Output of these filters are then down-sampledto produce analysis filter bank output
{y0(n), y1(n)}. To reconstruct the signal{y0(n), y1(n)} are passed from a synthesis filter bank. The synthesis filter
bank upsamples{y0(n), y1(n)}, and after passing them from synthesis filters{g0(n), g1(n)}, adds them to form the
filter bank outputx̂(n). The filter bank introduces various distortions like alias distortion, magnitude distortion and
phase distortion into the signal. It can be shown that by careful design of the analysis and synthesis filters, all these
distortions could be eliminated and̂x(n) could be made a delayed version ofx(n) by some integerK. Such filter banks
are called perfect reconstruction filter banks (PRFB)[1], [2].

Discrete Fourier transform(DFT), and its generalization z-transform (ZT) find extensive use in the filter bank theory.
Many key theorems of filter bank theory are expressed in Fourier domain or z-domain. Terms like low-pass and high-
pass make sense in the Fourier domain. Design of the filters iscarried out by giving their specifications in the Fourier
domain.

In another development, the Fourier transform(FT) has beengeneralized to fractional Fourier Transform (FrFT), by
looking at FT as a transform that rotates the signal in time-frequency plane byπ/2 [3], [4]. It is found that the FrFT
is a special case of three parameter family of transforms called Linear Canonical Transform(LCT)[5], [6]. Given a
continuous time signalx(t), its LCT is given by

Xa,b,c,d(u) =

√

1

j2πb

∫

∞

∞

x(t)ej(
a
2b

t2− 1
b
ut+ d

2b
u2)dt (1)

wheread− bc = 1.
In order to define FrFT and LCT on a discrete signal, many sampling theorems in FrFT domain and LCT doamin

have been derived [7], [8], [5], [9], [10]. It is shown [5] that if a signal is band-limited in the LCT domain, then it can be
reconstructed by its uniformly sampled discrete samples. Based on uniform sampling, a discrete time LCT (DTLCT) is
introduced in [10], and sampling rate conversion theorems for this DTLCT are also derived.

Since sampling rate conversion is used in the filter banks, itis natural to ask if a sub-band decomposition scheme
could be developed which is based on the DTLCT. In particular, we want to know how a filter-bank can be designed
that splits the DTLCT spectrum of an input signal into two sub-band signals.

http://arxiv.org/abs/0909.1623v1
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B. Contributions of the paper

In this paper the sampling rate conversion theorems derivedin [10] are used to develop a sub-band decomposition
scheme based on DTLCT. A convolution is defined in the DTLCT domain which is suitable for the sub-band decompo-
sition scheme proposed. Input-output relation of an LCT filter bank in polyphase and modulation (or alias component)
domains is derived. Condition for a two channel LCT filter bank to be paraunitary (PU) is also derived. It is shown
further that a two channel PU LCT filter bank can be designed from a power-symmetric filter in ZT domain.

C. Notations

Given a signalx(n), its LCT is denoted byX(ω), FT byX(ejω) and ZT byX(z). Sampling rate ofx(n) is denoted
by Tx. Downsamplingx(n) by an integerN is denoted byx(n) ↓ N , and upsampling byN is denoted byx(n) ↑ N .
Matrices are denoted by boldface letters. Complex conjugate ofX(ω) is denoted byX∗(ω). Conjugate transpose of a
matrixH(ω) is denoted byHT

∗
(ω). For a scalarH(z), H∗(z

−1) is denoted byH̃(z), and for a matrixH(z), HT
∗
(z−1)

is denoted bỹH(z).

II. REVIEW OF FILTER BANKS AND DTLCT

A. Review of DTLCT

Let x(n) be a discrete signal, obtained by uniform sampling of a continuous signalxc(t) with a sampling periodTx,
so thatx(n) = xc(nTx). The DTLCT ofx(n), with parameters(a, b, c, d) is defined as [10],

X(ω) =

√

1

j2πb

∑

n∈I

x(n) exp

[

j

2

(

a

b
n2T 2

x − 2nsgn(b)ω +
db

T 2
x

ω2
)]

, b 6= 0, (2)

where sgn(b) is sign ofb. In this paper we will assumeb > 0 to avoid sgn(b) term. This does not result in loss of
generality, since all the results in this paper can be obtained forb < 0 case in the same way they are obtained forb > 0
case.

Upsampling a signal byL is defined as insertingL zeros between two samples. This changes the sampling time of
the upsampled signal. Thus ify(n) = x(n) ↑ L, thenTy = Tx/L. It can be shown that [10]

Y (ω) = X(Lω) (3)

Similarly downsampling a signal byM is defined as droppingM − 1 samples out of a block ofM samples and
retaining only the first sample. This also changes the sampling time of the downsampled signal. Thus ify(n) = x(n) ↓
M , thenTy = MTx. It can again be shown that [10]

Y (ω) =
1

M

M−1
∑

m=0

exp

[

−
jdb2πm

T 2
y

(ω +mπ)

]

(4)

B. Review of Filter-banks

Consider a two channel filter-bank shown in fig.1. The input-output relation of this filter-bank can be written either
in terms polyphase matrices, or in terms of modulation (or alias component) matrices [1], [2].

Given a discrete signalx(n), having ZTX(z), its type-1 polyphase representation is obtained by writing X(z) as
X(z) = X0(z

2) + z−1X1(z
2), whereX0(z) =

∑

n∈I x(2n)z
−n, X1(z) =

∑

n∈I x(2n + 1)z−n. Similarly a type-
2 polyphase representation is obtained by writingX(z) = X0(z

2) + zX1(z
2), whereX0(z) is same as above and

X1(z) =
∑

n∈I x(2n− 1)z−n. Using these polyphase representations, it can be shown that

X̂p(z) = Gp(z)Hp(z)Xp(z) (5)

where

X̂p(z)
def
=

[

X̂0(z)

X̂1(z)

]
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Xp(z)
def
=

[

X0(z)
X1(z)

]

Gp(z)
def
=

[

G00(z) G10(z)
G01(z) G11(z)

]

Hp(z)
def
=

[

H00(z) H01(z)
H10(z) H11(z)

]

(6)

where the polyphase decompositions of analysis and synthesis filters are of different type (i.e., if{H0(z),H1(z)}
have type-1 polyphase decomposition, then{G0(z), G1(z)} will have type-2 representation and vice versa), and the
polyphase decomposition ofX(z) andX̂(z) are of same type.

The input-output relation can also be expressed in terms of modulation matrices as

X̂m(z) =
1

2
Gm(z)Hm(z)Xm(z) (7)

where

X̂m(z)
def
=

[

X̂(z)

X̂(−z)

]

Xm(z)
def
=

[

X(z)
X(−z)

]

Gm(z)
def
=

[

G0(z) G1(z)
G0(−z) G1(−z)

]

Hm(z)
def
=

[

H0(z) H0(−z)
H1(z) H1(−z)

]

(8)

It can be seen that the polyphase matrices and the modulationmatrices are related as
[

H0(z) H0(−z)
H1(z) H1(−z)

]

=

[

H00(z) H01(z)
H10(z) H11(z)

] [

1 1
z−k −z−k

]

(9)

wherek = 1 for type-1 polyphase decomposition andk = −1 for type-2 polyphase representation.
A square polynomial matrixH(z) is said to beparaunitary (PU) if H(z)H̃(z) = dI for somed > 0. It can be seen

from (9) that if polyphase matrix of analysis filters is PU, then its alias component matrix will also be PU.
If Hm(z) is PU, then by makingGm(z) = z−K

H̃m(z), whereK is an integer appropriate enough to make the
synthesis filters causal,̂X(z) = z−KX(z) can be achieved, i.e. the output is delayed version of the input, and perfection
reconstruction can be achieved.

If Hm(z) is PU, then it can be seen thatH0(z) satisfies what is calledpower-symmetry property, i.e.

|H(ejω)|2 + |H(ej(ω+π))|2 = d (10)

FurtherH1(z) is related toH0(z) as

H1(z) = cz−LH̃0(z), |c| = 1, L = odd (11)

If Hm(z) is PU, then makingGm(z) = z−K
Hm(z) will give us PRFB. This gives

G0(z) = z−KH̃0(z)

G1(z) = z−KH̃1(z) (12)

Thus all the filters of a two channel PU filter bank can be obtained by designing a power symmetric filterH0(z).
If H0(z) is power-symmetric, thenH0(z)H̃0(z) is an half-band filter. Thus a power-symmetric filter can be designed

by designing a half-band filter and computing an appropriatespectral factor (Please refer [1] for further details.).
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Fig. 1
THE TWO CHANNEL FILTER BANK.

III. C ONVOLUTION AND DELAY IN THE DTLCT DOMAIN

Filtering operation in sub-band decomposition is defined astaking product of the DFT(or ZT) of the signal with the
filter. In time domain this corresponds to convolution between the signal and the filter. In continuous FrFT and LCT
domain also various convolution theorems have been derived[11],[12].

For LCT sub-band decomposition, it is convenient to define convolution ofx(n) andh(n) as

h(n) ∗ x(n)
def
=

∞
∑

k=−∞

h(k)x(n − k)e−
jaT2

b
k(n−k) (13)

Thus ify(n) = h(n) ∗ x(n), then

Y (ω) = H(ω)X(ω)e−
jdbω2

2T2 (14)

With this definition of convolution, it is convenient to define a newdelay operatorD[.] on a signalx(n) as

D[x](n) = x(n− 1)e
jaT2

2b
(−2n+1). (15)

The properties ofD[.] are summarized in the following lemma,
Lemma 1: The operatorD[.] has the following properties,

1. Dl[Dk[x]](n) = Dl+k[x](n) for all k, l ∈ I.
2. If y(n) = Dk[x](n) thenY (ω) = e−jkωX(ω).
3. If y(n) = x(n) ∗ h(n) thenDl[x](n) ∗Dk[h](n) = Dl+k[y](n).

Proof: The first two results are straight-forward. To prove the lastresult let

Dl[x](n) ∗Dk[h](n) =
∑

r∈I

Dl[x](r)Dk[h](n − r)e−
jaT2

b
r(n−r)

=
∑

r∈I

x(r − l)e
jaT2(−2rl+l2)

2b h(n − r − k)e
jaT2(−2(n−r)k+k2)

2b e−
jaT2

b
r(n−r) (16)

By re-arranging the index and the power ofe, we can obtainDl[x](n) ∗Dk[h](n) = Dk+l[y](n).

IV. A T WO CHANNEL LCT FILTER BANK

Consider the filter bank in fig.1, with convolution as defined in (13). We are interested in writing the input-output
relation of this filter bank in terms of polyphase and modulation matrices, if ZT (or DFT) is replaced by DTLCT.

A. Polyphase Domain Analysis

To define a type-1 polyphase decomposition ofx(n), let x(n) = xe(n) + xo(n), where

xe(n) =

{

x(n) n = even
0 n = odd

(17)

andxo(n) is similarly defined. Let̄xo(n) = D−1[xo](n), thenX(ω) = Xe(ω) + ejωX̄o(ω). Let x0(n) = xe(n) ↓ 2
andx1(n) = x̄e(n) ↓ 2, then type-1 polyphase decomposition ofx(n) is given asX(ω) = X0(2ω) + ejωX1(2ω).
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0x(n) g  (n)22
x  (n)^u  (n) y  (n) v  (n)

h  (n)

Fig. 2
A FILTER BANK CHANNEL .

2x(n) h  (n) y  (n)

(a)

x̂  (n)g  (n)2y  (n)

(b)

Fig. 3
FILTER BANK CHANNELS: (A) ANALYSIS FILTER BANK CHANNEL (B) SYNTHESIS FILTER BANK CHANNEL

Similarly, we can obtain type-2 polyphase decomposition ofx(n) by puttingx̄o(n) = D[xo](n). In this caseX(ω) =
X0(2ω) + e−jωX1(2ω). Note that the sampling time of the polyphase componentsTx0 = Tx1 = 2Tx.

The input-output relation of an analysis filter bank channel, shown in fig.3(a), is given in terms of polyphase compo-
nents as

Lemma 2: If y(n) = (h(n) ∗ x(n)) ↓ 2, then

Y (ω) = e
−jdbω2

T2
y

[

H0(ω) H1(ω)
]

[

X0(ω)
X1(ω)

]

(18)

where the polyphase components ofh(n) andx(n) are of different type.
Proof: Let u(n) = h(n) ∗ x(n), then,

ue(n) = xe(n) ∗ he(n) + xo(n) ∗ ho(n)

= xe(n) ∗ he(n) +D[xo](n) ∗D
−1[ho](n)

= xe(n) ∗ he(n) + x̄o(n) ∗ h̄o](n) (19)

Taking DTLCT of both the sides,

Ue(ω) = e
−jdbω2

T2
u (He(ω)Xe(ω) + H̄o(ω)X̄o(ω))

= e
−jdbω2

T2
u (H0(2ω)X0(2ω) +H1(2ω)X1(2ω)) (20)

By noting thatY (ω) = Ue(ω/2), andTy = 2Tu, and substituting it in (20), we obtain the required result.
Similarly the input-output relation of a synthesis filter bank channel, shown in fig.3(b), is given in terms of polyphase

components as-
Lemma 3: If x̂(n) = g(n) ∗ (y(n) ↑ 2), then

[

X̂0(ω)

X̂1(ω)

]

= e
−jdbω2

2T2
y

[

G0(ω)
G1(ω)

]

Y (ω) (21)

where the polyphase components of bothg(n) andx(n) are of same type.
Proof: Let v(n) = y(n) ↑ 2. Thenx̂e(n) = ge(n) ∗ v(n) and x̂o(n) = go(n) ∗ v(n). This givesD[x̂o](n) =

D[go]n ∗ v(n). Taking LCT of both the sides, we have
[

X̂e(ω)
¯̂
Xo(ω)

]

= e
−jdbω2

2T2
v

[

Ge(ω)
Ḡo(ω)

]

V (ω) (22)

By noting thatTy = 2Tv, V (ω) = Y (2ω), Xe(ω) = X0(2ω) and so on, and substituting them in (22) we get the desired
result.
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Using the above two lemma, The filter bank equation for the filter-bank in fig.1 is

X̂p(ω) = e
−jdbω2

T2
x0 Gp(ω)Hp(ω)Xp(ω) (23)

where

Xp(ω) =

[

X0(ω)
X1(ω)

]

X̂p(ω) =

[

X̂0(ω)

X̂1(ω)

]

G(ω) =

[

G00(ω) G10(ω)
G01(ω) G11(ω)

]

H(ω) =

[

H00(ω) H01(ω)
H10(ω) H11(ω)

]

(24)

B. Modulation Domain Analysis

To write the filter bank equation in terms of alias component matrices, it is preferable to consider a channel of the
filter bank as shown in fig.2 . The input-output relation for this channel is given as follows-

Lemma 4: For the channel in fig.2 , the input and output are related by

X̂(ω) =
1

2

1
∑

m=0

e
−jdb(ω+mπ)2

T2
x G(ω)H(ω +mπ)X(ω +mπ) (25)

Moreover,X̂(ω + π) is given by

X̂(ω + π) =
1

2

1
∑

m=0

e
−jdb(ω+mπ)2

T2
x G(ω + π)H(ω +mπ)X(ω +mπ) (26)

Proof: By using the following relations

U(ω) = e
−

jdbω2

2T2
x F (ω)X(ω)

Y (ω) =
1

2

1
∑

m=0

exp(−
jdb2mπ(ω +mπ)

T 2
y

)U(
ω

2
+mπ) Ty = 2Tx

V (ω) = Y (2ω) Tv = Ty/2 = Tx

X̂(ω) = e
−

jdbω2

2T2
x G(ω)V (ω) (27)

and some algebraic manipulation we can obtain (25).
To prove (26), we note that using (25), we have

X̂(ω + π) =
1

2

1
∑

0

e
−jdb(ω+(m+1)π)2

T2
x G(ω + π)H(ω + (m+ 1)π)X(ω + (m+ 1)π) (28)

Further noting that for anyX(ω)

X(ω + 2π) = e
jdb2π(ω+π)

T2
x X(ω) (29)

and substituting from (29) into (28) we get (26).
Using the above lemma we can write the following input-output relation for the filter bank shown in fig.1 .

X̂m(ω) =
1

2
Gm(ω)Hm(ω)A(ω)Xm(ω) (30)
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Xm(ω) =

[

X(ω)
X(ω + π)

]

X̂m(ω) =

[

X̂(ω)

X̂(ω + π)

]

Gm(ω) =

[

G0(ω) G1(ω)
G0(ω + π) G1(ω + π)

]

Hm(ω) =

[

H0(ω) H0(ω + π)
H1(ω) H1(ω + π)

]

A(ω) =







e
−

jdbω2

T2
x 0

0 e
−

jdb(ω+π)2

T2
x






(31)

Using the relationX(ω + 2π) = ej
2πdb

T2 (ω+π)X(ω), it can be shown that

Xm(ω) = B(ω)C(ejω)Xp(ω) (32)

where

B(ω) =

[

1 0

0 ej
2πdb

T2 (2ω+π)

]

C(ω) =

[

1 ejω

1 −ejω

]

(33)

V. TWO CHANNEL PARAUNITARY FILTER BANKS

A square matrixH(ω) is defined to be aparaunitary matrix if HT
∗
(ω)H(ω) = dI for somed > 0 and for allω. Let

Hm(ω) in (30) be PU, then by setting
Gm(ω) = e−jKω

A∗(ω)H
T
m∗

(ω) (34)

whereK is an integer (needed to make the synthesis filters causal), we can obtain perfect reconstruction.
We now show that as in the case of ZT,H(ω) can be made PU ifH0(ω) is power-symmetric, andH1(ω) can be

obtained fromH0(ω) by inspection.
Lemma 5: If H0(ω) is power symmetric, i.e.

|H0(ω)|
2 + |H0(ω + π)|2 = 1, (35)

andH1(ω) is such that

H1(ω) = ej
(

dbω(ω+π)

T2 +(2L+1)ω
)

H0∗(ω + π), (36)

for an integerL, thenH(ω) is PU.
Proof: By expanding each element inHm(ω)HT

m∗
(ω),substituting from (35) and (36), and using the relation

Hi(ω + 2π) = ej
2πdb

T2 (ω+π)Hi(ω), wherei ∈ {0, 1}, we can getHm(ω)HT
m∗

(ω) = I.
The above lemma suggests that just like in the ZT filter bank, problem of designing a two channel PU LCT filter bank

can be reduced to the problem of designing a power-symmetricfilter, and rest of the filters could be obtained from this
filter. However a power-symmetric filter in LCT domain can be obtained from a power-symmetric filter in ZT domain,
as shown in the following lemma,

Lemma 6: LetH0(ω) = DTLCT (h0). Let ḧ0(n) be defined as̈h0(n) = h0(n)e
jan2T2

2b . Let Ḧ0(e
jω) = FT (ḧ0). If

Ḧ0(e
jω) is power-symmetric, thenH0(ω) will also be power-symmetric.
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Fig. 4
MAGNITUDE OF THE INPUT SIGNALX(ω).

Proof: H0(ω) can be written as

H0(ω) =
∑

n

h0(n)e
jan2T2

2b e−jnωe
jdbω2

2T2

= e
jdbω2

2T2 Ḧ0(e
jω) (37)

From this it can be seen that

H0(ω)H
∗

0 (ω) = Ḧ0(e
jω)Ḧ∗

0 (e
−jω) (38)

and so ifḦ0(e
jω) is power-symmetric, thenH0(ω) will also be power-symmetric.

VI. A N EXAMPLE

In this section we take an example which serves as a demonstration of the LCT filter bank. In this example we take
the LCT to be FrFT at an angleπ/4. The[a, b, c, d] matrix will thus be

[

a b
c d

]

=

[

cos(π/4) sin(π/4)
− sin(π/4) cos(π/4)

]

(39)

The input signalx(n) is such that its LCTX(ω) has peaks at{30π
512 ,

100π
512 , 412π512 , 482π512 } , as shown in fig.4. The sampling

time of the input signalx(n) is taken asT = 0.05.
An LCT power-symmetric filter is generated by applying lemma6 on a ZT power-symmetric filter. In this example,

the ZT power symmetric filterh(n) is taken from [1],example 5.3.2. The magnitude response is shown in fig(5). Using
lemma 6, the LCT power symmetric filterh0(n) is given by

h0(n) = h(n)e−
j

2
an2T2

b (40)

Filter h1(n) is obtained fromh0(n) by applying lemma 5. This givesh1(n) as

h1(k) = h0∗(N − k)ejφ(k), k ∈ {0..N} (41)

where

φ(k) = −
aT 2

2b

[

(N − k)2 + k2
]

+ (N − k)π −
db

2T 2
π2 (42)
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{H0(ω), H1(ω)} (B) SYNTHESIS FILTERS{G0(ω), G1(ω)}

The magnitude response of the LCT of analysis filters is shownin fig.6(a).
Finally the synthesis filters{G0(ω), G1(ω)} are obtained from{H0(ω),H1(ω)} using (34), which gives

gi(k) = hi∗(N − k)e−
j

2
aT2

b [(N−k)2+k2], k ∈ {0..N}, i ∈ 0, 1 (43)

The magnitude response of the LCT of synthesis filters is shown in fig.6(b).
The LCT of analysis filter output{y0(n), y1(n)} are shown in fig.7(a) and fig.7(b). The peaks at{30π

256 ,
100π
256 } in

Y0(ω) correspond to peaks at{30π
512 ,

100π
512 } in X(ω). Similarly peaks at{30π

256 ,
100π
256 } in Y1(ω) correspond to peaks at

{482π
512 , 412π512 } in X(ω).
The signal is then reconstructed by passing{y0(n), y1(y)} from synthesis filter. The LCT of the synthesis filter

outputX̂(ω) is shown in fig.8. It is observed that the output matches with input delayed byN samples.
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Fig. 7
MAGNITUDE OF ANALYSIS FILTER BANK OUTPUT: (A) Y0(ω) (B) Y1(ω).
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Fig. 8
MAGNITUDE OF THE FILTER BANK OUTPUTX̂(ω).

VII. C ONCLUSION

In this paper a two channel paraunitary filter bank based on linear canonical transform has been developed. This kind
of filter bank can be useful in sub-band decomposition of the signals that are not band limited in the Fourier domain, but
band limited in an LCT domain. Input-output relations for such a filter bank in polyphase and modulation domain are
derived. It is also shown that such a filter bank can be designed by using standard design procedure for power-symmetric
filters in Fourier domain.

The future work in this direction may include generalization of LCT based filter bank to more than two channels, and
development of LCT based cosine modulated filter banks.
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