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Abstract—Unique word — orthogonal frequency division mul- >} |} |
tiplexing (UW-OFDM) is a novel OFDM signaling concept, T T
where the guard interval is built of a deterministic sequene |CP1| Data :cpicpzl Data ICP#CP4
— the so-called unique word — instead of the conventional (a) Data structure using CPs
random cyclic prefix. In contrast to previous attempts with

deterministic sequences in the guard interval the addresseUW-

OFDM signaling approach introduces correlations between le |KS| Data |K5| Data || KS|
subcarrier symbols, which can be exploited by the receiver (b) Data structure using KSP

in order to improve the bit error ratio performance. In this

paper we develop several linear data estimators specificgll Tar Tprr Tprr

designed for UW-OFDM, some based on classical and some e—t f |

based on Bay.es'ian estimation theory. quthermore, we der&/ |UW| Data ||UW| Data |UW|
complexity optimized versions of these estimators, and wewgly

their individual complex multiplication count in detail. F inally, (c) Data structure using UWs

we evaluate the estimators’ performance for the additive wie . .

Gaussian noise channel as well as for selected indoor multifh Fig. 1: OFDM transmit data structures.

channel scenarios.

« The CP is a random sequence, whereas the UW is
deterministic. Thus, the UW can optimally be designed
In [1], [2] we introduced an OFDM signaling scheme, where  for particular needs like synchronization and/or channel

the usual cyclic prefixes (CF)I[3] are replaced by deterrimis estimation purposes at the receiver side.

sequences, that we call unique words (UW). A related but —1he proadly known KSP-OFDM uses a structure similar

when regarded in detail — also very different scheme is knowt  \w.OFDM. since the known symbol (KS) sequence is
symbol padded (KSP)-OFDM4}[6]. Fif. llad1c compare thgeterministic as well. The most important difference betwe
CP-, KSP-, and UW-based OFDM transmit data structuresysp. and UW-OFDM is the fact. that the UW is part of

In CP- as well as in UW-OFDM the linear convolutionyge pET interval, whereas the KS is not. On the one hand
of the transmit signal with the channel impulse response i§is characteristic of the UW implies the cyclic convolutio

transformed into a cyclic convolution. Note that apart frO'Broperty addressed above, and on the other hand, but least
the very first UW in the symbol stream (see Hig. 1c) €aGfiat important, the insertion of the UW within the DFT in-

. . h H
uw plzf}%/s a double role: Thei + 1)f UW represents the tail 1o 4 requires to introduce some correlations in the feeqy
of the /" OFDM symbol, while it additionally represents thejomain, which can advantageously be exploited by the receiv

‘cyclic prefix’ for the ("‘H.)th OFDM symbol. However, there 1, improve the bit error ratio (BER) performance. Whilst
are some fundamental differences between the CP-based @n@\oth schemes the deterministic sequences can be used

the UW—based approach: _ _ _for synchronization and channel estimation purposes, KSP-
« Different to the CP, the UW is part of the discrete FourieDFDM does not feature these correlations. We notice that

transform (DFT)-interval as indicated in Figl 1. Due t&KSP-OFDM coincides with zero padded (ZP)-OFDM [7] if
that reason the bandwidth efficiencies of UW-OFDM anghe KS sequence is set to zero.
conventional CP-OFDM are almost identical.

I. INTRODUCTION
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compared the similarities and differences of the UW apgroat particular we investigate the best linear unbiased ettim
for OFDM and SC/FDE. (BLUE) which represents a well known concept with a huge

In our concept described inl[1] we suggested to generﬁ%mber of applications in engineering. In this work it is

UW-OFDM symbols by appropriately loading so-called reduriPplied to UW-OFDM for the first time, and it turns out that its

dant subcarriers. The minimization of the energy contiiut construction significantly differs from its counterpamsCP-

of the redundant subcarriers turned out to be a challengFDNI and SC/FDE. Different to the BLUE for CP-OFDM

We solved the problem by generating a zero UW in a fir %’d CP-SC/FDE, the determination of the BLUE requires the
step, and by adding the desired UW in a separate second s

I version of a full instead of a diagonal matrix. However, we
We showed that this approach generates OFDM symbols wﬁ%é)ri\{e a functionally equiyalent but highly complexity teéd
much less redundant ener@y [2] than a single step or direct U sion of the BLUE within Sec.lIl. In conFrast to CP'OFDM
generation approach as e.g. described i [16]. Additignai V;Fere tlhe_ BLUE _r?_pr_esents l;he ufnamb|g|uo_us Z€ero for;:mg
optimized the positions of the redundant subcarriers tthéur (ZF) solution, an infinite number of ZF solutions exists for
reduce their energy contribution. We notice, that the cphire

UW-OFDM. We introduce two suboptimum low complexity
[16] generates completely different OFDM symbols compargc!: data estimators, that is the obvious channel inversidh (C
to our approach in[]1], and it has to deal with extremelé

main windowing (TDW) equalizer. Then, in Séc] IV linear

ayesian MMSE estimators are regarded. The basic version

depends on the particular shape of the UW. This is clear . -
. n already be found ir_][1]. Similar as for the BLUE we
in contrast to our approach, where the BER performancecyglerive a complexity reduced batch solution, and in additen

independent of the particular shape of the UW due to the tvvi _ﬁgoduce a highly complexity optimized sequential vensis
step generation approach. The BER behavior only dependst%e LMMSE estimator. It turns out that the latter features th

the freely selectable UW energy. . . ;
The aeneration of the zero UW introduces a s stema{oweSt complexity of all regarded LMMSE estimator versions
9 : z ! u y § Sec.[V we determine and compare the computational

complex valued block code structure within the S‘equenggmplexity of all presented data estimators. Finally, ic.S4]

of subcarriers. From this point of view, the gain due t%/)ve highlight the BER performance of the introduced methods

the exploitation of correlations in frequency domain can bﬁ the AWGN channel and in frequency selective indoor

. ; X . N
regarded as a coding gain. Although It seems obvpus at f'r. hltipath environments. We conclude our work in VILI.
glance to use an algebraic decoding approach, this decoding

method fails due to the ill-conditioned nature of the linegr tation: L bold f bl indicat
system of equations to be solved [24], [[25]. Instead, w ptation: Lower-case bold face variablea,b,...) indicate

showed that together with a linear minimum mean squa gct(_)rs, and Upper-case bold face yarlabmsB,...) indicate .
matrices. To distinguish between time and frequency domain

error (LMMSE) data estimator ('decoder), the concept siow riables, we use a tilde to express frequency domain \&ctor
a remarkable BER performance, particularly in frequen(’gd matrices 5(,:&,---), respectively. We further Us to

estimator and a quite intuitive estimator that we call time
high symbol energies and with the fact, that the performan g

selective channels, where it clearly outperforms CP-OFD
[. The performance can even be increased by allowi note the set of real numbet3to denote the set of complex
’ mbers,I to denote the identity matrix(-)” to denote

some systematic noise in the guard intervall [26]. Sevet i H to denot ‘ugate t itiohil ] t
other attempts of applying UWs in OFDM systems can b&ansim& Ion’(t.)t' ° :go e:[ anjuq[a (teh ratlnsposn {i] OF
found in the literature, e.g. in [27]=[28]. However, in dletse enote expectation, and(-) to denote the trace operator. For

approaches the guard interval and thus the UW is not part%*s'gnal‘:‘ ?nd §ysterr:_s :jhe usual equivalent complex badeba
the DFT interval. Therefore, in contrast to our UW-OFDM EPTesentation 1s applied.

concept described below, no coding is introduced by these
approaches. 1. REVIEW OF UW-OFDM: UNIQUE WORD GENERATION

. . . . . . AND SYSTEM MODEL
The aim of this paper is to give a comprehensive view

on optimum and suboptimum linear data estimation prinsiple Ve briefly review our approach of introducing unique words
particularly designed and optimized for UW-OFDM. We clasin OFDM time domain symbols, for further details se [1].[2]
sify the estimators into classical unbiased estimatordiaedr A block diagram of the transceiver chain is given in fig. 2.
Bayesian estimators, respectively. We particularly itigese L€t x. € C*! be a predefined sequence which we call
the theory of the estimators, and we give a comparison #iique word. This unique word shall form the tail of each
terms of BER performance and in terms of a detailed study DM time domain symbol vector of total lengfi. Hence,

the computational complexities. Furthermore, we empleas2" OFDM time domain symbol vector, as the result of a length-
the differences of the derived estimators to their courategp V-IDFT (inverse DFT), consists of two parts and s of the form
in competing block oriented approaches like CP-OFDM an&; X.| , whereas onlyx, € CN~N«)*1 is random and
SCI/FDE. The paper is organized as follows: In Jek. Il waffected by the data. In the concept su%gested in [1], [2] we
briefly review the procedure of the unique word generatic@enerate an OFDM symbal = [x] 07" with a zero UW
and the overall system model which has already been adresisea first step, and we determine the final transmit symtiek

in [, [2], [23], and [26]. Next we derive data estimatorsc + [0 x}f]T by adding the desired UW in time domain
for UW-OFDM using classical estimation theory approach&s a second step. As in conventional OFDM, the quadrature
in Sec.ll leading to zero forcing (ZF) equalizer conceptamplitude modulation (QAM) data symbols (denoted by the
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Fig. 2: Block diagram of the UW-OFDM transceiver system.

vectord € CNex1) and theN. zero subcarriers (at the bandenergy before the addition of the UW, respectively, and
edges and at DC) are specified in frequency domain as pardetcribes the contribution of the UW. Il [1] we suggested to
the vectorx, but here in addition the zero-word is specifiedhooseP by a minimization of the symbol energy,. which

in time domain as part of the vecter = F]‘Vli. Here,Fy leads to the optimization problem

denotes the length¥-DFT matrix with elementdF y]i = B . I

e I ¥ for k,1 =0,1,..., N—1. The system of equations= P = argmin {tr(TT")}, 6)
Fg,li with the introduced features can be fulfilled by spendinghere T is derived from [[B) and[{2), respectively. In Sec.
a set of redundant sub?arriers. Wellet the redundant suidrcargTwe give an example of the optimum redundant subcarrier
symbols form the vectdr € CV*1 W|t(hNN+TN=) J\(f}v \iv](\a[ f)urther distribution for a specific parameter setup.

1 1 d r)X d T -

introduce a permutation matri & C , and With (@) the vectoig, = [d” fT}T of data and redundant

form an OFD.M symbol (contaln_mgfz =N = Na— N, zero subcarrier symbols can be written in the form
subcarriers) in frequency domain by
d I

% =BP [‘:i] . (1) & = H - M d=G.d. (7)

r
In (@) the matrix
B ¢ CNx(NatN:) inserts the zero subcarrier symbols, and

consists of zero-rows at the positions of the zero subearrie G, = {I} € C(Na+Nr)xNg (8)
and of appropriate unit row vectors at the positions of data T

and redundant subcarriers. We will detail the reason for tegn be interpreted as the code generator matrix for a systema
introduction of the permutation matri¥* and its specific complex valued block code, that generates the code wiards
construction shortly below. The time — frequency relatioNote, that the subscript,” in the code wordst, and in the

Fy'% = x can now be written a¥y'BP [d” #”] = code generator matri&, denotessorted In contrast to[[l]
[x7 OT]T. With and [2] we do not incorporate the permutation malPixnto
the code generator matrix in this work. As we will see later on
M — FZ‘VlBP _ {Mu M12:| 7 ) thi_s is essential_for deriving low comple?dty recgiver cepts.
Ms1  Mas With (@) and with the frequency domain version of the UW

. . . . ~ T 1T .
whereM,, are appropriate sized sub-matrices, it follows that. = Fy [07 xI]" the transmit symbol can now also be
My d + Maof = 0, and henc& = —M,, My;d. With the Written as .
matrix x' =F,' (BPG,d +%,). 9)
T = —M;21M21 S (CNTXN”L, (3) .. . . .
After transmission over a dispersive (e.g. multipath) cten
the vector of redundant subcarrier symbols can thus be-detereceived OFDM time domain symbol can be modeled as
mined by the linear mappin
4 pping y, = HxX +n (10)

F=Td, 4) = HJF,'(BPG.d+%,)+n, (11)
Cf. F|g [2 The COI’IStruction OT and thUS a|SO the energywheren c (CNXl represents a zero-mean Gaussian (t|me

of the redundant subcarrier symbols highly de}pl)end on tgBmain) noise vector with the covariance matr§I, and
choice of P. The mean symbol energy,r = E[x'"x'] can e CV*N denotes a cyclic convolution matrix originating

be calculated to from the zero-padded vector of channel impulse response
1 T N><1' H i
By — —(Nda§+a§tr(TTH)) +xPx,, ) Eoeﬁ|C|entshc e C After applying a I_DFT to obtain
NS - N y. = Fny,, we exclude the zero subcarriers from further
E3 2 Exy, operation, which leads to the down-sized vecgigr= By,

with §4 € CWNatNr)x1:

cf. [2]. % and % describe the contributions of the data and

the redundant subcarrier symbols to the total mean symbol §, = BTFyH.Fy'(BPG.d + %,) + BTFyn.  (12)



The matrixﬁc = FNHCF](,1 is diagonal and contains theas its main diagonal the singular valuesf(ﬁGs. With (22)
sampled channel frequency response on its main diagoriak unbiased constraint (or ZF criteriof) {21) becomes
H, = BTFyH.F,'B with H; € CWatNo)x(Nathy)

is a down-sized version of the latter excluding the entries EU [ﬂ vVH =1 (23)
corresponding to the zero subcarriers. The received symbol
can now be written in the form of thaffine model It is easy to see thal (23) and therefore alsd (21) is fulfilled

~ -~ o~ by every equalizer of the form
o= H,PG.d + H,B %, + BTFyn.  (13) ) o &

_ . E=V [zt AjU” (24)
Note that (assuming that the channel matily or at least

an estimate of it is availabldi;B” %, represents the knownwith arbitrary A € CNexN-_ We notice that the fact that
portion contained in the received vectpy originating from the ZF solution is ambiguous distinguishes UW-OFDM from
the UW. As a first preparatory step we therefore subtract thempeting block oriented single input single output (SISO)
UW influence to obtain the corrected symbol in the form adpproaches like e.g. CP-OFDM and CP-SC/FDE. For CP-

the linear model OFDM the channel inversion receiv@ = H' represents
~ _ o the unambiguous ZF solution which also corresponds to the
Ye = Xd_HdP Xu (14) optimum data estimator, cf][3]. For CP-SC/FDE the ZF
H,PG.d + w, (15) solution is also unambiguous, it is given by the inverse of

the diagonal symbol spaced channel matrix which contains

with the noise vectoiv = BTF yn. For the low complexity : : o =
. _ 7 the influence of the transmit pulse shaping filter, the disiger
versions of the BLUE and the LMMSE estimator to be derive g. multipath) channel, and the receiver filter (e.g. achned

in the subsequent sections it additionally turns out to beequy:
. filter), cf. [19].
advantageous to re-sort the receive vector by applyrig ) ) ) o
to separate the data subcarrier symbols and the redundartince the solution to the unbiased constraint is not unam-
subcarrier symbols. The re-sorted receive vegtdollows to Piguous it makes sense to look for the optimum solution which
is commonly known as the best linear unbiased estimator.
5’ = PT~C (16)

=P"H,PG,d +P"B"Fyn. (17)  A. Best Linear Unbiased Estimator (BLUE)

With the re-sorted (and still diagonal) channel maffliy —  BY applying the Gauss-Markov theorein [29] fo(18), and
PTH,P and the noise vecto? — PZB’Fyn we finally With the noise covariance matri€;; = E [vvf] = No21,
arrive at thelinear model the BLUE and consequently the optimum ZF equalizer follows
to
y =H,Gyd +V. (18) EpLve = (GYHIH,G,)'GIHY. (25)

EgLuk as given in[(Zb) represents the pseudoinveriﬁ@s.
Since the noise in[(18) is assumed to be Gaussiad, (25)
is also the minimum variance unbiased (MVU) estimator.
In this section we consider classical unbiased data estifgye covariance matrix ofl — ErLusy, or equivalently the

tors of the form = covariance matrix of the errd@ = d — d is given by
d = Ey, (19)

Il1. CLASSICAL DATA ESTIMATORS — ZERO FORCING
SOLUTIONS

C: = No2(GFHIH,G,) . 26
whereE € CNax(NatNr) describes the equalizer. Note that “ n(Gs HH.G) (26)
in classical estimation the data vector is assumed to Wéth the singular value decomposition as [n1(22), and after
deterministic but unknown. In order for the estimator to bgome rearrangements using standard matrix algdbra, (B5) ca

unbiased we require immediately be re-written as

~

E(d] = E[E§] = EH,G.d = d. (20) EpLvg =V [E71 0] U™ (27)

Consequently, the unbiased constraint takes on the form BY comparing this result with {24) it can be concluded that
EgLur corresponds to the solution ih{24) for the particular

EH.G, =1, (21) caseA = 0. Egpyg is in general a full matrix, which is in
contrast to CP-OFDM and CP-SC/FDE, where the BLUE is

which is equivalent to the ZF criterion for linear equalizer irven by a diagonal matrix.

The solution to[(21) is ambiguous. To show this we considg
a singular value decomposition #f,G, € C(NatNr)xNa gg
B. Complexity Optimized Version of the BLUE

H,G,=U [ﬂ v, (22)  One drawback of the BLUE represented as[inl (25) is the
fact, that anV; x Ny matrix has to be inverted to determine

with unitary matricesU € CWaetNn)x(NatNr) gand V € the equalizer. In this section we derive a significantly com-
CNaxNa and with the diagonal matrix € RV¢xNa having plexity reduced version of the BLUE by exploiting the simple



structures ofG, and Hy, respectively. For this purpose weequivalently the covariance matrix of the er@r= d — d
decomposd]; as can easily shown to be

. [ﬁs,l 0

i, - , @8) Cee = No (I HL) (36)
0 Hs,2

_ _ Next we address another quite intuitive equalizer that ex-
with the diagonal matriced,; € CY+*N¢ and H,> € ploits the a-priori knowledge, that the guard interval skesp
CN->N- With (8) it follows that of an UW-OFDM symbol must be zero after the channel

~ ~ inversion in the noiseless case. In the presence of noise we
H.G. = H,1 NO ! = NHSJ 29) therefore simply force the guard interval samples to zerichvh
S S 0 H T H T ) ( ) . . .
5,2 5,2 is achieved by an equalizer of the form

and the expressiofGZH?H,G,)~! appearing in[(25) and Erpw = [I 0] PTBTFyWF;'BPH; 37)
(28) can be written as N s

(GHAMA,G,)! = (A, H,, + T"AY A, ,T)!. (30) "Vhere Lo
. . . W = . (38)
We introduce the real diagonal matrices [0 0]
D, = HIH,;eCNNe (31) The time domain windowing (TDW) equalizer starts with an
D, = I"_'IHzﬁ , € CNrxNr (32) inversion of the channel, next the permutation is applied an

the zero subcarrier symbols are added again in order to lee abl
and apply the matrix inversion lemma, cff. [29], to the righio transform back to time domain with a leng¥V-DFT. Here
hand side of[(30) to obtain a windowing (described bW) takes place, where the guard
(GHAMH,G,) ! = interval samples are forced to zero. Next a transformation
se s S;1 . e e back to frequency domain is performed, the zero subcarriers
D" —D; T"(TD; T” + D, )" TD; . (33) are excluded again, a re-sorting is done, and finally the data
The inversions of the real diagonal matrid®s and D, are symbol; are extracted. It can easily be .shown, Babw
trivial, and the additional matrixTD;!TH + D;1) to be also fulfills (21). Note that the TDW equalizer also reprdésen
iverted is Hermitian and only has theldimensm,ni]\ﬁ Fur. @ duite low complex solution since none of the individual
thermore, the expressidFED; * (and its Hermitian transpose)()per"jltions requires a full matrix muItipIicgti_on, in facost qf
occurs repeatedly ifi (83) which allows for further compligxi the steps:apart from DFT and IDFT are trivial. The covariance
reduction. matrix of d = Erpwy, or equivalently the covariance matrix
In section[Y we will study the complexity of the differentof the erroré = d — d is given by
representations of the BLUE. We note that the derivation of
the complexity reduced version of the BLUE has mainly been Ci: = NopErpwEfpy- (39)
made possible by the re-sorting (multiplication wif') of

the data and redundant subcarrier symbol$ i (17). IV. LINEAR BAYESIAN DATA ESTIMATORS— LMMSE

SOLUTIONS
C. Sub-Optimum ZF Receiver Structures

. . . . We now turn to the widely used linear minimum mean

Any unbiased linear data estimator, or equivalently, an : S . .
. . . . quare error data estimator which is derived with the help
linear zero forcing equalizer has to fulfil_(21). As alread

shown above the ZF solution is ambiguous for the UW—OFDéI]c the I$aye3|an approach. In the I.3ay.eS|an approach the data
vector is assumed to be the realization of a random vector

transmission model described {n [18). Another quite iiteit . L .
; S instead of a deterministic and unknown vector as in the
and straightforward ZF solution is given by : . . :
classical estimation theory applied above. In the follayin
Eci=[I 0] H, ' (34) we derive the LMMSE batch solution, next we formulate a
complexity optimized version of the LMMSE batch solution,

This equalizer inverts the chann@l, first, and the data and finally we derive a highly complexity optimized version
symbols are extracted subsequently. Clearly this proeedif the sequential LMMSE estimator.

fulfills (2I). In the following we will refer to this equalizeas
the channel inversion (CI) receiver. Using the decompmsiti
of H, as in [28), [(3%) can be simplified to A. LMMSE Batch Solution

Ec1 = (INL_;)’1 I o]. (35) By applying the Bayesian Gauss-Markov theoreml [29] to
), where we now assumeé to be the realization of a
dom vector, and by usinG;; = ¢3I and C3; = No21
LMMSE equalizer follows to

The channel inversion receiver represents a low compl
solution sinceH, ; has a diagonal structure, but it does Nk e
take advantage of the correlations introduced®y at the

transmitter side. The covariance matrix af = Ec1y, or EiMMSE = Wﬁ;l, (40)



whereW represents a Wiener smoothing mzﬂrgdven by and estimate which includes both the data and the redundant
No? -1 subcarrier symbols. It turns out that using the system model
W =GH (Gst' + C;" (ﬁfﬁs)l) , (41) in (@) instead of the one i (18) drastically simplifies the
94 sequential LMMSE procedure sin&g; is diagonal, in contrast
(40) allows the following interpretation of the LMMSE esti-to H,G,. We let¢;[n] be the LMMSE estimate based on the
mator's mode of operation: The LMMSE equalizer acts asfaist n + 1 elements{g[0], g[1],...,g[n]} of the vectory, and
composition of a simple channel inversion stage (multgplic M[n] be the corresponding minimum MSE matrix
tion with H; ! as in [34)) and a Wiener smoothing operation y S - -
(multiplication with W). The Wiener smoothing operation Mln] = E[(€; — &[n])(€s — &[n])"]. (48)
exploits the correlations between subcarrier symbols Whig thermoreh, [n] denotes the column vector that corresponds
have been introduced bi/l(4) at the transmitter, and acts ag,anhe Hermitian transpose of the’” row of ﬁs[n]- The
noise reduction operation on the subcarriers. For the &mual gequential LMMSE estimator for the Bayesian linear model
in (@0), an(N4+ N,.) x (Ng+N,.) matrix has to be inverted. By as in [47) becomes (cf.[29)]):
applying the matrix inversion lemma, it can easily be shown i

that the equalizer can equivalently be determined by Initialization:
~ o~ No? ~ ~
Epvuse = (GTHIH,G, + —1)"'GHHY.  (42) &-1 = E[&]=0 (49)
g o
o ! M[-1] = Cag,
(42) shows strong similarities to the BLUE [0 {25). Fgy = 0 PN o =
the expressions for the LMMSE equalizer and the BLUE = E|(@ —&[-1])(e —&[-1)) }

coincide. Note_z that by l_Jsin_g:(]42) inste_zad ¢I]_(40) for the _ a.af g2 I TH (50)
LMMSE equalizer determination the matrix to be invertedyonl = Oastss =04 | pTH
has the dimensiodV; x N,. The erroré = d — d has zero
mean, and its covariance matrix is given by Forn=0,1,...,(Ng+ N, — 1) do
o No2 Gain Vector Update:
C:: = NoZ(GYHIH,G, + —21)~ . (43)
9d M[n — 1]h
k[n] — 5 ~H[n - ] S[n] _ (51)
B. Complexity Optimized LMMSE Batch Equalizer o3 +hl[n]M[n — 1]h,[n]
For the LMMSE equalizer a complexity reduced version
can be derived similar as for the BLUE in Séc_TlI-B. ByMinimum MSE Matrix Update:
introducing the real diagonal matrices _
N2 M(n] = (I - k[n]B [n])Mn - 1] (52)
Dl = Hles.l + 277. Ia (44)
BELES o2
D, = HZH,,, (45) Estimate Update:

the expressiofGZH#H,G, + J\g—iil)*l appearing in[(@2) . . i L
and in [@3) can be written as ~ * Cs[n] = &s[n — 1] + k[n|(g[n] — by’ [n]cs[n —1])  (53)

(GfﬁfﬁsGs i NOQ’Z )l = (&T) and [[5R) can be regarded as the equali_zer def[ermination
o procedure that can completely be performed immediatedr aft

D' - D 'TH(TD'T? + D; 1)~ 'TD; . (46) channel estimation. Note that only the final MSE matrix

M[Ng; + N, — 1] but all gain vectorsK[0], k[1],...,k[Ng +

N, — 1]) are required to be stored until the next channel

_ o _ . estimation updatel (53) describes the sequential dataatsin

C. Complexity Optimized Sequential LMMSE Receiver  nrocedure for one UW-OFDM symbol, that has to be applied
In this section we derive a highly complexity optimizedo every received OFDM symbol. AftdiV,; + N,.) iterations

sequential LMMSE receiver. We address the equalizer detdre vector R

mination procedure as well as the data estimation process. d= [1 0] ES, (54)

The sequential LMMSE estimator completely avoids matrix N

inversions. Again the preparatory steps described in arectithat contains the firsi, entries ofc,, exactly corresponds to

M- especially the re-sorting i {17) - are extremely beriafic the data estimate obtained when applying the batch LMMSE

for the derivation of the complexity optimized solution.this ~ equalizers[(40) o (42). Further, the upper I&f x Ny sub-

section we use the system model matrix of M[Ny + N, — 1]

The derivation widely coincides with the one in Sec_TlI-B.

A R (47) Coe = [T O MINi+ N~ |g] (69

1Even though we use the same notation the Wiener smoothingxrhats . .
nothing to do with the matrix in{38). exactly corresponds to the error covariance matrixin (43).



In the following we significantly simplify the sequential « Due to similar arguments the matrix update Mdr[n]
LMMSE procedure. We first exploit the fact that the system  simplifies to an update of its*" column vectonn,,. ,,[n]
matrix H, is diagonal. LefH,],,, be then!” main diagonal forn=0,1,...,(Ng —1).
element of H, [M],,, be then'™ main diagonal element The iteration equations fon = 0,1,...,(Ng — 1) finally
of M, ra, be then'” column of M, and@,, be then' simplify as follows:
element ofc,. Then sinceﬁS is diagonal the iteration steps

can be simplified to: Gain Vector Update:

Gain Vector Update: 0 1%
) bin) = (60
[Hs]fmrhn[n - 1] 2 + |[H5]nn|

k[n] =

(56) i
k. [n] = [Hs]mn;ldr,j [n —21] 1)
v + 94 | [Hs]nn |

Ug + |[ﬁ5]nn|2[M]nn[n - 1]

Minimum MSE Matrix Update:
Minimum MSE Matrix Update:

o o ~

M(n] = M[n — 1] — [Hy]n:knjm;/[n —1]  (57)

0.2

[Md]nn [n] = 0,2—1).2 (62)

Estimate Update: o7+ |[Hnn|
N R ﬁld'r‘,n[n] - rhdr.,n[n - 1] —NCTZ [ﬁs]nnkr [n] (63)
Cs[n] = €s[n — 1] + k[n](g[n] — [Hs]nn - Csnln — 1]) (58) Mr[n] = Mr[n — 1] = [Hg]nnk, [n]mgn[n —1] (64)

We notice that in the MSE matrix update equation a full matriéstimate Update:
multiplication simplifies to a (columi row) multiplication, in
the gain vector update equation a matrix-vector multipiaca

simplifies to a vector-scalar multiplication, and in theireste dy = ka[n]g[n] (65)
update equation a vector inner product simplifies to a scalar ?[n] = ?[n — 1] + k. [n]g[n] (66)
product.

For the first N; iteration steps the highly complexity re-
duced equationd (60) t¢_(64) can be used for the equalizer
determination, only for the lasdV, iteration steps the more
complex (but also quite simplified) equatioris1(56) ahd (57)
have to be evaluated. Similarly the fird; iteration steps of
the data estimation procedure for an UW-OFDM symbol can
Kk — [kd} N — |:1\7Id Mﬁﬁ] (59) be performed using the highly complexity reduced equations
~ |k, T My, M, | (68) and [[6B), while for the lasV, steps|[(5B) has to be used.

. o . The complexity analysis will be given in sectign V.
where the indices;” and ’,’ indicate, that the corresponding . R
: . The derived procedure also allows for a quite intuitive
vector and matrix entries correspond to data and redundant . : .
. . . Interpretation of the mode of operation of the sequential
subcarrier symbols, respectively. Furthermore, we sqlit 25

The equations for the firsl, iteration steps can further
significantly be simplified by exploiting the fact that thetala
symbols are mutually uncorrelated, i.e. the upper Igft x
N, submatrix of M[—1] is diagonal (and real), cf{{50). We
partition the gain vector and the MSE matrix as

p]/IMSE estimator: Forn = 0,1,...,(Ng — 1) only one

d a?a symbol is updated in each iteration step. Consequently

during the firstV, iterations we only count one single complex

_ multiplication per data subcarrier symbol as in classicB C

« Foralln = 0’17"'3(]\771 — 1) the gain vectorka[n]  oFpM. Merely the redundant symbols (which require a vector
is non-zero only at it entry, and can therefore be, yate) are truly updated from step to step. Only for the
replaced by the scalar gain factog[n]. Consequently, a5t v, jteration steps also the data subcarrier symbols are
only one data symboll, will be updated at then'” updated from iteration to iteration by utilizing the coatbn
iteration step, so the estimate update equation for thformation contained in the redundant subcarrier symbols

data entries simplifies to a scalar equation. Since the data\ote that these simplifications would not have been possible

estimates are initialized with zerag,(—1] = 0), the data without the re-sorting step i (17). Without the re-sorting

estimate update equation becomes particularly simple.step the gain vector would already be filled completely in a
e« Foralln = 0,1,...,(Ng — 1) the matrix 1\7Id[n] is very early iteration step, namely immediately after thet firs

diagonal and real, and at thé” iteration step (again redundant subcarrier symbol appears witfinFurthermore,

forn=0,1,...,(Ng—1)) it only needs to be updated atif we had used the system modEl{(18) instead[ol (47), then

its n'" main diagonal elemenM,],..,[n]. Consequently, we would have to perform full Ny x Ny) - (N4 x Ng) matrix

the MSE matrix update equation fdfr[d[n] also reduces multiplication operations for the lasy,. iteration steps of the

to a scalar equation. MSE matrix update.

update equations in separate equations for the data and
redundant subcarrier symbols. The following consequeate
M,[—1] = 21 can be exploited:



V. COMPLEXITY ANALYSIS Furthermore, as one of the preparatory steps the influence
In this section we will analyze the computational comPf the UW has to be subtracted as described ii (14). Since

plexity of the derived equalizers on the one hand, and W€ do not count additions/subtractions in our complexity

the corresponding data estimation procedures on the otR@pSiderations this step does not increase the CME count for

hand. These investigations will clearly show the benefithef the data estimation procedure.

complexity reduced versions. In practice, the equalizeesdn  In the following we consider the complexity of the equaliz-

to be determined each time the channel estimate is updategts investigated above. We start our complexity investigat
with the most simple equalizeEc, as given in [[3b). To

A. Prerequisites determineEc only N; CME (namely complex divisions to

e e . . invert H are required. The data estimation procedure for
We are aware that it is difficult or even impossible to declare 1) d P

. . . - ~ap OFDM symbol in frequency domain requird§; CME
an equitable measure of complexity, since the complexity | | ltiplications)
an implementation strongly depends on the choice of t gamely compiex muitip '
hardware and software architecture and of many implemen-To estimate the data part of an OFDM symbol with the help
tation details. Some operations can even be implemented®inEtow one could first determine its matrix representation
many different ways, which might have advantages on certa#f in [37), and then estimate the data vector by performing
architectures as well. To simplify things we basically cbunthe full matrix-vector producd = Etpwy which requires
the number of complex multiplication equivalents (CME) foiN;(N,; + N,.) operations. However, most of the individual
each individual equalizer and for the corresponding datia esperations required to perform the data estimation aréltriv
mation procedure. We completely ignore additions. Compl&he procedure starts with the multiplicatiéh; 'y (N; + N..
division are counted as CME. Since the number of requiredCME), next the permutation is applied and the zero subgarrie
divisions is negligible, this simplification does not effabe symbols are added (zero CME) in order to be able to trans-
final complexity considerably. Real multiplications andalre form back to time domain with a lengtN-IFFT (% log,(N)
divisions are counted a}P‘ CME. CME). In time domain a windowing takes place, where the

For many of the derived equalizer implementations we haglard interval samples are forced to zero (zero CME). Next
to deal with matrix products of the forsA—'B with a positive @ transformation back to frequency domain is performed
definite Hermitian matrixA € C™*™ and withB € Cmxm. (& logy(N) CME), the zero subcarriers are excluded again,

We notice that calculatinX = A~'B is equivalent to solving @ re-sorting is done, and finally the data symbols are exdact

the systems of simultaneous linear equations (zero CME). So in total the data estimation procedure per
OFDM symbol requiresV logy (N) + Ngq + N,- CME. For the
AX =B. (67) equalizer determination onlf, needs to be inverted which

For our complexity calculations we assume thial (67) is sblv&€quiresNa + N, CME (namely complex divisions).

with the help of a Cholesky decomposition &f given by Next we investigate the complexity of the different BLUE
A = LLY, whereL is a lower triangular matrix having and LMMSE estimator batch representations. For all imple-
positive values on its main diagon&.X = B can be rewritten mentations the data vector estimation for one OFDM symbol

asL(L”X) = B. To obtainX one can solveLY = B for requires a full matrix vector produe = E§ with Ny(N, +
Y with the help of a forward substitution, and subsequentyyr) CME. The complexity of the equalizer determination
solve LYX = Y for X with the help of a backward sub-gitfers significantly for the different implementationse\start
stitution. The Cholesky decomposition requires? complex with the representation of the BLUE as [ 125) and with the
multiplications/divisions andn square roots[ [30],.[31]. We LMMSE estimator as in[{42). These two expressions merely
neglect the square roots and end up With® CME. A single differ in the regularization term which only adds a single
forward or backward substitution requirgsn® + $m CME.  arithmetic operation. We neglect this single operation tagat
To solve [6Y) with the help of a Cholesky decomposition W@B) and [4R) as equally complex. Usidg ¥29) it is easy to
can finally assume a total count §fn® +m?n, +mn, CME.  see that the matrix multiplicatioX; = H,G, only requires
Whenever possible, we take any simplifications into advaN,, CME. For the produciX, = XX, we can use the
count, that a special matrix structure (e.g. a diagonal,ah réindings from [(3D), namelX, = Hngsﬂl +THH§{2H572T.
or a Hermitian matrix) could offer. Exemplarily, if the rdsu By additionally exploiting the fact thaX, is Hermitian, one
of a matrix product is Hermitian, e.g. as ® = A” A, then can easily find that the matrix produk, = XX, requires
only the main diagonal and the lower triangular part needs §aVN, + NyN, + N; + N, CME. Finally the operation
be computed. (X2)~'X{ requirest N3 + N2ZN, + N3 + NuN, CME by
using the Cholesky decomposition together with the forward
ﬁl_nd backward substitutions as mentioned above. The overall
CME count for the BLUE in[(2b) and the LMMSE estimator
P (@2) therefore adds up to

B. Complexity of the Investigated Equalizers and Data Es
mation Procedures

[
Before performing the data estimation with the help o

one of the investigated equalizers an OFDM symbol has to%Nj’ + %NdQNT + 3NyN, + N2 + Ny + N, CME. (68)
be transformed to frequency domain with a lengfhFFT
(fast Fourier transform) which requirelf‘NlogQ(N) CME. With similar considerations one can show that the LMMSE



equalizer as expressed [0 [40) requires estimation procedures, respectively, for that particpkram-
eter setup. Note that for the data vector estimation per OFDM
IN3 + 5NN, +2NgN? + t N} symbol we count the contribution of the FFE (ogy(NV)
4 Nﬁ 4 %NdNr 4 %Nd 4 %Nr CME. (69) CME) which is required in all cases, and the additional effor
] o . contributed by the particular equalization procedure.
For the complexity optimized batch representations of the
BLUE and the LMMSE estimator one has to determine thEABLE |: Computational complexity of the introduced equal-
expressions i (33) and_(46), respectively, followed by &ima izers and data estimators.
multiplication with GYHZX. The simple inverseD; ! and

1 s 5 ] il CME for equalizer| CME for data est.
D, " require; Ng+ 3N, CME, to determindD; "T* another | Equalization method determination | per OFDM symbol
1NyN,, and for T[D; 'T#] additional 1 NyN? + L NyN, Ec 39 36 228
CME are required. The operati¢n "' TD; ' demandg N3+ | Erow BB 52 628

2 N . . =1 H ELMMSE @) 127677 2064
NgN;? + NgN, CME, and the multiplication withD; " T EoLoe Euvvse B3 123 58617 5064
addsN?2N,. CME. The determination o&HZ and the final | Egiue ELvmse (33).120) 59068 2064
multiplication addN, N, + N3N, + N? CME, cf. (29), which [ Sequential LMMSE 55387 1652
totals to

We observe, that the simple equalizélg andErpw show
%NS’ +2NiN, + %Nde a significantly lower complexity for the equalizer deterein
4 NC% + 3NN, + %Nd 4 %Nr CME. (70) tion as well as for the data estimation per OFDM symbol.
Concerning the BLUE and the LMMSE estimator we can
Finally, we investigate the complexity of the sequentiagtate that the complexity optimized batch solutions reduce
LMMSE estimator regarded in sectibn 1¥-C. We start with théhe equalizer determination complexity by around 33% com-
data vector estimation of one OFDM symbol. For the fi¥st pared to the straightforward implementations[inl (25) &r&),(4
iteration steps the estimate updates are performed usB)g (fespectively. The complexity optimized sequential LMMSE
and [€6) which in total required’;N,. + N; CME (complex estimator which completely avoids matrix inversions ferth
multiplications). For the lastV, iteration steps[(38) has toreduces the equalizer determination complexity by andiber
be evaluated which in total requiréé; N, + N2 + N, CME and interestingly enough also the data estimation comntylexi
(complex multiplications). Consequently the equalizatf can be reduced by 20%.
one OFDM symbol requires

2Ny4N, + N? + Ny + N, CME. (71) VI. SIMULATION RESULTS

For the equalizer determination we have to count the oper-ln this section we evaluate the introduced receiver comscept

ations required for the gain factor updates and for the Mdp terms of their BER performance. We notice that all derived

matrix updates. For the firgt, iteration steps the gain factor Varants of an estimator (e.g. of the LMMSE estimator)

updates are performed using(60) afd] (61) which in totgjarform equiva[ently. Different performance of _dis_tincmrv .
requires N;N, + N, complex multiplications an@n, real sions of an estimator would only be expected if fixed point

divisions (which we count ag N, CME). For the lasty, implementations were regarded which is not the focus of our

iteration steps(36) has to be evaluated which in total regui Investigations.

NyN, + N2 + N, complex multiplications NV, real multipli-

cations ¢ N, CME) and2N, real divisions ¢ N, CME). The A. Simulation Setup
MSE matrix updates for the firgV; iterations are performed
using [62) to [[64) which in total require&/; N2 + Ny4N,
complex multiplications andV, real divisions %Nd CME).
For the lastV,. iteration steps[(37) has to be evaluated whi
in total requiresV2 N, +2N4N2+ N2+ NN, + N2 complex
multiplications. We finally arrive at

We show simulation results with and without outer channel
coding. For the case when an outer channel code is used,
Cwe block diagram in Fid.]2 is extended by an outer channel
encoder and an interleaver at the transmitter side, and by a
deinterleaver and decoder at the receiver side. We used the
same outer convolutional encoder with the industry stashdar
N2N, + 3N;N? + N3 rate 1/2, constraint length 7 code with generator polynémnia

" " (133, 171) as defined i [32]. A soft decision Viterbi algonit

is applied for decoding. The main diagonal of the appropriat
matrix C;; is used to specify the varying noise variances along
C. Numerical Example the data symbols after data estimation. We assumed perfect

In the simulation section we will show results for a parghannel knowledge in the simulations to be presented below.
ticular parameter setup. The most important parameters camn [1] we compared our UW-OFDM approach with the
be found in Tab[]l. For the complexity considerations onlZP-OFDM based IEEE 802.11a WLAN standard|[32] and
Ny, N, and N are important. The particular choices in Seshowed that UW-OFDM outperforms CP-OFDM in frequency
VIl are N; = 36,N,, = 16, N = 64. Tab.[I compares the selective indoor environments. In this work we use the same
complexity of the different equalizer representations dath parameter setup as iml[1] which has been adapted to the

+4NgN, + 2N + IN, + IN, CME. (72)
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TABLE II: Main PHY parameters of the investigated UW-

OFDM system. 0 w
Modulation scheme QPSK -1ES
Coding rates (outer code) uncoded, 1/2
FFT length 64 2
Occupied subcarriers 52
Data subcarriers 36
Redundant subcarriers 16 E -
DFT period 3.2us E'D’g
Guard duration 800 ns g 4
Total OFDM symbol duration 3.2.us
Subcarrier spacing 312.5 kHz 5

802.11a standard wherever possible. The most important
rameters are specified in Tallé Il. The sampling frequen _;
has been chosen to bhg = 20 MHz. As in [32] the indices

of the zero subcarriers within an OFDM symbolare set to

{0, 27, 28,...,3}. The indices of the redundant subcarriers afgig. 3: Simulated BER performance of the investigated data
chosen to be{2, 6, 10, 14, 17, 21, 24, 26, 38, 40, 43, 47gstimators in the AWGN channel.

50, 54, 58, 62. This set (which can also be expressed by an

appropriate permutation matrlX) minimizes the cost function

in @), and therefore also the mean energy of the redund@jfereas in UW-OFDM systems correlations are inherently
subcarriers. Since we focus on data estimation procedoregiesent due to[{4). However, the performance gain of the
this work rather than on synchronization or channel estonat | MMSE estimator is quite small, and the BLUE approaches

approaches we chose the zero UW for the BER simulatiofife LMMSE estimator performance for high, /Ny, as the
below. Note that in conventional CP-OFDM like in the WLANg 1y, ]\;—Zi in @2) converges to zero.
d

standard, the total length of an OFDM symbol is given by
Tprr + Ter. However, the guard interval is part of the DFT

period in the UW-OFDM approach which leads to significantl¢. Simulation Results in Frequency Selective Indoor Enviro
shorter total symbol durations. Hence, the compared systements

10 12 14

8
E,/N, (dB)

show almost identical bandwidth efficiencies. For the simulation of indoor multipath channels we applied
the model described in_[83], which has also been used dur-
B. Simulation Results in the AWGN Channel ing the IEEE 802.11a standardization process. The channel

Clearly, OFDM is designed for data transmission in frdMPuISe responses are modeled as tapped delay lines, each

quency selective environments. Nevertheless, we start ¢@P With uniformly distributed phase and Rayleigh disttéal

comparison with simulation results in the AWGN channell@gnitude, and with power decaying exponentially. The rhode

since these results provide first interesting insights.in@ 2/lows the choice of the channel delay spread. For a more

the BER performance of the different data estimators gletailed description we refer t0 [33]. For illustration pases
compared under AWGN conditions. As in all following BERVE US€ two different channel snapshots in this section, each

figures we present curves for the case no outer code is u§8@nnel featuring a delay spread of 100 ns, and a total durati
(we label it ‘uncoded’ in the figures), and for an outer codingOt €xceeding the guard interval. The frequency resporrses a
1 shown in Fig[#. Channel A does not show any deep fading

rat\jzvg st;.rt the discussion with the uncoded case: As e&xoles, whereas channel B features two spectral notchegwith
pected the Cl estimator shows the worst performance, sincd® System bandwidth, one at a data subcarrier position, the
completely ignores the information present on the redund&{her one at a redundant subcarrier position.

subcarriers. Surprisingly, the very simple and intuitivB\W Let us first interpret the results for channel A, cf. Fig. 5.
data estimator performs almost as well as the BLUE arfye observe similar trends as in the AWGN case, but now the
the LMMSE in the AWGN environment. At a BER dfp—¢ LMMSE estimator and the BLUE clearly outperform the TDW
these three estimators which all make use of the a_pri@ﬁtimator. For uncoded transmission the TDW outperformas th

knowledge introduced by the zero UW outperform the Ct! €stimator by 1.9dB (again at a BER 00~°), the BLUE

estimator by around 1.5dB. The trend is similar for= % and the LMMSE estimator gain 2.6dB and 2.7dB, respectively.

However, it is completely in contrast to single carrier syss FOr 7 = 3 the corresponding gains shrink to 1.0dB, 1.35dB
(e.g. SCIFDE) that the LMMSE estimator and the BLU@Nd 1.65dB, respectively.

show a different performance in an AWGN environment. This Finally Fig.[8 shows the simulation results for channel B
comes from the fact that in single carrier systems the redeiwvith its deep spectral notches. Very noticeable in the uadod
QAM symbols are uncorrelated in an AWGN environmentransmission is the bad performance of the Cl and the TDW
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Channel A
T
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5 ] s ——al
-10r b /uncoded
N

Pathloss (dB)
|
@

Channel B
T

Iogm(BER)

-4

Pathloss (dB)

0
Frequency (MHz)

Fig. 4: Frequency responses of indoor multipath chanr - 5 10 15

shapshots.

20
E,/N, (dB)

Fig. 6: Simulated BER performance of the investigated data
estimators for channel B.

o Tow
of the CI estimator in the coded case was expected as this
~ | corresponds to the usual coding gain as it is also observed
<«—tincoded in CP-OFDM. Somewhat unexpected, and in contrast to the

uncoded results and those in an AWGN channel and in channel
A, the TDW equalizer performs almost 0.7dB worse compared
to the Cl equalizer at a BER af)~%. To understand this effect
we will now have a closer look on the way the TDW estimator
works. In fact, although it is hardly noticeable in Higy. 6 tire
uncoded case the TDW only outperforms the CI estimator in
the high £}, /Ny range, but performs worse in the lak, /Ny
range (0—15dB). However, this is the interestifig/ N, range

for coded transmission. We will now have a look on the noise

‘ L ‘ ‘ L variances (after equalization) and later on the BERs on the

I
2 4 6 8 10 12 14 16 18 20 . .. .
E,/N, (dB) individual data subcarriers.

Fig.[7a and_7b show the normalized noise variances after

Fig. 5: Simulated BER performance of the investigated daégjualization at a fixeds, /Ng (E,/No = 4 dB) for both data
estimators for channel A. estimators. We observe that on the data subcarrier withxinde

11 the noise variance is tremendously reduced by the TDW

compared to the CI estimator. This data subcarrier corretpo
estimators. Here the performance gain of the BLUE and tie the deep spectral notch around 5 MHz in the channel's
LMMSE estimator is significant. The performance of the Clrequency response. However, we also notice that the noise
estimator is dominated by the weak BER behavior of datariances on data subcarriers around data symbol No. 11 are
subcarrier symbols corresponding to deep spectral nofches little bit higher for the TDW compared to the CI estimator.
the channel frequency response, while the LMMSE estimaton average (when averaged over all data subcarriers) the TDW
(and similarly the BLUE) considerably decrease the noiggualizer clearly reduces the noise power compared to the ClI
on that subcarriers. (They decrease the noise variancel onegjualizer, but besides a significant noise reduction onlyigh
subcarriers, but the effect is significant on subcarrierseco attenuated subcarriers, the TDW equalizer ‘distributeshe
sponding to deep spectral notches, [cf. [1]). The BLUE and theise onto neighboring subcarriers. Higl 7b additiondiigves
LMMSE estimator perform almost equivalently, which is agaithe difference between the resulting BERs of the TDW and
in contrast to SC/FDE systems, where the performance gairtleé Cl estimators on a subcarrier basis. We observe, that the
the LMMSE estimator over the BLUE in channels with deefremendous noise reduction by the TDW equalizer on the
fading holes is usually much larger, particularly at I1&y/N, 11'* data subcarrier indeed leads to a lower subcarrier BER
values, cf.[[14]. In coded transmission the performance losompared to the Cl equalizer, but the improvement is minor.
of the CI estimator compared to the best performing LMMSH return, the higher noise variances on the adjacent data
estimator decreases to 1.7dB. The significant improvemesatbcarriers lead to increased corresponding subcarri®@sBE
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straightforward counterparts, but still they show a sigaifitly
[0 - . . .
g 08y higher CME count compared to the simple ZF solutions.
§ osf g With the help of simulations we demonstrated the bit error
Q . . -
S o4l i behavior of the proposed estimators in the AWGN channel
€ o and in frequency selective indoor environments. Especiall
= s frequency selective channels featuring deep fading hdles t
o= - s 1’5"" R T BLUE and in particular the LMMSE estimator significantly
data subcarrier index outperform the simple ZF estimators.
(a) Noise variances, total view
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