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Abstract

We consider joint scheduling and diversity to enhance theefiis of multiuser diversity in an
OFDMA system. The OFDMA spectrum is assumed to consistgfresource blocks and the reduced
feedback scheme consists of each user feeding back chamaliydnformation (CQI) for only the best-
N, resource blocks. Assuming largest normalized CQI schegdalnd a general value fo¥.,, we develop
a unified framework to analyze the sum rate of the system ftir thee quantized and non-quantized CQI
feedback schemes. Based on this framework, we providedtmsen expressions for the sum rate for
three different multi-antenna transmitter schemes; Trainantenna selection (TAS), orthogonal space
time block codes (OSTBC) and cyclic delay diversity (CDDyrthermore, we approximate the sum rate
expression and determine the feedback r(aﬁ;@B) required to achieve a sum rate comparable to the sum

rate obtained by a full feedback scheme.
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. INTRODUCTION

Diversity is a common technique employed to mitigate thentiar effects of fading in a wireless
channel and to achieve reliable communicatioh [1]-[3].sTh achieved by creating and combining
independent multiple copies of a signal between a transmathd a receiver over various dimensions
such as time, frequency and space [1]-[3]. On the other hahdn fading is viewed in a multiuser
communication context and scheduling of users is introddicesharing the common resources, multiuser
diversity can be exploited to significantly increase thetesysthroughput[[4],[[5]. To exploit multiuser
diversity inherent in a wireless network with multiple useit is necessary to schedule a transmission,
at any scheduling instant, to a user with the best channditon [4], [5], which is also known as
opportunistic schedulind [6]. However, fairness becomesisaue in a system with asymmetric user
fading statistics which leads to channel resources beingjmted by strong users|[5]. In order to provide
fairness, in addition to exploiting multiuser diversitynarmalized signal to noise ratio (SNR)-based or
channel quality information (CQI)-based scheduling sobésnconsidered [7]. This can be regarded as a
form of proportional fair scheduling [8].

The gain from multiuser diversity usually increases with ttumber of independent users in a system
and with a large dynamic range for the channel fluctuatiotiwithe time of the scheduling window
[5], [9]. To enhance the sum rate of a system, joint constieraf scheduling and traditional diversity
schemes such as transmit antenna selection (TAS) and mladtitacombining (MRC) at a receiver is
addressed in [10].[11] and the references therein. The Ipaisiciple of joint consideration is to enhance
multiuser diversity by increasing the number of independandidates for selection directly proportional
to the number of transmit antennasl|[10],1[11], or by incnegghe variation in the channels between the
transmitter and receivers as in the opportunistic beanmfammethods([5],[[9]. For the purpose of user
scheduling and rate adaptation at the transmitter, infoomaabout the channel quality has to be fed
back to the transmitter by the receivers. As the number afsuse well as the antennas at the transmitter
increases, the amount of feedback becomes large placingcemeus burden on the feedback link traffic.
In particular, the amount of feedback may become prohibitithen we consider OFDMA systems which
have emerged as the basic physical layer communicatiomoémlly to meet the high data rate services
in future wireless communication standards! [12]. With tlbalgf exploiting frequency diversity in user
scheduling, subcarriers in OFDMA systems are grouped iegsource blocks and used as the basic unit
for user schedulind [12]. When we consider joint scheduéing diversity in OFDMA systems, feedback

may be needed for all the resource blocks as well as the aagemvhich may easily overwhelm the
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feedback link traffic even for a system with a small number sédrg. This motivates our research into
schemes with reduced feedback.

Feedback reduction has received much interest in wirelessmunications research [13]. There are
two main methods: feedback rate reduction related to qeetign, and feedback number reduction related
to reducing the number of parameters being fed back. Seexéample,[[14],[[15] and references therein.
For the feedback number reduction, a threshold-based itpehiis usually considered, so that only the
users with a large probability of being scheduled feedblek information [16]. Let)V,, denote the total
number of resource blocks in OFDMA systems or spatial degoéé&reedom in a space division multiple
access system. The feedback number reduction can be abtaynlketting users feed back information
about only the besi,, blocks or fewer modes whel,, is smaller than\,, [11], [17]-[19]. For OFDMA
systems employing joint scheduling and diversity, the gremince of schemes employing feedback about
the bestA,, blocks, for a generaN,,, has not been rigorously studied. Only the performance foesid
feedback (., = 1) or a full feedback schemé\[, = N,,) without consideration of diversity options are
given in [17]. The analysis i [19] is for a genersl,. However, it deals with a single-input single-output
(SISO) system with quantized CQI feedback and consequeéodg not consider the various multi-antenna
diversity techniques.

In this paper, we consider an OFDMA system employing joiritesluling as well as using a multi-
antenna transmit diversity technique. Various diversipfians are considered in this work; Transmit
antenna selection (TAS), orthogonal space time block c¢d&3BC) and cyclic delay diversity (CDD).
For rate adaptation and user scheduling, we assume that feseiback to the transmitter the CQI values
of the bestA,, resource blocks out of a total &f,, values. For a practical variant of the feedback system,
we also consider quantized CQI. The transmitter schedul@smamission in each resource block to a user
with largest normalized CQIl among users who provided feeklbahere normalization is considered to
assure fairness across users. We develop a unified frameensdisting of four steps to analyze the sum
rate of the system with partial feedback of either non-gaadtor quantized CQI for a genera],, and
present closed-form expressions.

Our results show that the performance gap between a fullbBedscheme and a belsttN,, = 1)
feedback scheme is not negligible even when there are a mtedeumber of users. Then the question
arises as to how many CQI values should be fed back to theniitiasto make the gap negligible while
minimizing uplink feedback overhead. This issue is alsorasisked in our work based on the derived
equations for the sum rate. Specifically, we approximatesthm rate ratioj.e., the ratio of the sum rate

obtained by a partial feedback scheme to the sum rate obtéiyne full feedback scheme. We express
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the sum rate ratio as a function of the feedback réﬁg), i.e., the amount of feedback normalized by

the total number of blocks. We show that the sum rate ratip@a&imately the same as the probability

of the complement of a scheduling outage which correspomdise case that no user provides CQI to

the transmitter for a certain block. This enables us to pl®a simple equation to determine the required
feedback ratio for a pre-determined sum rate ratio. In tise o quantized CQI feedback, we also discuss
a feedback design strategy to enhance the sum rate undeddd@back load.

In summary, the paper has three main contributions. First,present the cumulative distribution
function (CDF) for the SNR of a selected user in the bEstifeedback system. This result has a convenient
form in terms of apolynomialof the CDF of each user's CQI, which @menableto further analytical
evaluation. Second, we develop a unified framework to aeathz sum rate of a reduced feedback
OFDMA system employing joint scheduling and diversity, atetive closed-form expressions for both
the non-quantized and quantized CQI feedback schemedl, Mxr approximate the sum rate result and
develop an analytical and simple expression for the reduigedback ratio to achieve a pre-determined
sum rate ratio.

This paper is organized as follows. In Secfidn II, we desctite system model and provide an overview
of the unified framework for the analysis. In Section Ill, wevdlop the framework and analyze the sum
rate of the TAS scheme. In Sectibnl IV, we analyze the sum @tddth OSTBC and CDD schemes
employing the framework. In Sectigd V, we develop the relatbetween the sum rate ratio and feedback
ratio, and derive the expression for the required feedbaiit.rin Sectioh MI, we show numerical results

and they support the analytical results. We conclude ini@e&4II]

[I. SYSTEM MODEL AND OVERVIEW OF THE FRAMEWORK

In this section, we first describe the system model and thewige an overview of the unified

framework for the sum rate analysis.

A. System model

We consider a multiple-input single-output (MISO) comp@aussian broadcast channel with one base
station equipped withV, transmit antennas ant|,; users each equipped with a single antenna, as shown
in Fig.[d. An OFDMA system is assumed. In a multiuser OFDMAtsys the throughput is larger when
the resource allocation is flexible and has high granulagity., assignment at the individual subcarrier
level. However, the complexity and feedback overhead caprbieibitive, calling for simpler approaches.

In our work, the overall subcarriers are grouped infg resource blocks (RB), and each block contains

November 21, 2018 DRAFT



[}
g g j \
38 s Selection 1<k< Njg
°c 2 3 among : t
g o @ —» TAS/ |» OFDM | User k
38 S CDD/ Pt
& 5 @ OSTBC T
Ante. N,

»
»

Feedback of the bebt:,  C®together with block indices

Fig. 1. System block diagram of a multiuser OFDMA system.

contiguous subcarriers. The assignment is done at the Idwek i.e., a resource block is assigned to a
user. The block size is assumed to be known and in practicébeadetermined at the medium access
control (MAC) layer taking into account the number of usdfer this system, we showed in|[9] that
the optimal channel selectivity maximizing the sum rateas Within each block and independent across
blocks. We assume the optimal channel selectivity conditioour analysis of the system performance.
Let Hy, ,.; denote the channel between transmit antenaad the receive antenna of ugefer resource
block-, wherel < k < N, 1 <r < N, and1 < i < N,. We assume thatl;, ,.; follows a complex
Gaussian distribution,e., CA/(0, ck)H wherec;. denotes the average channel power of usend reflects
the fact that the users are distributed asymmetrically. ¥&ime that, for each user is known to the
transmitter by infrequent feedback from users. We alsorasghatt, ,; is independent across usek3, (

blocks ¢) and transmit antennas)( Then, the received signal of userat block+ satisfies the equation
Ykr = Hk:,r Sk,r + Nk (1)

wheresy, , is the transmitted symbol and, , is additive white Gaussian noise (AWGN) wigh\/ (0, o2).
We note thatl}, , is the equivalent channel depending on the specific diyetesthnique and is a function
of Hy, ,;, which will be shown in later sections.

For reliable and adaptive communication, the knowledgehefdhannel between the transmitter and
receiver is required at the transmitter. For this purposeassume that channel quality information (CQI)
of resource blocks is fed back from users to the transmifiee feedback policy is that users measure

CQI for each block at their receiver and feed back the CQleslof the bestV,, resource blocks from

1N (u,0%) denotes a circularly symmetric complex Gaussian distiobutvith meany and variancer?.
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among the total\,, values [17]. Since we assume that the users are asymmigtidistributed in their
average SNR, scheduling is based on CQI normalized by eaafs usean value at the transmitter. For
each block, the user with largest normalized CQI is chosam fimong the users who fed back CQI to the
transmitter for that block. If no user provides CQI for a ae@rtblock,i.e., the case of a scheduling outage
in the block [17], we assume that the transmitter does ndiz@itthat block. However, one can easily
incorporate other variations such as round-robin schedur a scheduling scheme which maintains the
previously assigned user. For diversity, we consider thiferent multiple transmit antenna techniques;
transmit antenna selection (TAS) [20], cyclic delay divtgr¢CDD) [IZ]H and orthogonal space time
block codes (OSTBC) [22]. LeF),, denote CQI of usek-at block+, which will be the starting point
of the analysis. ThenZ, , depends on the diversity technique, the noise variance hadnelH;, , ;.

As the number of users increases, the amount of feedbackbwilprohibitive for a full feedback
scheme,i.e., CQI feedback for all the resource blocks, so that we focushensum rate for partial
feedback schemes with a generfd). Instead of investigating the asymptotic property of thengate
for a very large or infinite number of usefs [23], [24], we fecon the exact sum rate for the system
with a finite number of users. Specifically, we develop a udifi}mmework consisting of four steps to
analyze the sum rate of this system with partial feedbacktb&enon-quantized or quantized CQI, and

present closed-form expressions. An overview of the fraankvis provided next.

B. Overview of the unified framework

The framework for the sum rate analysis consists of fourssteghere then-th step is denoted as
Stepn. We first discuss the analysis in the non-quantized CQI cégefind £, in Stepd, i.e., the
CDF of Z;,,. which is the CQI of usef: at block+ at a receive. This depends on the choice of the
diversity technique. We find; in Step2, i.e.,the CDF ofY}, . denoting the SNR of useér-for resource

block+ as seen by the transmitter as a consequence of partial &ede find £, in Step3, i.e.,

|cond

the conditional CDF ofX, denoting the SNR of a selected user as a consequence of §ngedine
conditioning in Ste® is related to the asymmetric user distribution in their agerSNR and the number

of contending users for the block. The important charasties of £, , is that it has a convenient form

|cond
2For CDD, we consider that phases are multiplied on the bdsishiock to maintain the characteristic of flat fading inside
a block. In a strict sense, the scheme we consider is clabsiiecCDD when the block consists of a single subcarrier, and as
the frequency domain opportunistic beamforming when tleekbkonsists of more than one subcarriérs [5].
3Since we assume that blocks are identically distributednégational simplicity, we omit in k., which is also the case

for other notations of CDFs.
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in terms of apolynomial in£; , which isamenableo further integration to obtain the sum rate in Step-
Thus, once we find; and we have the integration result for a throughput equatiitim respect to an
arbitrary power ofF;, (z), i.e., o~ logy(1 4 ) d{E, (x)}" for an arbitrary positive integen, we can
obtain closed-form sum rate expressions in a straightfiatwaanner.

In the quantized CQI case, following the same approach adirdtetwo steps in the non-quantized
case, we findk,, the CDF of W, denoting the normalized CQI at a receiver afd the CDF of
in Step3, i.e., the

|cond

Uk, denoting the normalized CQI as seen by the transmitter. ,Twenfind Eo
conditional probability mass function (PMF) df,?, the SNR of a selected user. By taking an average
of throughputs over the PMF found, we can obtain closed-feum rate expressions in StépFor easy

reference, we summarize the steps in Téble I.

TABLE |
THE MAIN STEPS FOR THE UNIFIED FRAMEWORK TO OBTAIN THE SUM RATE
Framework Non-quantized CQI feedback Quantized CQI feedback
Random variable Output Random variable Output
Stepd Zi,» CQI at a receiver ng Wi,»: Normalized CQI at a receiver E,
Step2 Y. »: SNR seen at a transmitter E/k Uy,»: Normalized CQI seen at a transmitter £,
Step3 Xr: SNR of a selected user | It ., X, SNR of a selected user BQ cong
Step4 EcondE ., [log, (1 4+ X-)|cond EcondE X2 [log, (1 + XS )|cond

k: user index,r: block index.

In summary, Steg- of the unified framework depends on the diversity technidgliee next two
steps (Ste@ and Stem) depend on the feedback and scheduling policy. Stéprolves evaluating
the performance measure. We explain the procedure by pngvitetails of the four steps for the TAS
scheme in Section lll. Then in Sectipnl]V, we focus on findihg CDF of Z,,. in Stepd for OSTBC
and CDD. Ste® and Step3 do not require much additional effort, and we provide the sate result

utilizing Step4.

[1l. SUM RATE ANALYSIS WITH APPLICATION TO TAS

In this section, we explain the details of the framework, sisting of the four steps in Tablé I, with
application to the transmit antenna selection (TAS)-batieersity scheme for both non-quantized CQI

and quantized CQI.
A. Sum rate analysis for non-quantized CQI
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1) Stept, finding F; (z): This step consists of finding the distribution of CQI. In TAS transmit
antenna with the best channel condition among all the trénamennas is selected for transmission
[20]. Thus, the equivalent channel at bloclof user is a channel with maximum CQI across transmit
antennasi.e., Hy , = Hy ;- wherei* = arg max|<;<n, ]Hk,m\?. Since we assume th&f}, ,.; follows
CN(0,ck), |Hy,ri? follows the Gamma distribution (1, Cik) [25, (17.6)]. Here,G(a, 8) denotes the
Gamma distribution whose CDF is given hy [25, (17.3)]

~ 1 Bz
F(x) =T'(a,Bx) = —/ to~tetay, 2
() =l ) = 5 | @
whereT'(-,-) is the incomplete Gamma function ratio given bya, z:) = F(la) fom to—le~tdt [25, (17.3)]

andI'(-) is the Gamma function given b(a) = [ t*~'e~'dt [26]. Then, equivalent CQI in TAS is
Zyr = ]H,MP = maxi<;<n, \HMZ-P. From the assumption of the independent and identicaliloigion
(i.i.d.) for Hy,;'s in i, the CDF ofZ, , is given by

E (2) = Pr{Z, <2} @ [Pr{|{H,.? <2} Qa2 3)

where(a) follows from the order statistics [27, 2.1.1] th&f ,. is the maximum of independeh‘t{miyzs,
and (b) follows from the fact thatH ,;|* has the distributiog (1, é). We note that the SNR at block-
of userk is SNR; , = pZ., wherep = P/c2, when the total transmit power iB.

2) Step2, finding . (z): This step considers the distribution of CQI as a result ofiglafeedback.
As a reminder, each user feeds back the BésQI values to the transmitter. Let, ) denote the order
statistics ofZ;, ,’'s of user#, WhereZ,m(l) <... < Z’%(NRB)' Then, the feedback scheme is equivalent to
each user determining the order statistics for its CQI aedifeg back CQLZj, (y)’s, for N,y — Ny +1 <
¢ < N, and the corresponding resource block indices. gt denote the SNR corresponding to received
CQlI at the transmitter for usérat block+ through feedback. If usérprovides feedback containing CQI
for block+, then based on thie.d. assumption ofZ, ,’s in r, the SNRY}, ,. viewed from the transmitter
can be interpreted as any one of the bstvalues multiplied by. To capture this aspect, |&;, , denote
a random variable with a probability mass functionfaf{ R, , = ¢} = ﬁ for Ny — Ny +1 < 0 < N,.
ThenYy, , is given by

Yir = 02y (R, (4)

The CDF ofYy,, K (), is given in the following lemma.
Lemma 1:For F; (z) in @), the CDF ofY;, in () is given by

M:B_l

E (z)= Y e1(Neg, Ny m){E, (£)} %o (5)

m=0
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where

Neg—1

10 o) = 3 () ()1 ©

Proof: See AppendiX_A. .

Corollary 1: When N, = N, (i.e., full feedback),e; (N, Neg,m) = 1 for m = Nz — 1, and 0
otherwise.

Proof: See AppendixB. .

For example in best-feedback {V, = 1), sincee; (N, 1, m) is only non-zero fotn = 0 and the value
is 1, we can verify that(5) reduces 9 (z) = {F, (%)}Nhs, which confirmsYy, . = pxmaxi<,<n,_ Zk
[27, 2.1.1]. In full feedback ., = N,), sincee;(Ny, Ny, m) = 1 for m = N,, — 1 and zero otherwise
from Corollary[1, we can verify thaf{5) reduces £ (z) = I, (), which confirms that, . = pZj,;.
That is, Y}, . has the same statistics as SNFor full feedback.

3) Step3, finding the conditional CDF of,.: This step involves finding the distribution of the SNR
of the channel of the user selected in the scheduling stepdbas partial feedback. Since a channel
is assumed to bei.d. across the resource blocks for each user, the probabibtlyaluser provides the
transmitter with CQI for block= is % Let S, denote a set of users who provided CQI to the transmitter
for block+. Since the channel is independent across users, the nurhlbseis who provided CQI at
block+, i.e., |S,|, follows the binomial distribution with the probability s function [[28]

n N.—n
Pr{|S,| = n} = <]7Vl> <x_> (1 - %) C 0<n<N, )

RB RB

Yi.r
pck !

For Step3 related to theuser selectiorin Table[l, letU,, = i.e., normalized CQI of usek-in
block- viewed at the transmitter. Based on the scheduling poliaysex with the largest/;, among
users inS, is scheduled on block-by the transmitter. In our assumptiorj, ,'s are independent but not
identically distributed ink due to the different average SNR distributiare(, different c;) across users.
However,Uy ,’s arei.i.d. in k as well because they are normalized by their average $8Rpc;. Let

k¥ denote a random variable representing a selected usermfsnission on block-by the transmitter
and X, be the SNR of the selected user. Since, in our model we do iizeua block when|S,.| = 0,

we concentrate on the cag®.| # 0. Note that|.S,| = 0 corresponds to a scheduling outage. Then, it is

shown in AppendiX_C that the conditional CDF 4&f. is given by

Fysogon (@) = {E, (2)}". (8)

Since F (x) = sz(%) for full feedback (\V;; = N,,) and K (z) = {sz(%)}NRB for bestd feedback
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10

(N, = 1), for these two special cases we have

S

with £ (z) given in [3). For the general case, substitutifjg(z) from Lemmall into[(B), we have the
following result.

Lemma 2:For I (z) in (@), the conditional CDF ofX, in (§) is given by

n(Neg—1) N
Friripin @) =3 2N, N m){ B, ()} (10)
m=0
wherees (N, Ny, n,m) iS given by
{el(]\[RB7]VFB7O)}n7 m =0
1 min{m,]\{:B—l}{(n

S N i +1)0—m)

62(MB7 MB? n, ’I’)’L) = 1k s 0) =1 (11)
Xel(MB"Z\[FE\?g)eZ(]\[I?B?]VFB?n?m_6)7 1 §m<n(]vl=s_1)

{el(]\[RB7]VFB7]VFB - 1)}n7 m =n(Ng —1).

Proof: See AppendixD. [

4) Step4, finding the sum rateNow we use the derived CDF to obtain the sum rate of the OFDMA

N,
N L0 Ellog(1 + X,)] =
E[log(1 + X,)]. From the property of the conditional expectation|[28], veé

system. Since blocks are identically distributed, the sate is R,,, =

Row =Ei E . [E, [log(1+ X;)|[S;|=0] +E, [log(1+ X,)||S,|#0]]. (12)

Since X, = 0 when|S,| = 0, the first term is zero and does not contribute to the sum f@tker
variations on the scheduling when there is a schedulinggeutas mentioned in Sectign TFA, can be

readily incorporated into the first term. Concentratinglem$econd term, the sum rate is further developed

as follows:
RSUM = Eki E\SM |:/0 log(l + ‘T) d{FX\ k;:k,\sT\:n(x)} | ‘ST" =n 7& O:|
@ Y %0 -
S By B, [ > oMo Noumom) [ loa(1 +0) af,(2)) 1S =n # 0}
m=0
Nys Nus n(Ng—1)
®) 1 N N\ N\ Ns—n 1
SR () (22)" (1- %) > el Moo m) (L 2, (ny ~m)N,),

(13)
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where (a) follows from the conditional CDF ofX,. in (@I0Q); (b) follows from the fact that the PMF
Pr{k} =k} = &, becausd/,, for user selection isi.d. in k, andPr{|S,| = n} is given by [T), and
that we have the foIIowmg integration identity for the CI¥Hx) with the form given in [(R)[[10]

/000 log(1+z) d{E (x)}" = Li(«, B,n). (14)

It is shown in AppendiX_E thaf;(z,y, z) is given by

k(z—1) z+i—1

mi(—l = Z bri S Z {(k+ 1)y} D(—£, (k + D)y)e™Dv (15)
k=0
wherel'(a,z) = [ t*"'e~!dt is the incomplete Gamma function [26, 8.350.2] and
1, i=0
bpi = q Lyt tinbi iy, o 1<i<k(z—1) - (16)

Whenz =1, I (x,y, z) is further reduced td [10]/ [29]

L(1l,y,2) = 1 Z (0, ky)e® (17)

We note that the conditional CDF &, in (IIG) is amenable to the integration since it is represkirne
terms of a polynomial inf; (z) and we have the integration result [n1(14). Although we caeasent
the incomplete Gamma function ih_{15) using a finite sumnmags in [10] and[[30],.e., I'(—¢, (k +
ly) = SE0, (k+ 1)y) — e~ E+Dy 321 {(,gjrll))%] we note that the form ir . (15) is much more
appropriate for easy, fast and precise evaluation esheéiallarge z, which is related ta\,,, N, and
N.,.

The expression can be simplified to obtain the sum rate fospleeial cases of bestand full feedback.
N
a2 (L i NisNo) : Full FB

N, N n Nyg—n .
ﬁZkiﬁ nU:S1 ( 7%8) (NL) (1 — NL> L(1 ,pc ,nN,,N;) : Bestd FB

RB RB

RSUM = (18)

B. Sum rate analysis for quantized CQI

In this subsection, we provide the sum rate for the partiatibieck TAS-system with quantized CQI.
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J I I Ju Region

| | | | | | | |> index
&L & & &, &, & & Nor(r:ngllized

Fig. 2. Quantization region for normalized CQ&, = 0, {r+1 = o0)

1) Feedback procedure and scheduling for the quantize@sydtor quantization purposes, it is useful

to work with normalized CQI defined a8, , = Zer Each user computé§), ,. for all the resource blocks

Ck'

and finds the bes¥, W, ,’s. Then, each user quantizes the seledléd,. values using a quantization
policy depicted in Fig[2. In the figure], for 0 < ¢ < L denotes the quantization region index afd

denotes the boundary value between regions. More spelyifiqaiantization is done as follows:

Qg = QWhiy) = Jp, i & < Wiy < &g (19)

Then, each user feeds back the quantized region indigg's for the selected bes¥, blocks to the
transmitter together with the corresponding resourcelbilodices. To exploit multiuser diversity as in the
non-quantized CQI case, we assume for the scheduling pblatythe transmitter schedules a transmission
for each block to a user with the largest quantization regidex. When multiple users provide the same
guantization index, the transmitter randomly selects a. use

2) Stepi, finding E, (x): The step is related to determining the distribution of ndized CQI. Since
normalized CQl isW}, , = == andPr{W},, < z} = Pr{Z;, < ¢;x}, the CDF of W, , with the TAS

Ck

diversity scheme is given froni](3) by

E

w

(2) = E, (exa) = {T(L,2)}r. (20)

3) Step2, finding £ (x): The step is related to the feedback policy and involves deténg the
order statistics for normalized CQW}, ;) < --- < Wi (Neg) quantizingWy, y for Ny — Ny + 1 <
¢ < N, and sending back the corresponding quantized region eadiogether with block indices.
Defining Uy, , = % from Sectior I[[-A3 it denotes normalized CQI as seen by tta@smitter. Since
Pr{Uy, < z} = Pr{Y}, < pciz}, the CDF ofUy, in TAS is given by
N1

E/(w) - F‘);k (pckx) = Z el(JVRB,]V’:B,m){f(l,x)}(%B_m)NT (21)

m=0

—
=
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where (a) follows from (8) and[(2D), and; (N, Nes, m) IS given in [BH For the two special cases, we
have E (z) = {I'(1,z)}"r for full feedback(N,, = N,,) from Corollaryl andf (z) = {T'(1, )} ke s
for bestd feedback(N, = 1).

Let U,ir denote the quantization index received at the transmfiteugh feedback, which is equivalent
to quantizingU;, , based on the policy if_(19). The distribution Uff can be readily determined from
the distribution ofU, . given above. It is shown in Appendi} F tth,r isi.i.d.in £k andr. Then, a user
with the IargeslU,S’r is selected for block- by the transmitter in the next step.

4) Step3, finding the conditional PMF otX,?: Let Xf denote the SNR of a user selected for a
transmission in block- Suppose that users provided the quantization index for blagk-e., |S,| = n
recalling thatS, denotes the set of those users. We note that the probalofityaich user to be selected
is equal sinceU,i;s arei.i.d. across users. For the selected quantization index td,oao one should
provide a larger quantization index thafp (i.e., U,ir < Jy) and at least one user should provide the
quantization index equal td,. Thus, it is shown in Appendix]G that the conditional PMFX)} is given
by

Pr{X; = pep&c | S| =n} = x B )} —{E (€}, 1<k< N, 0<(<L. (22)

5) Step4, finding the sum rateTo calculate the sum rate, we assume that the modulatioh fleve
the transmission to the selected uses assumed to be determined lag(1 + pci&y) SO as to prevent
an outage of the link when usérwith a quantization levell, is selected. It is shown in Appendix] H

that the sum rate is given by

At logy (1 + perée) N,
RSUM = [log(l + X ) Z 2N— x Iy (E; (5@)7@(5@-1)7‘]\{)37 N—FB> ) (23)
k':l ézl us RB
wherely(x,y, z,r) is given by
L(z,y,z,r)={1l—-r(1—-y)} —{1—r(1—2)}". (24)
For full feedback as a special case, we have
N L
R = - kZ ngog(l + pexe) | LB (Eer)} Vs — {E, (€0} 0s | (25)
=1 (=0

IV. SUM RATE ANALYSIS WITH APPLICATION TO OSTBCAND CDD

Since the diversity technique affects the distributiorZgf. or W, ,. in Step4, we focus in this section
on derivingF;, and;, for OSTBC and CDD. Step-and Step3 from the TAS analysis can be adopted

with no change. Then, we can obtain the sum rate by carryingtap4.

E(v) 2 Fy,  (x) for notational simplicity sincé/s ,’s arei.i.d. in k andr.
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A. Sum rate for the orthogonal space time block codes (OSEB®me

1) Sum rate for non-quantized CQI feedbadtor the equal power transmission from each antenna
in OSTBC, effective CQI of usek-at block+ is given by the square of thznorm of a channel vector

from the transmit antennas normalized by the number of tnérsntennas [22],[29]i.e.,
N.

1 T
Zir = Hio* = 57 D il (26)
T i=1

Since we assume thdf}, ,.; follows CN(0, cx), |Hy,i|* follows the Gamma distributiog(1, é) [25,
(17.6)]. The sum of: i.i.d. random variables witlg7(«, 3) follows the Gamma distributiog (n«, 3) [31],
2-1-110] and a Gamma distributed random variable With, 5) multiplied by a constant follows the
distribution of G(«, %) Therefore, CQIZ;, in (26) follows the Gamma distribution witl(IV,, JZ—;).
Thus, the CDF ofZ;,, for Stepd is given from [2) by

E, () =T(N,, %), (27)

T cp

Since the feedback policy and the scheduling policy in OSHEB&Lthe same as in TAS, we can follow
the same next two steps, specifically Ster Section[1[[-A2 and Ste3-in Section[1lI-A3. Then, we
obtain the conditional CDF ok, the SNR of a selected user in blogkwhich is given for the general
case in[(ID) and for two special cases[ih (9) whErdz) is to be replaced by (27).

We can carry out Step-by again exploiting the fact that the conditional CDF [in](1®)epresented
in terms of a polynomial inf () in (27) and using the integration identity ih_(14). The surtera
E[log(1 + X, )] of OSTBC for the general case of, can be shown to be given by

Ny N n(Neg—1)

uUs ~Us
_ _1 N No\™ N\ Njs—n N
Rom = 5, > () (ﬁ) (1 - ﬁ) > ea(Negs Nig, i, m) 1 (N, -, N — m).
k=1n=1 m—0
(28)
From [9) and[(1I4), we have the sum rate for two special casesN, = N, and N, = 1) as

1 5 Ns N .

Ry =4 b 2 11 (N, 250 Nos) : Full FB 9)

N N. /N n Nys—n N. ,
s 3% () (ﬁ) (1 - ﬁ) L(N,. 2x nN,,) : Bestd FB
Since the maximum code rate for complex OSTBC is 1 onlyfgr= 2 and less tharl otherwise
[32], we note that the exact sum rate can be obtained by riltgpthe code ratei.e., multiplying %

for N, =3 and4.

SFor Y = ¢X where X follows G(a, ), since E, (z) = I'(a, Bz) from @), E (z) = Pr{cX < z} = Pr{X < 2} =
E (£) = T(a, £2), which means that” follows G(a, £).

c
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2) Sum rate for quantized CQI feedbaci/e consider the same policy for quantization, feedback,

and scheduling as that in Section I[1B1. Since normalizéd & W, , = Zer gnd Pr{W,, < a2} =

Ck

Pr{Zy, < ¢y}, the CDF of iV, in OSTBC for Stept is given from [2¥) by

E, (x) =E (cgx) =T(N;, N;x). (30)

Zk

Normalized CQI viewed at the transmitter for ugeat blocks is Uy, = ’;’“Tk As in Step2 in Sec-
tion [[MI-B3] the CDF of Uy, for OSTBC is given by

Ng—1
E,(fﬂ) - Efk (pckw) @ Z el(JVRB?]VFB7m){P(NT’NTx)}A{QB_m (31)
m=0

where (a) follows from (8) and [[(3D), an@; (N, N.s, m) is given in [6). For the two special cases,
we haveE (z) = T'(N,, N,z) for full feedback(N,, = N,,), and {['(N,, N,z)}"e for besti feedback
(N = 1). Since the conditional PMF of the SNR for a selected user fep-$ is the same a$ (22), the
sum rate of OSTBC has the same form[ad (23) whgfe) in (31) is to be substituted.

B. Sum rate for the cyclic delay diversity (CDD)

1) Sum rate for non-quantized CQI feedbadks in OSTBC and TAS, we derive the sum rate for
CDD by first obtaining the CDF o, for Step1 and then using the same remaining 3-steps of the
framework in Tabléll. For equal power transmission from eactenna, the equivalent channel of CDD
with cyclic delay D; at each transmit antenna is a dot product of a channel ventbcamplex phases
determined by the cyclic delays [21]e., Hj, , = ﬁ Z?LTI Hmviej%mi. The resulting channel follows
CN (0, cy) sinceHy,, is a linear combination of complex Gaussian random varga[@€]. Thus, CQI for

the equivalent channel of usérat block+ is given by

N; .
§ Hk,r,iej D
=1

which follows the Gamma distribution witdi(1, ) [25, (17.6)]. From[(2), the CDF of; . for Stepd

2

1
Zir = |Hyp|? = — (32)
NT

is given by
E (r)=T (1&) (33)
We can see thal;, () in (33) for CDD is the same as that il (3) for TAS andl[inl(27) f@TBC where
N, = 1. Thus, the sum rate of CDD is exactly the same as thdfih (18)(&8) for TAS and in[(ZB)
and [29) for OSTBC wherév, = 1.
We note in [5], [21] that CDD or opportunistic beamformingaigechnique to enhance the frequency

diversity in a given channel by multiplying a gain to the chahrandomly but in a controlled manner.
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We also note that the diversity gain increases with the nurabéhe transmit antennas. However, since
blocks are assumed to be already independent in our charod#|mCDD does not have a room to
increase frequency diversity even though we increase tinebau of the transmit antennas. Thus, we
verify that the distribution of CQI of CDD in(33) does not asyl on.V,.

2) Sum rate for quantized CQI feedbackince normalized CQI i$V}, , = Zer andPr{W,, <z} =

Ck

Pr{Z, < cyx}, the CDF of W}, in CDD for Stepi is given from [(3B) by

E, (x) = E (cxz) =T(1,2). (34)

Z,

Normalized CQI viewed at the transmitter for ugeat blocks is Uy, = % Through the same step

as Step2 in Sectior1l[-B3, the CDF o}, , for Step2 is given by

NFB_1
E() =B (poxa) 2 3" (Mg Ny m){T(1, )} oo (35)

m=0

where (a) follows from (8) and[(34), and; (N, Ny, m) is given in [6). Since the conditional PMF of
the SNR for a selected user for Stgps the same ag (22), the sum rate of CDD is given[by (23) with
FE (x) in (38). We can verify that the sum rate of CDD does not depend/psince blocks are assumed

to be independent.

V. RELATION BETWEEN PROBABILITY OF NORMAL SCHEDULING AND THE SUM RATE RATIO

In this section, we investigate the problem of minimizing thimount of feedback in the system by
examining how much feedback is required to maintain the satsmcomparable to the sum rate obtained
by a full feedback scheme. L&®., = % denote the feedback ratiag., the ratio of the number of
feedback blocks to the total number of blocks. The desigreaiije is to find the minimum feedback
ratio while the achieved sum rate is above a certain fraatiotme sum rate obtained by a full feedback

schemej.e.,

: . o Rs, by partial feedback
Find the minimumR,,, s.t. R0 = W > .
e SuM R, by full feedback

Since we have the expressions for the sum rate for both partéhfull feedback schemes, they can be

(36)

substituted in the above equation and one can solvéfprHere we make two simplifications and obtain
a more tractable expression. We carry this out for the OSTBErsity scheme.

First we note from[{1I0) that we have
n(Ng—1)
Z GQ(MB,MB,n,m) = 17 (37)

m=0
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sinceFy ,._, x,_.(00) =1 andE, (co) =1 by the CDF property([28]. Second we note thatz,y, 2)

in (I8) has almost the same value for largevhenx andy are fixed. This is graphically illustrated in

Fig.[3. We assume thdi (z,y, z1) ~ I (z,y, 22) for largez; andz,. More specifically, when we assume

that I (V;, %,nl\fRB —m) =~ I (N, ;VTZ,NJS) in (28) and using[(37), the sum rate of OSTBC for partial
feedback in[(2B) reduces to
Nos Nos " No—n
R 15 D BN 3 N2 32 () (R2) (- %)
k=1 n=1
(_) 1 & I Ny Neg \N
= m 1(NT7E7‘Z\[US) (1_(1_m) US)? (38)
k=1

where(a) follows from the binomial theorem [28]. From the sum rateadtéd by a full feedback scheme
in (29) and the sum rate obtained by partial feedbackin (8@)have

pratio _ Ry, by partial feedback
UM Ry, by full feedback

1-(1- x—:B)Nus. (39)

B

This approximation is well supported by the numerical ressim Sectiod MI. We note that the right-hand
side in [39) is exactly the same as the probability that aitleae user provides CQI to the transmitter in
a block,i.e., a probability of the complement of a scheduling outﬁgafom [36) and[(39), the required
feedback ratio is given by

Ry=2>1-(1-y)%s. (40)

ke
We note here that the required feedback ratio does not deperite number of antennas and user
distribution in the average SNR but on the number of usershénsame way, we compute the required
feedback ratio for TAS making the same assumption albgut v, ) and obtain the same result &s](40).
It is useful to note that the required feedback ratio in owstaym with fixed amount of feedback can be
derived from the scheduling outage probability using thpraximation above. This has similarities to
the problem of determining the required threshold in a tholtsbased feedback system considering a
scheduling outage as in [116].

The above analysis was conducted assuming unquantizedACS&milar analysis can be carried out
assuming quantized CQI and employing some approximatioescan obtain the same result &sl (39) and
(40d). We omit the detalils.

®Since a scheduling outage in a block happens when no useidpso€QI for that block, its probability il — %)Aﬁs_
B
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Il(xvya Z) or AIl(.’L‘,y,Z)

Fig. 3. Ii(z,y, 2) and its slope. We note that whenandy are fixed, the rate of increase i(x,y, z) is very small wherz

is large.

VI. NUMERICAL RESULTS

In this section, we conduct a numerical study of the anaytiesults to obtain some insight. To reflect
asymmetrical user distribution in their average SNR, wetheesxponential decay model for the average

channel power of users [R9]:
N

cr=ce ™ st ch = N,. (42)

We can see that = 0 corresponds ta.i.d. users and that user asymmetry increases with

A. Effect of partial feedback on the sum rate

In Fig.[4, we show the sum rate results computed using theyticedl expressions and the simulation
results as a function of the number of users. In the figure, W8 N, = 2 is used and the average
channel power is identical across uséms.(\ = 0) in Fig.[4(a) and different in Fig.l4(b). We can see that
both analytic and simulation results are well matched. We alao see the effect of the feedback ratio
(R.,) on the sum rate. As we expect, the sum rate increases witfedaback ratio for both choices of

A. We note that the throughput gap between hefgedback ., = 0.1) and full feedback R., = 1.0)
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Fig. 4. Effect of feedback ratioR., = ﬁ) on the sum rate for different in @1). (TAS, N, = 10, N; = 2, and Tx SNR=

e
10dB)

is large even when the number of users is 20. When the numbesert is smaller than 10, we need
R., > 0.4 to attain a throughput comparable to a full feedback schdfoe) # 0, we also note that
fairness provided by proportional fair scheduling decesathe sum rate when the number of users is
large, because the throughput variation is larger in thgelapopulation and the throughput function
(logy(1 4 x)) is concave, which is known as the fairness-capacity trdftier¢29].

In Fig.[H, we show the effect of the number of antennas for BB and OSTBC schemes with
partial feedback. Users are asymmetrically distributed., A # 0). In general, multiuser diversity
increases with the number of users, as well as the mean an@tia@ce of the signal quality [9]. Since
selection of antennas in TAS can be regarded as an increabe aimber of users due to the increase
of candidate channels for the communication, the sum raf€A& increases withV,. However, since
OSTBC decreases the variance of the signal quality by theagirey effect shown in(26), the sum rate
of OSTBC decreases withV;. In both feedback ratio o, = 0.1 and R, = 0.5, we can verify this
effect of the number of antennas on the sum rate for eachniaastenna scheme.

We show in Fig[b the sum rate result for partial feedback wjttantized CQI. For the quantized
CQI case, we considef = 1,3,7 and 15 in Fig.[2, each of which corresponds 102,3 and 4 bits in
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RSUM
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Non-iid users

X:TAS: N, =1,2, 3,4 1
}: OSTBC: N, =1,2,3,4 1

2 4 6 8 10 12 14 16 18 20
Number of users (N)

Fig. 5. Effect of the number of antennas on the sum rate wittigydeedback. (TAS and OSTBQY,, = 10, X in (@)= 0.3,
and Tx SNR= 10dB.)

quantization(N,, = [log,(L+1)]). We show both the analytical and simulation results for thangjzed
CQI case. We find that both results are well matched. As we gpaat, the sum rate increases as the
number of bits for quantization increases. Since we focutheranalytic derivation of the sum rate for
partial feedback, we do not optimize the quantization nediot use the uniform quantization regiare.,
E, (&) = £5 for E, (z) of TAS and OSTBC in Section I8 and Sectign IV-A2. Findiniget optimal
region to maximize the sum rate considering system paramgteluding diversity type, the number of
antennas and users, and the feedback ratio is left as futone w

In Fig.[d, we show the sum rate for quantized CQI with varyiagdback loads. The feedback load is
defined as the number of bits to be sent back from eachiwser,, = N ([logy Ny |+ [logy No1+Ng).
In the figure, we compare two cases for every fixgd at 12,24 and 64 where one of/\,;, N; or N
is additionally fixed. Specifically, whef, is fixed at8 in case ofL_, = 64, we note that the largeN,
is always preferable to the largé{,. When N, is made variable, for botli_, = 12 and L, = 24 we
note that the largel,, is preferable for the small population and the largéror N, is preferable for
the large population. This suggests tié@f should be first determined based on the number of users as

in (38) and then based on the value f¥y the number of feedback bit¥, should be determined.
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Fig. 6. Comparison of the sum rate for non-quantized CQI arahtized CQI for the different feedback ratio. (TAS,, = 10,
X in (@)= 0.0, and Tx SNR= 10dB.)
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Fig. 7. Comparison of the sum rate for the fixed feedback lobdre/L,, = N (4 + [logy Ny | + Nyg). (TAS, Neg = 16, A
in @1)= 0.0, and Tx SNR= 10dB.)
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Fig. 8. Rg,, normalized by that of a full feedback scheme vs. feedbads. Mte note that the normalized values are independent
of transmit antenna scheme (TAS or OSTBC) and user disinib{Slopes).

B. The sum rate ratio and required feedback ratio

In Fig. [, we study thek™, j.e., the sum rate normalized by that of a full feedback scheme as a
function of the feedback ratio. As we expect, the feedbatik r@quired to achieve a large sum rate
ratio decreases with increasing number of users. We notdhteasum rate ratio does not depend on the
transmit antenna schemieg(, TAS or OSTBC) and user distributiond., \). In Fig.[9, we can verify the
tight relation between the sum rate ratio and the probghilitthe complement of a scheduling outage
when the number of users is not so small. These two figuresosuthe approximation for the sum rate
ratio in Sectior 'V, which states that the sum rate ratio isaéd mainly by a scheduling outage which
is caused when no user provides CQI for a block and that theapitity of a scheduling outage depends
only on the number of users and the feedback ratio a§ ih (89Fid.[9, we also note that the sum
rate ratio in the small population.¢., N, = 2) moves toward the approximation when the number of

antennas increases since the approximation/{gr, y, z) holds better for largeV, especially for TAS.

In Fig.[I0, we show the required feedback ratio to achieveeadetermined sum rate ratio. As the
number of users increases, the required feedback ratieases because the number of CQI values from

all users increases and the scheduling outage probabdityedses. On the other hand, we see that the
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Fig. 9. R, normalized by that of a full feedback scheme and the proitalaf normal scheduling vs. feedback ratio.

required feedback ratio increases with the threshold ferdgmaller scheduling outage probability. We
also note that the required feedback ratio is nearly indégehof the transmit antenna scheme and
the user distribution. That is, the required feedback retimainly dependent on the number of users.

Consequently, using this relation, we can determine theogpiate feedback ratio in designing a system.

VIlI. CONCLUSION

We considered joint scheduling and diversity to enhancéémefits of multiuser diversity in a multiuser
OFDMA scheduling system. We considered the role of paiatiback and developed a unified framework
to analyze the sum rate of reduced feedback schemes enplibyie different multi-antenna transmitter
schemes; Transmit antenna selection (TAS), orthogonakstirae block codes (OSTBC) and cyclic delay
diversity (CDD). Specifically, for the reduced feedbackestle wherein each user feeds back the best-
N, CQI values out of a total ofN,, CQI values, both quantized and non-quantized CQI feedbak w
addressed. Considering largest normalized CQI schedirirgch block, closed-form expressions were
derived for the sum rate for all the three multi-antennadnaitter schemes. Further, by approximating
the sum rate expression, we derived a simple expressioméominimum required feedback rat{évﬁ)

to achieve a sum rate comparable to the sum rate obtained Wy feaddback scheme.
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APPENDIX A

PROOF OFLEMMA [I]

The Z;,,’s arei.i.d. in r and thusY},’s in (@) arei.i.d. in , which leads to the simplification in

notation £, (z) £ K, (z) = Pr{Y¥s,

K

Xk

<z} andE (z) = _. For additional simplicity in derivation,

we first consider the case= 1 in (). SinceY}, is selected among bedf; random variables, using

Bayes’ rule [28], we have

Nes

2.

PI‘{Yk’T = Zk7(m)}Pr{Yk7T < x]Ykﬂ« = Zk,(m)}

m=Neg—Neg+1

We note thatPr{Y}, , < x|V}, = Zj,

denotes an incomplete Beta function[27, 2.1.5], and thdt; , = Z ()} = Pr{Ry, = m} = 5.

(m)} = PI‘{Zk’(m) < 1‘} = [@k (z) (m,NRB -—m + 1), Wherelx(-, )

FB

With a suitable change of variables followed by using a sutiondorm of the incomplete Beta function

[27, 2.1.3], we have

1 Neg
Ewk(ﬂ?):N—Z

(42)

Mo ooy
> ( ;B>{Ek (@)}{1 - E, (z)} %"

FB m=1 Z:]\{?B—m—i-l
We note in [(4R) that} (=) is a polynomial form ofF, (). Finding a coefficient for each power of

E

Z,

(z), we can more directly represefit (x) in terms of a polynomial in7; (x), a form suitable for
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the subsequent analysis. Thus, our purpose is to find théiceefs for those terms. Then we have

M:B_l

E@ 2 B () @)t - £, (@) (43)
=0 FB
Ml LN, N [0
G e
(=0 r=0
()NFB_lNFB_lN _V/N /
z s () () e, e (45)

where(a) follows from switching the order ofw and? in (42) and adjusting; (b) follows from applying
the binomial theoren [28] t§1 — 1 (z)} in @3); (c) follows from replacingl — r with m in @4) and
switchingm and /. Since the power of; () is independent of in (45), we can represerit (45) 43 (5)
with ey (N, Nz, m) given by [6) after considering a constant

APPENDIX B

PROOF OFCOROLLARY 1]

When N, = N, () reduces ta; (N, Ny, m) = S e (") (£)(~1)"™. When we take the

l=m I m

derivativer times with respective to of the binomial expansion dfl —z) e~ = Zévfo_l (M=) (—1)¢at

m

and divide both sides by:!, we have

M?B_l

()" (R (L -yt = N (BT () (1) 2 (46)

l=m

When we plugz = 1 in both sides and divide both sides by1)™, we can find that; (N, Ny, m) =

RB? RB?
et (™e ) (L) (1) =1 for m = N,, — 1, and0 otherwise.

l=m m

APPENDIXC
DERIVATION OF THE CONDITIONAL CDF OF X,

Following the notations in Sectidn Il[-A1, since a selectexbr isk and the number of users who

provided CQI to the transmitter is, we have the conditional CDF of,. as

(a) * (b) *
o esisnn (x) = Pr{X, <z |k =k,|S;| =n} =Pr{Yy, <z |k =k,|S|=n} 47

(:c)Pr{Uk,,,gp%|k::k,|ST|:n}@Pr{Ui,r§i,VieSr||Sr|:n}
k

pCr;

© II Pr{Um < i} . [I Privcli, <2} © II B@={E@}"

1€S,,|Sr|=n 1€S,,|Sr=n
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where(a) follows from the definition of CDF{b) from X, =Y}, , because usek-is selectedjc) from
the definition ofUj, ,; (d) from thatUj, , is the maximum among users B); (e) from i.i.d. property of

Ui, ini; (f) from the identical distribution ot/; ,. in i; (¢g) from the definition ofY}, , and its CDF.

APPENDIXD

PROOF OFLEMMA [2

From [3) and[(B), we have

N,—1 n
_ n __ z\ 1Ny < el(]\[RB7]VFB7m)
Fx\ k::k,\s,‘\:n(‘r) - {E/k (x)} - {sz (;)} i { n;) {sz (%)}m } . (48)

Applying the same technique as in [26, 0.314] &nd [33, (16§ finite-order polynomial, we can express
the above equation in a polynomial form and compute the aiexffis for each term. More specifically,
regarding[(4B) as a polynomial *1'?1—; we can calculate coefficients fefL in a recursive form as

Zy, (P) 2k (p)
given by [11), andr,._, ,,_.(z) has the form given by (10).

APPENDIX E

DERIVATION OF I (z,vy, 2)

Following the approach i [10], we can computgz,y, z) in (I5). We note that the final form we
have in [I5) is much better than that in[10, (15), (42)] inlesting large values for the arguments.
The PDF ofZ which follows the Gamma distribution withi(«, 8) is given by £, (z) = %za‘le‘ﬁz
from the derivative of CDF in[{2). Whea is a positive integer, the CDF ifil(2) is represented by direct
integration as (z) = 1 —e™#* Zfz‘ol @ Sinced{E (2)}" = n{E (2)}"' £ (z)dz, we have from[[34,
(18)] and [10, (40)]
—1

k(a—1)
d{FZw (Z)}n _ (afl)! (_1)k(n;1) Z bkﬂ,ﬂa—ﬂe—(k+1)ﬁzza+z—1dz (49)
=0 =0

3

for by ; in (@8). Then, using the integration identify® 2"~ 'e~"*In(1+z)dz = (n—1)le” })_, F(Z;e"’””)
[35, (78)], we have for;(«, 3,n) = fO‘X’ log(1 + 2)d{E (2)}" as [10, (42)]

n—1 k(a—1) ' a+i ’
i DR YD bttt (o i - 11 S [m] T(0—a—i,(k+1)3). (50)
k=0 i=0 /=1

By adjusting summation index fdrand replacingy, 5, andn with z, y, andz respectively, we can have
(@I5). Whena = 1, we follow the same procedure and use the integration ldeﬁ;ﬁ’ e n(1+yt)dt @
%ef [=° %tdt © I'(0, 7) to obtain [1¥), wherda) follows from [26, 4.337.2, 8.211.1] an() follows

from [26, 8.350.2].
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APPENDIXF

PROOF OFi.i.d. PROPERTY FORU,.

SinceU,SJ, is equivalent to a quantized value bf, . by the policy in [I19), we have
pei® — 71 @ ® © bo®
{Ug, = Jo} = Pr{& < Upy < &y1} = Pr{& < Unpn < &1} = Pr{U,,,, = Jo}  (51)

where (a) and (c) follows from the quantization policy if (19) an@) follows that Uy, , is identically

distributed. ThereforeU,f,r is identically distributed. Further, we have

J\{JS A{?B 0 (a) J\{JS A{?E
Pr{ ﬂ ﬂ Ugr = Jg,”} = Pr{ ﬂ ﬂ Sor, S Upy < §zk,r+1}

k=1r=1 k=1r=1
) Nys Nes © Nys Drg 0
2T Prtce, <Ur <&} = [[ 1PV, = Je} (52)
k=1r=1 k=1r=1

where(a) and (c) follows from the quantization policy i (19) an@) follows thatUj, . is independent.
Therefore,U; , is independent. Froni(b1) and{52), we find that, is i.i.d..

APPENDIX G

DERIVATION OF THE CONDITIONAL PMF

Following the notations in Sectidn 13B, let us supposet thaisers provided the quantization index at
block+. The probability that the quantization index of a selectserus./; is the same as the probability

that the maximum oU,iT for all users isJ,. Thus it is given by

Pr{J, is selected |S,| = n} = Pr{ Imax Ulf,m < Ji} —Pr{ Imax Ulf,m < Ji_a} (53)

a b n n
@ py { max Uy, < Ep1} —Pr{ max Uy, < &} QB &))" - (B )}

where (a) follows from the quantization policy in(19) an@) follows from the order statistics [27,
2.1.1]. Since user selection is basediom. normalized CQI values, the probability that each user is
selected for a transmissionj;i. Considering that the modulation level is determine@@ag, for userk
when it is selected, the conditional PMF thﬁf = pciéy is given by [22). We note that the sum of this
probability overn and/ is 1, which verifies the validity as the PMF.
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APPENDIXH

DERIVATION OF (23)

From the conditional PMF if(22), the sum rate for the systeth partial feedback of quantized CQI

is given by
Neg
Raw = 7 O Ellog(1 -+ X)] & Ellog(1 + X3 =B, [ g llog(1 + X7) | 15/ =n #0]
RB r=1
o) us L Nys NP N\ Njg—n
: Z log, (1+pciée) 1+P6k§£) Z (Ngs) (ﬁ) (1 — ﬁ) [{E/ (5@-}-1)}” - {E] (gﬁ)}n] ) (54)
k=1 (=0 n=

where(a) follows from thatX, is identically distributed in- and (b) follows from the conditional PMF
of X in (Z2) and the PMF ofS, | in (@). From the binomial theorem [28], we have

Nos .
S0 ()" (- ) E e = - 0 - By - (1- )™ 69

RB RB

n=1

Thus, [B4) reduces t§ (23) fdp(z,y, z,7) in (23).
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