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Abstract

In a multi-user wireless network equipped with multiple relay nodes, some relays are more

intelligent than other relay nodes. The intelligent relaysare able to gather channel state information,

perform linear processing and forward signals whereas the dumb relays is only able to serve as

amplifiers. As the dumb relays are oblivious to the source anddestination nodes, the wireless network

can be modeled as a relay network withsmart instantaneous relayonly: the signals of source-

destination arrive at the same time as source-relay-destination. Recently, instantaneous relaying is

shown to improve the degrees-of-freedom of the network as compared to classical cut-set bound.

In this paper, we study an achievable rate region and its boundary of the instantaneous interference

relay channel in the scenario of (a) uninformed non-cooperative source-destination nodes (source

and destination nodes are not aware of the existence of the relay and are non-cooperative) and

(b) informed and cooperative source-destination nodes. Further, we examine the performance of

interference neutralization: a relay strategy which is able to cancel interference signals at each

destination node in the air. We observe that interference neutralization, although promise to achieve

desired degrees-of-freedom, may not be feasible if relay has limited power. Simulation results show

that the optimal relay strategies improve the achievable rate region and provide better user-fairness

in both uninformed non-cooperative and informed cooperative scenarios1.

Index Terms

This work has been performed in the framework of the Europeanresearch project SAPHYRE, which is partly funded by

the European Union under its FP7 ICT Objective 1.1 - The Network of the Future.

1Part of this work is submitted to ISIT 2012 [1].
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I. INTRODUCTION

In a wireless network, where the source (S) nodes and destination (D) nodes communicate in a

shared medium, e.g. time, frequency, code, the signals interfere with each other in the air and may

not be possible to be separated at the destination nodes which then leads to a rate degradation.

Interference management techniques are thereby crucial tothe ever-increasing demand of quality

of service. Advanced interference management techniques,e.g., superposition coding and multi-user

decoding, induce difficulty in practical implementation asall codebooksand interference decoding

capabilitiesare required respectively. We assume in this work that the S and D nodes are not able

to perform multi-user encoding and decoding techniques2. To improve the rate performance of the

system, one can introduce relays to the system and thereforeobtain an interference relay channel

(IRC). The relay is responsible for signal boosting and interference managing. We assume that the

relay employs an amplify-and-forward (AF) strategy which provides flexibility in implementation as

the relay is oblivious to the modulation and coding schemes in the communication between S and D

nodes [3].

The novel notion ofrelay-without-delays, also known as instantaneous relays, originally proposed

in [4], refers to a type of relays that can forward signals consisting of both the current symbol and

the symbols in the past, instead of only the past symbols as inconventional relays3. The authors

further point out that a relay-without-delays is only a conventional relay with one extra delay on the

link from S to D. A visual example is given later in [5] where ina network with multiple S-D pairs

and conventional relay nodes, somenaive relays only AF signals and somesmart relays can gather

channel state information (CSI) and forward linear processing of signals. As the naive relays do not

affect the optimization of the system and are oblivious to S and D, the links from S to D through

the naive relays are equivalent to direct links from S to D with one extra delay. Hence, the network

is equivalent to an IRC equipped with smart relays-without-delays only. It is shown in [6], [7] that

instantaneous IRC can achieve degrees-of-freedom (DOF), or the multiplexing-gain, higher than the

classical cut-set bound but can greatly simplify the interference alignment scheme [8].

Interference neutralization (IN) is a technique of canceling, zero-forcing orneutralizinginterference

signals by a careful selection of forwarding strategies when the signal travel through relay nodes before

2For the results on instantaneous relay capacity with multi-user decoding destination nodes, please refer to [2].

3In the terminology of half-duplex and full-duplex, instantaneous relay is a kind of full-duplex relays.
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reaching the destination. This general idea has been applied in deterministic channels [9], [10] and in

two-hop relay channels [3], [11], [12], also known as multi-user zero-forcing and orthogonalize-and-

forward. To distinguish from IN, aligned interference neutralization (AIN), which is a combination

of interference alignment and interference neutralization techniques [5], [13], is first proposed in a

conventional full-duplex two-S, two-relay and two-D network (the 2x2x2 channel) [13] and is later

extended to the IRC with aninstantaneous relay[5]. Agreeing with [6], the achievable DOF with

an instantaneous relay is higher than the cut-set bound, achieved with the utilization of AIN. For

example, the DOF of a two-user IRC with one instantaneous relay is shown to be 1.5 as compared

to 1 in a two-user interference channel (IC) without any relay.

Although instantaneous relaying can increase the DOF of theunderlying interference channel, the

DOF analysis describes only the high SNR performance of the system, leaving the system behavior in

low to medium SNR regime unmentioned. For any SNR regimes, the boundary of an achievable rate

region, the so-called Pareto boundary, holds particular importance because it is highly desirable in

the system’s interest to operate on the Pareto boundary, i.e., Pareto efficient: no user can improve its

own rate without decreasing other users rate [14]–[16]. It is the purpose of this paper to characterize

the Pareto boundary of the instantaneous IRC with (a) the optimal AF relay processing matrix and

(b) interference neutralization. Our work differs from theliterature in the following areas. We employ

IN in an instantaneous relay channel with direct links between S and D, whereas [3], [11], [12]

consider relays-with-delays and with no direct links between S and D. To maintain simple design

of S and D, we consider no symbol extensions and utilize a memory-less instantaneous relay and

IN, whereas AIN (a combination of interference alignment and IN by using instantaneous relay with

memory and symbol extensions) is employed in [5], [13]. Notethat symbol extensions are shown to

achieve desirable DOF. For details, please refer to [17]. Weassume linear relay processing which is

considered in all aforementioned work. For non-linear instantaneous relaying, please refer to [18].

However, the performance analysis of the IRC is not limited to IN. Other interference management

techniques, such as interference alignment and interference forwarding, are shown to achieve promi-

sing results. In [19], on a quasi-static channel, interference alignment is implemented on aM -user

IRC with each node equipped with a single antenna. The power scaling of the relay is computed

in order to guarantee a degrees-of-freedomM
2 in the channel. In [20]–[22], instead of neutralizing

interference signals at the destination nodes, the relay isresponsible forforwardinginterference signals

to the destination nodes so that the strength of the interference signal is increased and is able to be

decoded and subtracted. However, a unified algorithm which is capable of adapting different relay

strategies, such as interference alignment, IN and interference forwarding, depending on the channel

qualities, is yet an open problem. For the reference of the readers, we summarize the achievable DOF

3



TABLE I

THE SUMMARY OF ACHIEVABLE DOF IN DIFFERENT TOPOLOGIES OF THE INTERFERENCE RELAY CHANNEL.

# S-D Ns,d Nr # R DOF IR/CR Method

2 M M 1 3M/4 IR AIN [5], potent relay

SUD S-D 2 1 1 2 2 CR AIN [13], potent relay

K 1 K 1 K IR IN, non-potent relay (this paper)

K 1 K 1 K CR IN, ME, non-potent relay (Pr ∼ O(P 2

s )) [23]

MUD S-D 2 1 (1,2) 1 2 IR MUD, non-potent relay [2]

of IRC with instantaneous relays and relays-with-delays (conventional relays) in Table I4. Note that

the degrees-of-freedom is only a performance measure in thehigh SNR regime and is not suitable to

be used as a performance metric in the low and medium SNR regime.

In this paper we study the performance, in terms of achievable rate regions and rate fairness,

of a K users instantaneous IRC. We assume a power constraint at therelay andlinear processing

capabilities on the relay and S-D pairs. Global CSI is assumed at the relay which is a common

assumption in aforementioned works. Although the effort ofCSI estimation and processing at the

relays may seem large, the resulted gain largely outweighs the cost in low mobility environments [3].

A distributed smart relays system, which is capable of gathering CSI, matching the LTE standard, is

recently demonstrated [24]. In Section II, we describe the channel model. An achievable rate region

and the Pareto boundary formulation for (a) AF strategy optimization and (b) AF and IN strategy

are given in Section III. In the same section, we address the necessary and sufficient condition of

feasibility of IN in Theorem 1, in terms of channel conditions and the physical attributes of the relay

(e.g. the number of antennas and the power at the relay).

An improvement of rate performance is expected, as turning off the relay gives the same rate region

as the single-input-single-output (SISO) IC. The interesting idea is to improve the rate performance by

optimizing the relay strategy,even if the S-D nodes are uninformed of the relay’s presence and have

their strategies unaltered (See Section IV). The computation of the optimal relay processing matrix,

4The notations # S-D stand for number of source and destination nodes in the system.Ns,d is the number of antennas

at source and destination nodes.Nr is the number of antenna at the relay. # R is the number of relaynodes in the

system. DOF is the degrees-of-freedom achievable. All relays are full-duplex. IR represents instantaneous relays and

CR represents conventional relays. Methods used to achievethe DOF can be aligned interference neutralization (AIN),

interference alignment (IA). ME stands for Markov encodingand MUD stands for multi-user decoding whereas SUD

stands for single-user decoding. A potent relay is a relay with unlimited power whereas a non-potent relay subjects to

transmit power constraint. The notation (1,2) refers to onereceive antenna and 2 transmit antennas at the relay.
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optimal in the sense of Pareto optimality (see Section III for details), is not trivial as it closely

resembles an IC which is well known for the NP-hard complexity of the transmit optimization [25],

in terms of the number of users in the system. However, we are able to compute an upper bound

using the Semi-Definite-Relaxation (SDR) techniques whichrelaxes the optimization problem to a

convex problem and can be solved efficiently. As we will see later in Section IV, in the scenario with

two S and two D nodes, this relaxation is shown to be tight. In Section V, we investigate the scenario

when the S-D nodes are aware of the relay’s presence and are willing to cooperate by optimizing

their transmit power. The resulting rate region can be computed using SDR techniques and can be

compared fairly to the achievable rate region of a SISO IC, without any relay, in which the S nodes

optimize their transmit power. We show numerical evidence and discussion of the advantages of relay

in a system of uninformed S-D nodes in Section VI. Conclusions and future directions are given in

Section VII.

A. Notations

The setCa×b denotes a set of complex matrices of sizea by b and is shortened toCa when

a = b. The notationN (A) is the null space ofA. The setR denotes all real numbers whereas

R+ denotes the set of positive numbers. The operatorEa represents expectation over the random

variablea. The operator⊗ denotes the Kronecker product. The superscriptsT , H , −T , −H ,† represent

transpose, Hermitian transpose, inverse and transpose, inverse and Hermitian transpose and Moore-

Penrose inverse respectively whereas the superscript∗ denotes the conjugation operation. The scalar

and vector Euclidean norms are written as|.| and ‖.‖. The trace of matrixA is denoted astr(A).

Vectorization stacks the columns of a matrixA to form a long column vector denoted asvec(A).

The identity and zero matrices of dimensionK are written asIK and0K . The vectorei represents

a column vector with zero elements everywhere and one at thei-th position. The notation[A]ml

denotes them-th row andl-th column element of the matrixA. The notationpa:b, 0 ≤ a ≤ b ≤ n,

denotes a vector which has elements[pa, pa+1, . . . , pb] wherep = [p1, . . . , pn].

II. CHANNEL MODEL

In a SISO IRC, an example of two sources and two destinations shown in Fig. 1, we denote the

sources asSi and destinations asDi, i = 1, . . . ,K. The multi-antenna relay node is denoted asR.

Denote the complex channel fromSi to Dj ashji and the complex channel vector fromSi to R asgri

and fromR to Dj asgjr. All channels are assumed to be independent identically distributed complex

Gaussian variates,gri,gjr ∈ CM×1, whereM is the number of antennas at the relay. We assume a

memoryless instantaneous relay [2], [4], [5] which has a linear processing matrixR ∈ CM×M . The

5
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Fig. 1. The wireless relay-assisted network with layer one repeaters and one smart relay is shown in subfigure (a). The dotted

lines demonstrate the equivalent links between source the destination taking into account of the presence of the repeaters.

All paths from source to destination nodes take two time slots and links from source to relay and relay to destination take

one time slot. The equivalent channel is established in subbfigure (b) by replacing the relay as an instantaneous relay and

information through instantaneous relay arrive at destinations the same time as the direct links.

signal received atR is:

yr =

K∑

j=1

grj xj + nr (1)

wherexi are the transmit symbols fromSi which is assumed to be zero mean proper Gaussian variable

and has power constraintPmax
s , E

[
|xj |2

]
= Pj ≤ Pmax

s , j = 1, . . . ,K. The noise at the relay is

denoted asnr which is assumed to be independent identically distributedproper Gaussian variables

with zero mean and unit variance. The assumption of circularity for the transmit symbols simply the

derivation as the achievable rate is the Shannon rate. For the degrees-of-freedom and achievable rates

improvement with improper Gaussian signaling, please refer to [26], [27] respectively. The received

signal atDj , j = 1, . . . ,K, is

yj =

K∑

l=1

(
hjl + gH

jr Rgrl

)
xl + gH

jr Rnr + nj (2)

For brevity, denotep = [P1, . . . , PK ]T ∈ R
K×1
+ . The Signal-to-Interference-and-Noise ratio at

destinationj is

SINRj(R,p) =
|hjj + gH

jr Rgrj |2Pj
∑K

l=1,l 6=j |hjl + gH
jr Rgrl |2Pl + ‖gH

jr R ‖2 + 1
(3)

where‖gH
jr R ‖2 is the amplified noise from R toDj . The power constraint at the relay is

Eyr

[
tr
(
Ryry

H
r RH

)]
≤ Pmax

r . (4)

Note thatEnr ,xj,j=1,...,K

[
yry

H
r

]
=
∑K

j=1 grj g
H
rj Pj + I. The power constraint is therefore rewritten

as the following:

tr
(
RQRH

)
≤ Pmax

r (5)

6



where

Q =

K∑

j=1

grj g
H
rj Pj + I. (6)

A. Interference neutralization

In order to neutralize interference, the followingK(K − 1) equations have to be satisfied at the

same time:

hij + gH
ir Rgrj = 0, i, j = 1, . . . ,K, i 6= j. (7)

Let Gdr = [g1r,g2r, . . . ,gKr] andGrt = [gr1,gr2, . . . ,grK ]. Denotesl = gH
lr Rgrl. We have the

interference neutralization requirement,

GH
dr RGrt = S (8)

with

S =











s1 . . . −h1K

−h21 s2 . . .

.. .

. . . −hK(K−1) sK











. (9)

Note thatS is a matrix with off-diagonal elements as the channel coefficients of the interference

channel and diagonal elements as the optimization variables s. As we sill show later, the optimization

can be facilitated if the optimization variable isS instead ofs. This is due to the linear relationship

betweenR andS. However, we must stress that only the diagonal elements ofS, s, are free to be

optimized asS is constrained to the form in (9). Eqt. (9) can be rewritten toa more comprehensive

form. We introduce a row selection matrixT which select the off-diagonal elements ofS from

the vectorvec(S). For example whenK = 2, we haveT = [0, 1, 0, 0; 0, 0, 1, 0] and T vec(S) =

[−h21,−h12]
T . We have

T vec(S) = −T vec(H). (10)

If IN is feasible (see later in Theorem 1 for feasibility issue), we can choose a relay matrixR, which

is a function of complex coefficientss, that satisfies the IN constraint (8) and achieves the following

SINR,

SINRIN
j (S, Pj) =

|hjj + gH
jr R(S)grj |2Pj

‖gH
jr R(S)‖2 + 1

(11)

In the following, we use the matricesR and R(S) interchangeably when we wish to emphasize

the optimization parameterS. Please see the next lemma for the formulation ofR(S). In order to

7



make sure the requirements in (8) are not over-determined, we find the minimum number of antennas

required in the relay such that (8) is feasible.

Lemma 1:A sufficient condition of IN in (8) on the minimum number of antennas at the relay

is M ≥ K. For some target signal coefficientss1, . . . , sK ∈ C, the relay processing matrixR that

satisfies the interference neutralization requirement (8)is determined by

vec(R) =
(
GT

rt⊗GH
dr

)†
vec(S). (12)

Proof: From (8), usingvec(ABC) = (CT ⊗A) vec(A) [28], we obtain
(
GT

rt⊗GH
dr

)
vec(R) =

vec(S). For a consistent system [29, P.12, Section 0.4.2], a sufficient condition is to have the number

of equations (length ofvec(S)) less than or equal to the number of variables (length ofvec(R))

M ≥ K. Multiply both sides with the Moore-Penrose inverse of
(
GT

rt⊗GH
dr

)
and result follows.

Note that whenM < K, the system in (8) has more equations than unknowns and the consistency

of the system depends heavily on the particular channel realizations. For simplicity of presentation,

from now on, we setM = K. We assume that the matrix
(
GT

rt⊗GH
dr

)
is full rank and obtain [28,

P.35]

vec(R) =
(
GT

rt⊗GH
dr

)−1
vec(S). (13)

If there is no power constraint at the relay, given any targetsignal coefficientssi, we can construct

a relay matrixR as in (13) such that theIN requirement is satisfied. Otherwise, any performance

metrics, e.g. sum rate, subject to the IN and power constraints, are optimized in a dimension ofK

by optimizing the complex coefficientss = [s1, . . . , sK ]T .

III. T HE PARETO BOUNDARY OPTIMIZATION PROBLEM

The achievable rate region of an instantaneous AF relay is defined to be the set of rate tuple

achieved by all possible relay processing matrixR satisfying the power constraint (5):

R =
⋃

R:tr(RQRH)≤Pr

(C(SINR1(R)), . . . , C(SINRK(R))) (14)

whereC(x) = log2(1 + x). Similarly, we define the achievable rate region of an instantaneous AF

relay with IN to be the set of rate tuple achieved by all possible relay processing matrixR satisfying

the IN constraint (13) and the power constraint (5):

RIN =
⋃

R:tr(RQRH)≤Pr ,

vec(R)=(GT
rt ⊗GH

dr)
−1 vec(S),

T vec(S)=−T vec(H)

(C(SINR1(R)), . . . , C(SINRK(R))) . (15)

Note that the IN requirement gives a smaller feasible set andthusRIN ⊂ R. However, the motivation

of the study ofRIN is two-fold: (a) intuitively when both transmit power at S and R is very large,

8



the optimal relay strategy is to neutralize interference, so as to transmit at the maximum DOF; but

the performance of other SNR regimes is yet to be studied. (b)the characterization ofRIN in the

instantaneous IRC with direct link between S-D pairs is still an open problem. The outer boundary

of R (RIN) – the Pareto boundary (PB) ofR (RIN) – is a set of operating points at which one user

cannot increase its own rate without simultaneously decreasing other users rate.

Definition 1 ( [16], [30]): A rate-tuple(r1, . . . , rK) is Pareto optimal if there is no other rate tuple

(q1, . . . , qK) such that(q1, . . . , qK) ≥ (r1, . . . , rK) and (q1, . . . , qK) 6= (r1, . . . , rK)5.

By definition, the operation points on the PB can be evaluatedby maximizing one user’s rate while

keeping other users’ rates constant. Other optimization techniques for PB evaluation has been proposed

[15], [31]. Here, the PB problem is formulated as the maximization ofSINR1 subject to the constraints

on SINRj ≥ γj for some pre-determined target SINR valuesγj , j = 2, . . . ,K.

Problem Statement 1:The Pareto boundary ofR (14) is a set of rate tuple
(

C(γ#1 ), C(γ2), . . . , C(γK)
)

whereγ#1 is the optimal objective value andγj , j = 2, . . . K are the constraints of the following

optimization problem.

(PB)







max
R∈CM ,p∈RK×1

+

SINR1(R,p)

s.t. SINRj(R,p) ≥ γj , j = 2, . . . ,K,

tr
(
RQRH

)
≤ Pmax

r .

(16)

Similarly, we formulate the PB optimization problem with INin the following. To this end, we

combine the first two constraints in the feasibility set of (15). Using the fact thattr (ABCD) =

vec(DT )T
(
CT ⊗A

)
vec(B) [28], we have

tr(RQRH) = vec(R)H
(
QT ⊗ I

)
vec(R)

(a)
= vec(S)H

((

diag(p) +G−∗
rt G−T

rt

)

⊗G−1
dr G−H

dr

)

︸ ︷︷ ︸

Q̃

vec(S) (17)

where (a) is due to (6), (13) andG−∗
rt QT G−T

rt = diag(p) +G−∗
rt G−T

rt .

Problem Statement 2:The Pareto boundary ofRIN (15) is a set of rate tuple
(

C(γ#1 ), C(γ2), . . . , C(γK)
)

whereγ#1 is the optimal objective value andγj, j = 2, . . . K are the constraints of the following opti-

5The inequality is component-wise.
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mization problem.

(PB− IN)

max
S∈CK ,p∈RK×1

+

SINRIN
1 (S, P1) (18a)

s.t. SINRIN
j (S, Pj) ≥ γj , j = 2, . . . ,K, (18b)

vec(S)HQ̃ vec(S) ≤ Pmax
r , (18c)

T vec(S) = −T vec(H). (18d)

Before we show the optimization methods of the aforementioned problems, the feasibility issue of

(18) needs to be addressed.

Theorem 1:A necessary and sufficient condition for the feasibility of interference neutralization -

satisfying (18c) and (18d) simultaneously - is

(T vec(H))H
(

TQ̃
−1

TH
)−1

T vec(H) ≤ Pmax
r , (19)

whereQ̃ =
(

diag(p) +G−∗
rt G−T

rt

)

⊗
(

G−1
dr G−H

dr

)

. A feasible solution is

vec(S) = F
(

xn+(TF)†T vec(H)
)

(20)

wherexn ∈ N (TF) andQ̃
−1

= FFH .

Proof: See Appendix VIII-A.

Note that the left hand side of the condition (19) is the powerof the relay matrix which only

performs IN (with xn = 0 in (20)) and only depends on channel coefficients whereas theright

hand side is the relay power constraint. The importance of Theorem 1 lies in the practicality of IN

feasibility verification. With the information of channel qualitiesH,Grt,Gdr, transmit power at Sp

and transmit power constraint at relayPmax
r , we can immediately check whether IN is feasible or not.

Further, if IN is feasible, there is always one feasible solution in (20) by settingxn = 0K×1; if there

is excess power at relay, we can optimizexn, and in turnvec(S), to improve system performance,

which is the objective of the succeeding section.

IV. T HE OPTIMAL RELAY STRATEGIES WITH UNINFORMEDS-D NODES

In this section, we analyze the PB problems taking into consideration that the S and D nodes are

uninformed of the presence of the relay nodes and therefore do not optimize their transmit power

values:p = p0 for some pre-determined power valuesp0. If the S-D pairs are non-cooperative,

then each S transmits at full power and thusp = 1Pmax
s . Given the transmit power values of

the source nodes, we maximize the achievable rate by choosing the relax matrix. ThePB problems

are formulated into quadratically constrained quadratic programs (QCQP) and are then relaxed to

semi-definite programs (SDP). The relaxed problems are convex and can be solved using efficient

10



convex optimization tools such as CVX [32]. We show that in some scenarios, the optimal solution

of the relaxed problems attains the optimality of the original problems. In other words, the convex

optimization methods solve the original problem efficiently in such scenarios (Please refer to Corollary

1 and Lemma 4 for details). The procedures used to obtain the PB are summarized in Algorithm 1.

Algorithm 1 The pseudo-code for the Pareto boundary optimization in (16) and (18) .

1: for j = 2 → K do

2: Compute the single-user-point of userj: γmax
j = maxR

|hjj+gH
jr Rgrj |

2Pj

‖gH
jr R ‖2+1

, in which the user

j is the only user in the system with no interference.

3: For a predefined integerN , let Vj =
{

0,
γmax
j

N−1 ,
2γmax

j

N−1 , . . . , γmax
j

}

.

4: end for

5: Define a tuples to be a vector of possible values ofγj, s = [γ2, . . . , γK ] and s ∈ S =

V2 ×V3× · · · × VK .

6: for eachs ∈ S do

7: With input parameters, matrix S is defined as in (9). Solve the optimization problems (22)

for general relay processing matrix optimization or (24) for relay processing matrix optimization

with interference neutralization.

8: if the optimization problem is feasiblethen

9: the optimal valueγ†1 and s form a point on the Pareto boundary, which is aK − 1

dimension hyper-surface, in theK dimensional space.

10: else

11: the values ofs are unachievable subject to the constraints.

12: end if

13: end for

A. The Pareto boundary: general relay optimization

By introducing an auxiliary variable, we formulate the PB optimization problem with general relay

processing matrix as a QCQP. The optimization variable is ofdimensionM2+1 as compared toM2

number of elements in the relay matrix. Nevertheless, this provides a more structural formulation and

amends the analysis as shown in the sequel.

Lemma 2:The Pareto boundary of an IRC with instantaneous AF relay (16) is a rate tuple

(C(γ#1 ), C(γ2), . . . , C(γK)) in which γ#1 = v̄H X11 v̄
v̄H X12 v̄

and v̄ is the optimal solution of the following

11



optimization problem. The valuesγj, j = 2, . . . ,K contribute to the constraints of the optimization

problem. 





max
v∈C(M2+1)×1

vH X11 v

vH X12 v

s.t.
vH Xj1 v

vH Xj2 v
≥ γj , j = 2, . . . ,K,

vH X3 v ≤ 0.

(21)

The matrices, fori = 1, . . . ,K, are given by

Xi1 =




(gri ⊗g∗

ir)
∗ (gri⊗g∗

ir)
T (gri⊗g∗

ir)
T hii

h∗ii (gri⊗g∗
ir)

T |hii|2



Pi,

Xi2 =

K∑

l 6=i




(grl ⊗g∗

ir)
∗ (grl ⊗g∗

ir)
T (grl ⊗g∗

ir)
T hil

h∗il (grl ⊗g∗
ir)

T |hil|2



Pl +




IM ⊗(gir g

H
ir ) 0M2×1

01×M2 1



 ,

X3 =




QT ⊗ I 0M2×1

01×M2 −Pr



 .

Proof: See Appendix VIII-B.

DefineV = v vH , we obtain the following convex problem after removing the constraintrank(V) =

1: 





max
V∈C(M2+1),V�0

tr (X11 V)

s.t. tr (X12 V) = 1,

tr ((Xj1−γj Xj2)V) ≥ 0, j = 2, . . . ,K,

tr (X3 V) ≤ 0

(22)

which is a semi-definite program (SDP) as matricesXi1,Xi2,X3 are Hermitian and can be solved

efficiently using SDP solvers.

Corollary 1: By [33, Theorem 3.2] the rank of the optimum solution of (22) is smaller than
√
K + 1. In the scenario ofK = 2 S-D pairs, the rank of the optimal solution is one which means

that the relaxation is tight and the obtained solution is theglobal optimal solution of (21). In occasions

when the optimal solution returned by CVX is not rank-one, one can find a vector which satisfies the

same constraint and objective values in (22) using the rank-one reduction procedures [34, Theorem

2.3]. Such vector is thus one of the global optimal solutionsof (21). For more S-D pairs, the result of

SDP in (22) is not rank-one. However, one can apply randomization approximation techniques [35]

to approximate the optimal solution of (21).
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B. The Pareto boundary with IN

We manipulate the problem (18) in the same fashion as in (21).The optimization problem (18) has

one more constraint (the IN constraint) and is thus optimized in a smaller dimensionK2 + 1 rather

thanM2 + 1. Note that the condition given in Theorem 1 is a necessary andsufficient condition for

the feasibility of IN (non-empty feasible set in (15)). In other words, if the condition is not satisfied,

then the optimization problem in (23) is not feasible regardless of the target SINR valuesγ2, . . . , γK .

Lemma 3:The Pareto boundary of an IRC with instantaneous AF relay andIN (18) is a rate tuple

(C(γ#1 ), C(γ2), . . . , C(γK)) in which γ#1 = ȳHB̂i1ȳ and ȳ is the optimal solution of the following

optimization problem. The valuesγj, j = 2, . . . ,K contribute to the constraints of the optimization

problem. 





max
y∈C(K2+1)×1

yH B̂11 y

s.t. yH B̂12 y = 1,

yH B̂j y ≥ 0, j = 2, . . . ,K,

yH D̂3 y ≤ 0,

yH D̂4 y = 0.

(23)

where

B̂11 =




LT e1 e

T
1 L LT e1 h11

h∗
11 e

T
1 L |h11|2



P1,

B̂12 =




G−∗

rt G−T
rt ⊗ e1 e

T
1 0K2×1

01×K2 1



 ,

B̂j =




LT ej e

T
j L−γj

(

G−∗
rt G−T

rt ⊗ ej e
T
j

)

LT ej hjj

h∗
jj e

T
j L |hjj|2 − γj



 ,

D̂3 =




Q̃ 0K2×1

01×K2 −Pmax
r



 ,

D̂4 =




TH T TH T vec(H)

vec(H)H TH T vec(H)TH T vec(H)



 .

Proof: See Appendix VIII-C.

Let Y = yyH . Using SDR techniques, the problem in (23) can be relaxed to the following

problem by dropping the rank one constraint onY . Problem (24) is a convex problem, in particular
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a semi-definite program, which can be solved efficiently.






max
Y∈CK2+1,Y�0

tr
(

B̂11 Y
)

s.t. tr
(

B̂12 Y
)

= 1,

tr
(

B̂j Y
)

≥ 0, j = 2, . . . ,K,

tr
(

D̂3 Y
)

≤ 0,

tr
(

D̂4 Y
)

= 0.

(24)

Note that, if the optimal solution in (24) is rank one, then such solution solves (23) optimally. If the

optimal solution in (24) is not rank one, then the optimalityof (23) can no longer be guaranteed. In

the following, we characterize the rank of the optimal solution of (24).

Lemma 4:The optimal solution ofK-user IRC Pareto boundary problem with IN in (24),Ỹ,

satisfies

rank(Ỹ) ≤
√
K + 1. (25)

Proof: Note that the matrix̂D4 � 0 in (24) with rankK2−K and therefore we have eigenvalue

decomposition ofD̂4 as

D̂4 = [V,V0] diag(λ1, . . . , λK2−K ,01×((K2+1)−(K2−K)))
[
VH ;VH

0

]
(26)

whereV is the eigenvector matrix of̂D4 corresponding to the eigenvaluesλ1 ≥ . . . ≥ λK2−K ≥ 0; V0

therefore spans the null space ofD̂4. Let y = V0 x for x ∈ C(K2+1)×1 and rewrite the optimization

problem (24) to






max
xC(K2+1)×1

xH VH
0 B̂11 V0 x

s.t. xH VH
0 B̂12 V0 x = 1,

xH VH
0

(

B̂j1 − γjB̂j2

)

V0 x ≥ 0, j = 2, . . . ,K,

xH V0 D̂3V0 x ≤ 0.

(27)

There are nowK + 1 constraints in (27) and result follows from [33, Theorem 3.2].

Corollary 2: The optimization methods and results for (24) are similar toCorollary 1 and shall

not be repeated here.

V. THE OPTIMAL TRANSMIT POWER AT INFORMED SIMPLES-D NODES

In the scenario where the source and destination nodes are informed of the presence of the relay

and are willing to improve the rate performance of the systemby cooperation, we can improve further

the Pareto boundary by optimizing the transmit power at the source nodes. In theK-user SISO-IC,
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the power allocation at thePB is characterized and is obtained by searching overK − 1 real-valued

parameters [31]. In the following, we observe that given therelay matrixR, the Pareto optimal source

power in IC does not apply to the IRC. The is due to the dependence of the source power in the

relay power constraint. Nevertheless, we obtain the Paretooptimal source power as a function of

relay matrixR and target SINR valuesγ2, . . . , γK .

Theorem 2:For any given relay matrixR, thePB of (16) is a set of rate tuple(C(γ#1 ), C(γ2), . . . , C(γK))

which are attained by the optimal transmit power at S nodes,p# = [p#1 ,p
#
2:K ] ≥ 0:







p#1 = min



Pmax
s ,

Pr − tr(RRH)− cT [A]−1
(:,2:K) q

(

‖gr1 ‖2 − cT [A]−1
(:,2:K) a1

) ,min
k

(

Pmax
s

∑K
j=2[A]kj − [q]k

[A]k1

)



p
#
2:K = min

(

[A]−1
(:,2:K)

(

q− a1 p
#
1

)

, Pmax
s

)

(28)

wherecT =
[
‖gr2 ‖2, . . . , ‖grK ‖2

]
, [q]m = γm+1

(

‖gH
(m+1)r R ‖2 + 1

)

and

[A]ml =







|h(m+1)(m+1) + gH
(m+1)r Rgr(m+1) |2 if m+ 1 = l,

−γm+1|h(m+1)l + gH
(m+1)r Rgrl |2 if (m+ 1) 6= l.

, 1 ≤ m ≤ K − 1. (29)

and [A](2:K) is a matrix which consists of the second toK-th columns of the matrixA.

Proof: See Appendix VIII-D.

Theorem 2 gives the Pareto optimal transmit powerp# as a function of the given relay matrixR and

the target SINR valuesγ2, . . . , γK . Similar results can be obtained when IN is employed, as shown

below.

Theorem 3:For any given relay matrixR, thePB of (18) is a set of rate tuple(C(γ#1 ), C(γ2), . . . , C(γK))

which are attained by the optimal transmit power at S nodes,u = [u1, . . . , uK ] ≥ 0:






u1 = min




Pmax
r − tr

(
R(s)R(s)H

)

‖gr1 R(s)‖2 −
K∑

j=2

‖grj R(s)‖2
‖gr1R(s)‖2uj , P

max
s





uj = min




γj

(

‖gH
jr R(s)‖2 + 1

)

|hjj + gH
jr R(s)grj |2

, Pmax
s



 , j = 2, . . . ,K.

(30)

Proof: See Appendix VIII-E.

Note that Theorems 2 and 3 give the Pareto optimal source power allocation for a given relay

processing matrixR. While the joint optimization of the source power and relay processing matrix

is highly complicated, one can approach the problem by solving iteratively (a) the relay processing

matrix given the source power (22) and (24) and (b) the sourcepower given the relay processing

matrix (28) and (30). However, the iterative optimization approach may not converge to the global

optimal solution.
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In the following section, we provide numerical evidence of performance gain of a relay introduction

to a SISO interference channel. In particular, in a setting of uninformed source nodes, we show the

rate improvement of solely introducing and optimizing the relay strategy whereas in a setting of

informed S-D nodes, we compare the rate performance of the general relay optimization and the

relay optimization with IN to the rate region of a SISO IC.

VI. SIMULATION RESULTS

For illustrative purposes, we letK = M = 2. We assume that each element in the channel matrices

H,Grt,Gdr is an independent identically distributed complex Gaussian variable with zero mean and

unit variance. In Section VI-A, we simulate the achievable rates of the SISO IC (marked as squares).

For comparison, we simulate the achievable rates of the fully connected IRC with the same S-D nodes,

by introducing a relay, equipped with 2 antennas, to the aforementioned IC, and the relay can choose

to enforce IN (marked with asterisks) or not (marked with triangles). We show that optimized relay

strategies improve achievable rate regions. In Section VI-B and VI-C, we compare the average sum

rate and proportional fairness utility achieved by optimized relay strategies and by power allocation

on the IC respectively. In Section VI-D, we illustrate the sum rate performance and proportional

fairness utility when the transmit power constraint at source nodes and relay nodes vary.

A. Rate region improvement

In Fig. 2, we plot the achievable rate region of a two-user SISO IC with transmit power constraint

at each source nodePmax
s = 10dB. Introducing an instantaneous relay, equipped with 2 antennas, we

obtain an IRC. We set the relay power constraint asPmax
r = 20dB. The achievable rates achieved by

general relay optimization and IN outperform the IC case. The black arrows originate from the Nash

Equilibrium point: the rate points in which both users transmit with full power. The north-east side of

the arrows mark the rate region improved by the relay, in the scenario of uninformed source nodes.

This validates our intuition that optimized relay strategies can improve achievable rates of the system

even if the source nodes are oblivious to the existence of therelay and do not change their transmit

power. Further note that the single user points achieved in IRC with general relay optimization always

outperform the single user points in a SISO IC. It demonstrates that the relay not only is capable of

reducing interference in the system but also forwarding thedesired signal to the destinations.

In Fig. 3, we reduce the relay transmit power toPmax
r = 10dB. We observe that the rate region

achieved by IN reduce significantly because the relay is not able to neutralize interference and improve

desired signal quality with limited power.
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Fig. 2. The rate improvement of relay optimization on a two-user SISO IRC withK = M = 2, Pmax
r = 20dB,

Pmax
s = 10dB. The arrow marks the increment of rate region by introducinga relay into the system and optimizing the

relay strategy.
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Fig. 3. The rate improvement of relay optimization on a two-user SISO IRC withK = M = 2, Pmax
r = 10dB,

Pmax
s = 10dB.
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B. Average sum rate improvement

In Fig. 4, we show the maximum sum rate achieved by general relay optimization, IN and power

allocation on the IC, averaged over 100 independent channelrealizations. The power constraint at

the source node is assumed to bePmax
s = 10dB and we increase the relay transmit power from

5dB to 25dB. We observe that the optimized relay strategy without IN always outperform the

maximum sum rate of the IC, demonstrating that an instantaneous smart relay can improve average

sum rate performance. Further, we observe that the performance of IN is limited by the relay transmit

power. Although IN is analytically appealing, there are limitations of the implementation of IN. Such

scenarios include strong interference channels in which the receivers have strong interference from

other transmitters in the system. In this case, more power atthe relay may be required to completely

null out interference and if such power is not available to the relay, then IN is not feasible. On the

other hand, if the strength of the interference channel is not strong, enforcing IN, the relay loses its

optimization degrees of freedom and may not be able to achieve some operating points as the general

relay optimization would achieve.
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Fig. 4. The average sum rate a two-user SISO IRC withK = M = 2, Pmax
s = 10dB. The optimized relay strategies

improve the average sum rate of the system significantly.
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C. Proportional fairness improvement

While average sum rate is an important system performance measure, user fairness holds importance

in many applications. In Fig. 5, we illustrate the average proportional fairness utility which is defined

as themaxR1,R2
(R1 −RNE

1 )(R2 −Rmax
2 ). We observe that the optimized relay strategies, with and

without IN, provide promising proportional fairness and better sum rate performance compared to

IC.
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Fig. 5. The average proportional fairness utility(R1 −RNE
1 )(R2 −RNE

2 ) of a two-user SISO IRC withK = M = 2,

Pmax
s = 10dB. The optimized relay strategies improve fairness of the system significantly.

D. Performance measures in terms of transmit power constraints

It is interesting to observe that the performance of optimized relay strategies depend on bothPmax
s

andPmax
r . This is due to the amplify-and-forward nature of the relay.If the transmit power from

source nodes is high, the relay can spend less power on amplification of signals due to the relay

power constraint. In Fig. 6, we plot the maximum sum rate achieved by optimized relay strategy with

and without IN and the maximum sum rate in IC. Note that the feasibility conditions of IN, shown

in Theorem 1, is validated in Fig. 6. For a fixed relay powerPmax
r , when the source power increases

such that the conditions are violated, IN is not feasible andthe achievable rate is zero. For the general
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relay optimization, for a fixed relay power and increasing source power, the rate performance is not

always increasing because the increased source power increases the interference power and the relay

may not have enough power to manage interference and amplifydesired signals simultaneously.

In Fig. 7, we show the maximum proportional fairness utilityachieved by optimized relay strategies

and IC. When both source power and relay power are abundant, the fairness is desirable. However,

when the source power (which is also the strength of interference) is relatively stronger than the relay

power, the fairness achieved by the relay strategies is overtaken by the proportional fairness utility

achieved by IC.

Fig. 6. The sumrate of a particular channel realization of a two-user SISO IRC withK = M = 2.

VII. C ONCLUSION AND FUTURE RESEARCH DIRECTIONS

The achievable rate region of a SISO-IC has been an on-going research topic, with recent interest

on the question whether a relay introduction to the SISO-IC,obtaining an interference relay channel,

provides any performance gain. In this paper, we study this problem by assuming an instantaneous

amplify-and-forward relay with uninformed source and destination nodes in the system. We examine

the gain of rate region of the relay introduction by formulating the Pareto boundary problem with

optimization over relay processing matrix. The optimization problems, with and without the employ-

ment of interference neutralization techniques, are solved using semi-definite relaxation techniques.

The global optimality of the solutions are proved in the scenario of two source and two destination

nodes. In the scenario of informed source nodes, we allow thesource nodes to optimize their transmit
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Fig. 7. The proportional fairness utility(R1 −RNE
1 )(R2 −RNE

2 ) of a particular channel realization of a two-user SISO

IRC with K = M = 2.

power. The transmit power values at the source nodes which attain the Pareto boundary are obtained

in closed-form. Simulation results confirm that instantaneous relay is able to improve the achievable

rate region, even in the scenario of uninformed source nodes; improve average sum rate and average

proportional fairness of the system.

This paper motivates the study of performance of the IRC withan AF relay which can be

implemented easily in practical applications as the relay is only responsible for a simple forward

process which does not incur a processing delay as compared to other complicated relays. As a

preliminary study, we only allow the relay to choose betweenIN or no IN. To evaluate the full

potential of the AF relay, one may allow the relay to choose different relay strategies, e.g. interference

forwarding, signal amplifying, interference neutralization, etc., depending on its power budget and

the channel qualities in the system. Another interesting problem is the physical placement of the relay

with the goal of rate performance improvement.

VIII. A PPENDIX

A. Proof of Theorem1

The goal of this section is to prove that the necessary and sufficient condition ofS, satisfying






vec(S)HQ̃ vec(S) ≤ Pmax
r

Tvec(S) = −Tvec(H)
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with Q̃ =
(

diag(p) +G−∗
rt G−T

rt

)

⊗
(

G−1
dr G−H

dr

)

, is

(T vec(H))H
(

TQ̃
−1

TH
)−1

T vec(H) ≤ Pmax
r . (31)

Perform eigenvalue-value decomposition on the Hermitian matrix Q̃ = UH ΓU and we letx =

Γ1/2 U vec(S) andxH x ≤ Pmax
r . Let F = UH Γ−1/2 and we have

T vec(S) = TFx = −Tvec(H). (32)

Note that the matrixTF is of dimensionK(K − 1) × K2 and has nullity ofK. Denote the null

space ofTF by N (TF) and we choose

x = xn +xh, xn ∈ N (TF), xh /∈ N (TF). (33)

From (32) and (33), we have

xh = − (TF)†T vec(H). (34)

The sufficient condition of IN is thus

‖xh ‖2 = ‖(TF)†T vec(H)‖2 = (T vec(H))H
(
TF(TF)H

)−1
T vec(H) ≤ Pmax

r . (35)

Oncexh is chosen according to (34) and satisfy (35), we are free to choosexn ∈ N (TF) as long

as‖x ‖2 ≤ Pmax
r .

To see that (35) is a necessary condition, we need to prove that if IN is feasible then (35) must be

true. We prove by contradiction and assume that IN is feasible and it is possible to find a solutionx

such that‖x ‖2 ≤ Pmax
r but (T vec(H))H

(
TF(TF)H

)−1
T vec(H) > Pmax

r . By assumption, there

exist x such that−T vec(H) = TFx. We multiply both sides by(T vec(H))H
(
TF(TF)H

)−1

and we have

(T vec(H))H
(
TF(TF)H

)−1
Tvec(H)

(a)
= −(T vec(H))H

(
TF(TF)H

)−1
TFx > Pmax

r . (36)

Since the product on the left of the equality(a) is a real number, the product on the right side of

(a) must be a real number also. Thus, we can write

x = −a(TF)H
(
TF(TF)H

)−1
Tvec(H), , a ∈ R

+. (37)

Substitute (37) into (36), we have

a(T vec(H))H
(
TF(TF)H

)−1
T vec(H) > Pmax

r . (38)

By assumption,(T vec(H))H
(
TF(TF)H

)−1
Tvec(H) > Pmax

r and thusa > 1. Computing the

norm of x, we have‖x ‖2 = a2(T vec(H))H(TF(TF)H)−1T vec(H) > Pmax
r which violates

the power constraint. Thus,(T vec(H))H
(
TF(TF)H

)−1
Tvec(H) ≤ Pmax

r is a necessary and

sufficient condition for interference neutralization.
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B. Proof of Lemma 2

In this section, we show that steps to obtain (21) from (1). From (3), the desired signal power of

Di

|hii + gH
ir Rgri |2Pi = |hii + (gri⊗g∗

ir)
T vec(R)|2Pi (39)

which is due toaT Bc = (c⊗ a)T vec(B). The interference and noise power of Tx-Rx pairi is then

K∑

l 6=i

|hil + (grl ⊗g∗
ir)

T vec(R)|2Pl + ‖gH
ir R ‖2 + 1

(a)
=

K∑

l 6=i

|hil + (grl ⊗g∗
ir)

T vec(R)|2Pl + ‖ vec(R)T ZT (g∗
ir ⊗ IK) ‖2 + 1

(40)

where the manipulation (a) is due togH
ir R = vec(RT )T (g∗

ir ⊗ IK) = vec(R)T ZT (g∗
ir ⊗ IK) and

the matrixZ which satisfiesvec(RT ) = Z vec(R) is called a commutation matrix [28, Section 9.2].

Z has elements zeros and ones andZ = ZT . Utilizing the Charnes-Cooper Transform [36]–[38], we

let η /t = vec(R) wheret ∈ C andv = [ηT , t]T ∈ C(K2+1)×1. The SINR of useri is

SINRi =
|hiit+ (gri⊗g∗

ir)
T
η |2Pi

∑K
l 6=i |hilt+ (grl ⊗g∗

ir)
T
η |2Pl + ‖ηT ZT (g∗

ir ⊗ IK) ‖2 + |t|2

(a)
=

|hiit+ (gri⊗g∗
ir)

T
η |2Pi

∑K
l 6=i |hilt+ (grl ⊗g∗

ir)
T
η |2Pl + ηH

(
IK ⊗gir g

H
ir

)
η+|t|2

=
vH Xi1 v

vH Xi2 v

(41)

where (a) is due toZ (A⊗B)Z = B⊗A and

Xi1 =




(gri ⊗g∗

ir)
∗ (gri⊗g∗

ir)
T (gri⊗g∗

ir)
T hii

h∗ii (gri⊗g∗
ir)

T |hii|2



Pi,

Xi2 =

K∑

l 6=i




(grl ⊗g∗

ir)
∗ (grl ⊗g∗

ir)
T (grl ⊗g∗

ir)
T hil

h∗il (grl ⊗g∗
ir)

T |hil|2



Pl +




IM ⊗(gir g

H
ir ) 0M2×1

01×M2 1



 .

(42)

The power constraint at the relay is

tr
(
RQRH

)
= vec(R)H

(
QT ⊗ I

)
vec(R) ≤ Pmax

r

⇔ vH





(
QT ⊗ IM

)
0M2×1

01×M2 −Pmax
r



v ≤ 0
(43)

From Eqt. (41) and (43), we obtain the formulation in Lemma 2.

23



C. Proof of Lemma 3

In this section, we show the steps to obtain (23) from (18). Werewrite the noise power to the

following

gH
ir RRH gir = gH

ir

(

G−H
dr SG−1

rt

)(

G−H
dr SG−1

rt

)H
gir

= gH
ir G

−H
dr SG−1

rt G−H
rt SH G−1

dr gir

(a)
= vec(ST )T

(
G−∗

dr g∗
ir ⊗G−1

rt

) (
G−∗

dr g∗
ir ⊗G−1

rt

)H
vec(ST )∗

(b)
= vec(S)T Z

(

G−∗
dr g∗

ir g
T
ir G

−T
dr ⊗G−1

rt G−H
rt

)

Z vec(S)∗

(c)
= vec(S)T

(

G−1
rt G−H

rt ⊗G−∗
dr g∗

ir g
T
ir G

−T
dr

)

vec(S)∗

(d)
= vec(S)H

(

G−∗
rt G−T

rt ⊗G−1
dr gir g

H
ir G

−H
dr

)

vec(S)

= vec(S)H
(

G−∗
rt G−T

rt ⊗ ei e
T
i

)

vec(S).

(44)

The transition(a) is due to the Kronecker product properties,aTBTC = vec(B)T (a⊗C) [39]. The

commutation matrixZ of dimensionK × K satisfiesZ vec(S) = vec(ST ), [28, Section 9.2]. The

transition (b) uses such properties and(A1⊗B1)(A2⊗B2) = A1A2 ⊗B1 B2. Then in transition

(c), we use the propertyZ (A⊗B)Z = B⊗A. In transition(d), we uses the fact that the noise

energy is a real scalar and a complex conjugation does not affect its value. The last equality is due

to that fact thatgir is the i-th column ofGdr andG−1
dr gdr =

[
G−1

dr Gdr

]

(:,i)
= ei.

Now, we rewrite the SINR and power constraints as a function of vec(S). The signal power atDj

is rewritten as

|hii + si|2 = |hii + eTi L vec(S)|2Pi (45)

whereL is a row selection matrix,s = L vec(S). From (44) and (45), the SINR ofDi is

SINRi =
|hii + eTi L vec(S)|2Pi

vec(S)H Bi2 vec(S) + 1
. (46)

Recall from (18c) and (18d) that any feasible solution satisfies






vec(S(s))HQ̃ vec(S(s)) ≤ Pmax
r

T
︸︷︷︸

D4

vec(S) = −Tvec(H) = b .
(47)

However, the second constraint (47) creates complication to the optimization problem because of

the asymmetric structure ofD4. We here propose an equivalent constraint

‖D4 vec(S)− b ‖2 = 0. (48)
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From Eqt. (46) and (47) and letw = vec(S), (18) is equivalent to the following formulation,






max
w∈CK2×1

|h11 + eT1 Lw |2P1

wH B12w+1

s.t.
|hjj + eTj Lw |2Pj

wH Bj2w+1
≥ γj , j = 2, . . . ,K,

wH D3 w ≤ Pmax
r ,

‖D4 w−b ‖2 = 0.

(49)

In the following, we convert the optimization problem in (49) into the standard QCQP. We proceed

with the Charnes-Cooper transform [36]–[38] by substituting the optimization variablêw = w t for

some complex scalart 6= 0. The optimization problem is rewritten as






max
ŵ,t

ŵH
[
eT1 L, h11

]H [
eT1 L, h11

]
P1ŵ

ŵH B12 ŵ + t2

s.t.
ŵH

[

eTj L, hjj

]H [

eTj L, hjj

]

Pjŵ

ŵH Bj2 ŵ + t2
≥ γj, j = 2, . . . ,K,

ŵH D3 ŵ ≤ t2Pmax
r ,

‖D4 ŵ − b t‖2 = 0.

(50)

We denoteBi1 =
[
eTi L, hii

]H [
eTi L, hii

]
Pi, i = 1, . . . ,K. Without loss of generality, set the

denominator of the objective function to one and define a new optimization parametery = [ŵT , t]T .

We obtain (23) with

B̂i1 = Bi1 =




LT ei e

T
i L LT ei hii

h∗
ii e

T
i L |hii|2



Pi,

B̂i2 =




Bi2 0K2×1

01×K2 1



 =




G−∗

rt G−T
rt ⊗ ei e

T
i 0K2×1

01×K2 1



 ,

B̂j = B̂j1 − γjB̂j2 =




LT ej e

T
j L−γj

(

G−∗
rt G−T

rt ⊗ ej e
T
j

)

LT ej hjj

h∗
jj e

T
j L |hjj |2 − γj



 ,

D̂3 =




D3 0K2×1

01×K2 − Pr

Pt+1



 =




G−∗

rt G−T
rt ⊗G−1

dr G−H
dr 0K2×1

01×K2 − Pr

Pt+1



 ,

D̂4 =




DH

4 D4 −DH
4 b

−bH B4 bH b



 =




TH T TH T vec(H)

vec(H)H TH T vec(H)TH T vec(H)



 .

(51)

Note that all above matrices above are Hermitian matrices.
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D. Proof of Theorem 2

For any given relay matrixR, we write the optimization in (16) as

max
p∈RK×1

+

|h11 + gH
1r Rgr1 |2P1

∑K
l=1,l 6=1 |h1l + gH

1r Rgrl |2Pl + ‖gH
1r R ‖2 + 1

(52a)

s.t.
|hjj + gH

jr Rgrj |2Pj
∑K

l=1,l 6=j |hjl + gH
jr Rgrl |2Pl + ‖gH

jr R ‖2 + 1
≥ γj , j = 2, . . . ,K, (52b)

tr

(

R

(
K∑

l=1

grl g
H
rl Pl + I

)

RH

)

≤ Pmax
r , (52c)

Pl ≤ Pmax
s , l = 1, . . . ,K. (52d)

If the problem is feasible, at optimalityall the SINR constraints are settled in equality. To see this,

denote the optimal power allocation asp̂ and assume thatSINR2(p̂) > γ2 and SINRj(p̂) = γj

for j = 3, . . . ,K. Note thatSINR2(p̂) is monotonically increasing witĥP2 whereasSINR1(p̂) and

SINRj(p̂) are monotonically decreasing witĥP2. Thus, the decreased value ofP̂2 increases both

SINR1 andSINRj , j = 3, . . . ,K. On the other hand, the power constraints (52c) and (52d) andthe

SINR2 constraint remain valid. This contradicts to the assumption that P̂2 attains the optimal point.

Since allSINR constraints are active at optimality, we write allK − 1 constraints (52b) in the

following:

Ap̂ = q (53)

where form = 1, . . . ,K − 1, l = 1, . . . ,K

[A]ml =







|h(m+1)(m+1) + gH
(m+1)r Rgr(m+1) |2 if m+ 1 = l,

−γm+1|h(m+1)l + gH
(m+1)r Rgrl |2 if (m+ 1) 6= l.

[q]m = γm+1

(

‖gH
(m+1)r R ‖2 + 1

)

.

(54)

Note that the matrixA has dimension(K − 1)×K and we denote thei-th column ofA asai and

the second to last elements ofp̂ as p̂2:K . We have

p̂2:K = [a2, . . . ,aK ]−1
(

q− a1 P̂1

)

. (55)

For the brevity of notations, we let[A](:,2:K) = [a2, . . . ,aK ]. Substitute into the power constraint

(52c) and denotecT =
[
‖gr2 ‖2, . . . , ‖grK ‖2

]
; we have

‖gr1 R ‖2P̂1 + cT [A]−1
(:,2:K)

(

q− a1 P̂1

)

≤ Pmax
r − tr

(
RRH

)

⇔ P̂1 ≤
Pmax
r − tr

(
RRH

)
− cT [A]−1

(:,2:K) q
(

‖gr1 R ‖2 − cT [A]−1
(:,2:K) a1

) .
(56)
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From (55) and (52d), we have

p̂2:K = [A]−1
(:,2:K)

(

q− a1 P̂1

)

≤ Pmax
s 1(K−1)×1

⇔ a1 P̂1 ≥ q−Pmax
s [A](:,2:K) 1(K−1)×1

(57)

Note thata1 = [−γ2|h21 + gH
2r Rgr1 |2, . . . ,−γK |hK1 + gH

Kr Rgr1 |2]T and we have K-1 upper

bounds ofP1 and for1 ≤ k ≤ K − 1:

P̂1 ≤
Pmax
s

∑K
j=2[A]kj − [q]k

[A]k1
. (58)

On the other hand, the objective functionSINR1 is monotonically increasing witĥP1. To see this

mathematically, we write

|h11 + gH
1r Rgr1 |2P̂1

∑K
l=1,l 6=1 |h1l + gH

1r Rgrl |2P̂l + ‖gH
1r R ‖2 + 1

=
|h11 + gH

1r Rgr1 |2P̂1

bT p̂2:K + ‖gH
1r R ‖2 + 1

=
|h11 + gH

1r Rgr1 |2P̂1

bT [A]−1
(:,2:K)

(

q− a1 P̂1

)

+ ‖gH
1r R ‖2 + 1

=
|h11 + gH

1r Rgr1 |2P̂1

−bT [A]−1
(:,2:K) a1 P̂1 +

(

bT [A]−1
(:,2:K) q+‖gH

1r R ‖2 + 1
)

(59)

wherebT =
[
|h12 + gH

1r Rgr2 |2, . . . , |h1K + gH
1r RgrK |2

]
. The last equality is of the form z1P̂1

z2P̂1+z3

which can be manipulated as

z1P̂1

z2P̂1 + z3
=

z1
z2

z2P̂1 + z3 − z3

z2P̂1 + z3
=

z1
z2

(

1− z3

z2P̂1 + z3

)

(60)

which is indeed monotonically increasing witĥP1. From (56) and (58), we have:

P̂1 = min



Pmax
s ,

Pmax
r − tr

(
RRH

)
− cT [A]−1

(:,2:K) q
(

‖gr1 R ‖2 − cT [A]−1
(:,2:K) a1

) , min
k=1,...,K

(

Pmax
s

∑K
j=2[A]kj − [q]k

[A]k1

)

 .

(61)

E. Proof of Theorem 3

With the requirement ofIN, the interference from Txj at Rx i is canceled and therefore the

function SINRi(s, Pi) is independent to the transmit power from any other transmitters j 6= i. From
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(18), for any givens, we have

max
p∈RK×1

+

|h11 + gH
1r R(s)gr1 |2P1

‖gH
1r R(s)‖2 + 1

(62a)

s.t.
|hjj + gH

jr R(s)grj |2Pj

‖gH
jr R(s)‖2 + 1

≥ γj, j = 2, . . . ,K, (62b)

tr

(

R

(
K∑

l=1

grl g
H
rl Pl + I

)

RH

)

≤ Pmax
r , (62c)

Pl ≤ Pmax
s , l = 1, . . . K. (62d)

The IN constraint disappears from the above optimization problembecause it is independent top.

Denote the optimal power allocation byu = [u1, . . . , uK ]. We can observe that SINR constraints

(62b) and power constraint (62c) must be active at optimality. Otherwise, letSINR2 > γ2. The value

of u2 can be decreased by a very small amountǫ without violating (62b) andu1 can be increased by

ǫ without violating (62c). This newu1 increases the objective value and leads to contradiction that

we are at the optimal point. From (62b) and (62c), we have






uj = min




γj

(

‖gH
jr R(s)‖2 + 1

)

|hjj + gH
jr R(s)grj |2

, Pmax
s



 , j = 2, . . . ,K,

K∑

l=1

‖grl R ‖2ul = Pmax
r − tr

(
R(s)R(s)H

)
.

. (63)

Therefore,

u1 = min




Pmax
r − tr

(
R(s)R(s)H

)

‖gr1 R(s)‖2 −
K∑

j=2

‖grj R(s)‖2
‖gr1R(s)‖2uj , P

max
s



 . (64)

REFERENCES

[1] Z. K. M. Ho and E. Jorswieck, “Interference Neutralization on the Multi-User Interference Relay Channel,” in

submitted to IEEE International Symposium on Information Theory (ISIT), 2012.

[2] H. Chang and S.-Y. Chung, “Capacity of Strong and Very Strong Gaussian Interference Relay-without-delay Channels,”

preprint, available at http://arXiv:1108.2846v1, pp. 1–19, 2011.

[3] S. Berger, M. Kuhn, and A. Wittneben, “Recent Advances inAmplify-and-Forward Two-Hop Relaying,” IEEE

Communications Magazine, vol. 47, no. 7, pp. 50–56, 2009.

[4] A. El Gamal and N. Hassanpour, “Relay without Delay,” inProceedings of International Symposium on Information

Theory, 2005, vol. 1, pp. 1078–1080.

[5] N. Lee and S. A. Jafar, “Aligned Interference Neutralization and the Degrees of Freedom of the 2 User

Interference Channel with Instantaneous Relay,”submitted to IEEE Transaction of Information Theory, available

at http://arxiv.org/abs/1102.3833, pp. 1–17, 2011.

28



[6] A. El Gamal, N. Hassanpour, and J. Mammen, “Relay Networks With Delays,” IEEE Transaction of Information

Theory, vol. 53, no. 10, pp. 3413–3431, 2007.

[7] V. R. Cadambe and S. A. Jafar, “Degrees of Freedom of Wireless Networks with Relays, Feedback, Co-operation and

Full Duplex Operation,”IEEE Transaction of Information Theory, vol. 55, no. 5, pp. 2334–2344, 2009.

[8] K. Gomadam, V. Cadambe, and S. A. Jafar, “A Distributed Numerical Approach to Interference Alignment and

Applications to Wireless Interference Networks,”IEEE Transaction of Information Theory, vol. 57, no. 6, pp. 3309–

3322, 2011.

[9] S. Mohajer, S. N. Diggavi, C. Fragouli, and D. N. C. Tse, “Transmission Techniques for Relay-Interference Networks,”

in 2008 46th Annual Allerton Conference on Communication, Control, and Computing, Sept. 2008, pp. 467–474.

[10] S. Mohajer, S. N. Diggavi, and D. N. C. Tse, “ApproximateCapacity of a Class of Gaussian Relay-Interference

Networks,” 2009 IEEE International Symposium on Information Theory, vol. 57, no. 5, pp. 31–35, June 2009.

[11] S. Berger and A. Wittneben, “Cooperative Distributed Multiuser MMSE Relaying in Wireless Ad-Hoc Networks,” in

Proceedings of Asilomar Conference on Signals, Systems andComputers, 2005, pp. 1072–1076.

[12] B. Rankov and A. Wittneben, “Spectral Efficient Protocols for Half-duplex Fading Relay Channels,”IEEE Journal

on Selected Areas in Communications, vol. 25, no. 2, pp. 379–389, Feb. 2007.

[13] T. Gou, S. A. Jafar, S.-W. Jeon, and S.-Y. Chung, “Aligned Interference Neutralization and the Degrees of Freedom

of the 2x2x2 Interference Channel,”preprint, available at arXiv:1012.2350v1, 2011.

[14] E. G. Larsson, E. A. Jorswieck, J. Lindblom, and R. Mochaourab, “Game Theory and The Flat-Fading Gaussian

Interference Channels,”IEEE Signal Processing Magazine, vol. 26, no. 5, pp. 18–27, Sept. 2009.

[15] R. Zhang and S. Cui, “Cooperative Interference Management with MISO Beamforming,”IEEE Transaction on Signal

Processing, vol. 58, no. 10, pp. 5450 – 5458, 2010.

[16] Z. K. M. Ho, D. Gesbert, E. Jorswieck, and R. Mochaourab,“Beamforming on the MISO interference channel with

multi-user decoding capability,”preprint, available at http://arxiv.org/abs/1107.0416, pp. 1–6, 2010.

[17] S. A. Jafar and S. Shamai (Shitz), “Degrees of Freedom Region for the MIMO X Channel,” IEEE Transaction of

Information Theory, vol. 54, no. 1, pp. 151–170, 2008.

[18] M. N. Khormuji and M. Skoglund, “On Instantaneous Relaying,” IEEE Transaction of Information Theory, vol. 56,

no. 7, pp. 3378–3394, 2010.

[19] B. Nourani, S. A. Motahari, and A. K. Khandani, “Relay-Aided Interference Alignment for the Quasi-Static Interference

Channel,” inProceedings of IEEE International Symposium on Information Theory, 2010, pp. 405–409.

[20] I. Maric, R. Dabora, and A. Goldsmith, “On the Capacity of the Interference Channel with a Relay,”2008 IEEE

International Symposium on Information Theory, pp. 554–558, July 2008.

[21] W. Yu and L. Zhou, “Gaussian Z-interference channel with a relay link: Type II channel and sum capacity bound,”

in Proceedings of 2009 Information Theory and Applications Workshop, 2009, pp. 439–446.

[22] L. Zhou and W. Yu, “Gaussian Z-Interference Channel with a Relay Link : Achievability Region and Asymptotic

Sum Capacity,”submitted IEEE Transactions on Information Theory, available at http://arXiv:1006.5087v1, pp. 1–16,

2010.

[23] R. Tannious and A. Nosratinia, “The Interference Channel with MIMO Relay: Degrees of freedom,” inProceeding

of IEEE International Symposium on Information Theory, July 2008, pp. 1908–1912.

[24] E. Yilmaz, R. Knopp, F. Kaltenberger, and D. Gesbert, “Low-complexity Multiple-relay Strategies for Improving Uplink

Coverage in 4G Wireless Networks,” inProceedings of Asilomar Conference on Signals, Systems andComputers,

2010.

[25] Y.-F. Liu, Y.-H. Dai, and Z.-Q. Luo, “Coordinated Beamforming for MISO Interference Channel : Complexity Analysis

and,” IEEE Transaction of Signal Processing, vol. 59, no. 3, pp. 1142–1157, 2011.

29



[26] Viveck R. Cadambe, S. A. Jafar, and Chenwei Wang, “Interference Alignment with Asymmetric Complex Signaling

- Settling the Host-Madsen-Nosratinia Conjecture,”IEEE Transaction on Information Theory, vol. 56, no. 9, pp.

4552–4565, 2010.

[27] Z. K. M. Ho and E. Jorswieck, “Improper Gaussian Signaling On The Two-User SISO Interference Channel,”Submitted

to IEEE Transaction of Wireless Communications, pp. 1–22, 2011.

[28] H. Lutkepohl, Handbook of Matrices, John Wiley & Sons, Ltd, 1996.

[29] R. A. Horn, Matrix Analysis, Cambridge University Press, 1985.

[30] E. A. Jorswieck, E. G. Larsson, and D. Danev, “Complete Characterization of the Pareto Boundary for the MISO

Interference Channel,”IEEE Transactions on Signal Processing, vol. 56, no. 10, pp. 5292–5296, 2008.

[31] M. Charafeddine, A. Sezgin, and A. Paulraj, “Rate Region Frontiers For n-User Interference Channel With Interference

As Noise,” in Proceedings of IEEE 45th Annual Allerton Conference on Communication, Control, and Computing

(Allerton), 2007.

[32] M. Grant and S. Boyd, “{CVX}: Matlab Software for Disciplined Convex Programming, version 1.21,” 2011.

[33] Y. Huang and D. P. Palomar, “Rank-Constrained Separable Semidefinite Programming With Applications to Optimal

Beamforming,” IEEE Transaction on Signal Processing, vol. 58, no. 2, pp. 664–678, 2010.

[34] W. Ai, Y. Huang, and S. Zhang, “New Results on Hermitian Matrix Rank-one Decomposition,”Mathematical

Programming, vol. 128, no. 1-2, pp. 253–283, Aug. 2009.

[35] Z.-Q. Luo, W.-K. Ma, A. M.-C. So, Y. Ye, and S. Zhang, “Semidefinite Relaxation of Quadratic Optimization

Problems,” IEEE Signal Processing Magazine, pp. 20–34, 2010.

[36] B. K. Chalise and L. Vandendorpe, “MIMO Relay Design forMultipoint-to-Multipoint Communications with Imperfect

Channel State Information,”IEEE Transaction of Signal Processing, vol. 57, no. 7, pp. 2785 –2796, 2009.

[37] R. Zhang, Y.-C. Liang, C.-C. Chai, and S. Cui, “Optimal Beamforming for Two-way Multi-antenna Relay Channel

with Analogue Network Coding,”IEEE Journal of Selected Areas of Communnications, vol. 27, no. 5, pp. 699–712,

2009.

[38] W.-C. Liao, T.-H. Chang, W.-K. Ma, and C.-Y. Chi, “QoS-based transmit beamforming in the presence of

eavesdroppers: An artificial-noise-aided approach,”IEEE Transaction of Signal Processing, vol. 59, no. 3, pp. 1202–

1216, 2011.

[39] M. Brookes, “Matrix Reference Manual,” 2011.

30


	I Introduction
	I-A Notations

	II Channel Model
	II-A Interference neutralization

	III The Pareto Boundary optimization problem
	IV The optimal relay strategies with uninformed S-D nodes
	IV-A The Pareto boundary: general relay optimization
	IV-B The Pareto boundary with IN

	V The optimal transmit power at informed simple S-D nodes
	VI Simulation Results
	VI-A Rate region improvement
	VI-B Average sum rate improvement
	VI-C Proportional fairness improvement
	VI-D Performance measures in terms of transmit power constraints

	VII Conclusion and Future research directions
	VIII Appendix
	VIII-A Proof of Theorem??
	VIII-B Proof of Lemma ??
	VIII-C Proof of Lemma ??
	VIII-D Proof of Theorem ??
	VIII-E Proof of Theorem ??

	References

