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Abstract

This paper studies a cooperative cognitive radio network where two primary users (PUs) exchange

information with the help of a secondary user (SU) that is equipped with multiple antennas and in return,

the SU superimposes its own messages along with the primary transmission. The fundamental problem

in the considered network is the design of transmission strategies at the secondary node. It involves

three basic elements: first, how to split the power for relaying the primary signals and for transmitting

the secondary signals; second, what two-way relay strategyshould be used to assist the bidirectional

communication between the two PUs; third, how to jointly design the primary and secondary transmit

precoders. This work aims to address this problem by proposing a transmission framework of maximizing

the achievable rate of the SU while maintaining the rate requirements of the two PUs. Three well-known

and practical two-way relay strategies are considered: amplify-and-forward (AF), bit level XOR based

decode-and-forward (DF-XOR) and symbol level superposition coding based DF (DF-SUP). For each

relay strategy, although the design problem is non-convex,we find the optimal solution by using certain

transformation techniques and optimization tools such as semidefinite programming (SDP) and second-

order cone programming (SOCP). Closed-form solutions are also obtained under certain conditions.

Simulation results show that when the rate requirements of the two PUs are symmetric, by using the

DF-XOR strategy and applying the proposed optimal precoding, the SU requires the least power for

relaying and thus reserves the most power to transmit its ownsignal. In the asymmetric scenario, on the

other hand, the DF-SUP strategy with the corresponding optimal precoding is the best.
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Cognitive radio, two-way relaying, multiple-input multiple-output (MIMO), precoding, convex opti-

mization.

I. INTRODUCTION

Due to the increasing popularity of wireless devices, the radio spectrum has been an extremely scarce

resource. By contrast, most of the existing licensed spectrum remains under-utilized. Cognitive radio

(CR) is an efficient way to improve spectrum utilization [1],[2]. The basic idea of CR is to allow

unlicensed or secondary users (SUs) to access the licensed spectrum originally allocated to primary users

(PUs) without sacrificing the quality-of-service (QoS) of the PUs. Some fundamental problems, such as

reliable spectrum sensing [3] and dynamical spectrum access (see [4] and the reference therein), have

been well studied. Recently, combining CR with cooperativeor relay techniques has received a great

deal of interest from both academia and industry since it canmake CR more reliable in application [5]–

[8]. It is worth noting that most of these existing works focus on unidirectional communications using

traditional one-way relay strategies.

Due to bidirectional or two-way nature of communication networks, a promising relay technique,

two-way relaying, has been proposed recently. Two-way relaying applies the principle of physical layer

network coding (PLNC) at the relay node so as to mix the signals received from the two source nodes,

and then employs self-interference (SI) cancelation at each destination to extract the desired information

[9]–[13]. As a result, two-way relaying needs less time slots to complete information exchange between

two sources and has higher spectral efficiency than the traditional one-way relaying. It is thus natural to

incorporate two-way relaying into CR networks to further enhance the spectrum utilization. One possible

scenario is to apply dedicated relay nodes to assist the bidirectional communication of secondary networks

as in [14], [15]. In specific, authors in [14] considered the two-way relaying between a pair of SUs

with a dedicated multi-antenna amplify-and-forward (AF) relay node, and studied the problem of joint

beamforming and power allocation with interference constraint at the PU. Authors in [15] considered

a similar network model but with multiple dedicated single-antenna AF relays, and investigated the

distributed beamforming design at the secondary network tominimize interference at the PUs with the

SUs’ signal-to-interference-plus-noise ratio (SINR) constraints.

In this work, we consider a different transmission protocolwhere users in the primary network conduct

bidirectional communication with the help of a multi-antenna secondary node, rather than dedicated relay

nodes. Specifically, the multi-antenna secondary node actsas a relay to help the information exchange

between two PUs, and as a return, the secondary node is allowed to simultaneously send its own messages
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in the same frequency band to the secondary receiver. The considered protocol can be viewed as an overlay

model [2], which creates a “win-win” situation for both PUs and SUs. Under this setting, two primary

signals should be first combined together via physical layernetwork coding at the secondary node, and

then superimposed with the secondary signal. Three issues should be carefully treated in the design

of transmission strategies at the secondary node, including 1) how to split the power for relaying the

primary signals and for transmitting the secondary signals; 2) what two-way relay strategy should be

used to assist the bidirectional communication between thetwo PUs; and 3) how to jointly design the

primary and secondary transmit precoders.

Note that using two-way relaying to assist primary transmission has also been considered in works

[16], [17]. Specifically, authors in [16] studied the beamforming design at the secondary transmitters for

minimizing the total system power while guaranteeing the SINR requirements of all receivers. However,

in [16], the secondary transmitters exclusively act as AF relays when the PU pair is active or transmit

their own signals only when the PU pair is inactive. Authors in [17] considered a similar overlay protocol

as ours. However, it focused on outage performance analysisfor a three-phase single-antenna CR network

with bit level XOR based decode-and-forward (DF-XOR) relaystrategy.

In this paper, we consider a two-phase overlay cognitive two-way relay network. In the first phase, two

PUs transmit their signals to a multi-antenna secondary node simultaneously. In the second phase, after

combining the two primary signals using physical layer network coding, the secondary node superimposes

its own message and then broadcasts the resulting signal to the two primary receivers as well as its own

secondary receiver. We aim to address the aforementioned three issues, namely, relay strategy selection,

power splitting and joint precoding design by proposing a transmission framework of maximizing the

achievable rate of the SU while maintaining the rate requirements of the two PUs. To achieve this goal,

we first identify three popular and practical two-way relay strategies: AF, DF-XOR and symbol level

superposition coding based DF (DF-SUP). Then, for each relay strategy we find the optimal power

splitting and joint precoding design at the secondary node.It is shown that each design problem is non-

convex. By transforming these problems into more tractableforms, some efficient optimization tools,

such as semidefinite programming (SDP) and second-order cone programming (SOCP), are applied to

find the optimal solutions of all the schemes. Moreover, we derive the optimal closed-form solutions in

several cases where some of the channels are parallel in the second phase. Simulation results show that

when the rate requirements of the two PUs are symmetric, by using the DF-XOR strategy and applying

the proposed optimal precoding, the SU requires the least power for relaying and thus reserves the most

power to transmit its own signal. However, when the rate requirements of the two PUs are asymmetric,
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the DF-SUP relay strategy with the corresponding optimal precoding is the best and requires the least

relay power consumption in satisfying the rate requirements of the PUs.

The rest of this paper is organized as follows. In Section II,the cognitive two-way relay system model

is described. Solving associated optimization problems byusing suitable optimization tools is presented in

Section III. Extensive simulation results are illustratedin Section IV. Finally, Section VI offers concluding

remarks.

Notations: E(·) denotes the expectation over the random variables within the bracket.⊗ denotes

the Kronecker operator. Superscripts(·)T , (·)∗ and (·)H denote the transpose, conjugate and conjugate

transpose, respectively.Tr(A), A−1 det(A) andRank(A) stand for the trace, inverse, determinant and

the rank of matrixA, respectively.Diag(a) denotes a diagonal matrix witha being its diagonal entries.

0N×M implies theN ×M zero matrix andIN denotes theN ×N identity matrix.|z| implies the norm

of the complex numberz, ℜ(z) andℑ(z) denote the real and imaginary part ofz, respectively.||x||22
denotes the squared Euclidean norm of a complex vectorx and ||X||2F denotes the Frobenius norm of a

complex matrixX. The distribution of a circular symmetric complex Gaussianvector with mean vector

x and covariance matrixΣ is denoted byCN (x,Σ). Cx×y denotes the space ofx × y matrices with

complex entries.

II. SYSTEM MODEL

Consider a primary network, where two PUs, denoted asA andB, intend to exchange information in

a licensed frequency band as shown in Fig. 1. Due to impairments such as multipath fading, shadowing,

path loss of wireless channels and obstacles etc., the direct communication channel betweenA andB

is assumed not strong enough to support a target data rate forinformation exchange. They thus seek

cooperation with a nearby nodeC from the secondary network. That is to say, the secondary node C

acts as a relay to assist the bidirectional communication betweenA andB. As a return, the secondary

nodeC is allowed to superimpose its own message into the relayed primary signals and then broadcasts

the resulting signal to the two primary receivers as well as its own secondary receiverD.

Due to the absence of direct link, we assume that two-phase two-way relaying protocol is employed

to complete the bidirectional communication. Specifically, in the first phase (also referred as multiple

access (MAC) phase), bothA andB transmit their signals to the secondary nodeC simultaneously. By

assuming thatM antennas are equipped atC, the received signal vector atC is denoted as

yC = hAsA + hBsB + nC ,
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wheresi, for i ∈ {A,B}, represents the transmit signal from the PUi. hi ∈ CM×1 is the channel vector

from the PUi to the secondary nodeC, andnC denotes the additive complex Gaussian noise vector at

C following CN (0, σ2
CIM ). Each transmit signalsi is assumed to satisfy an average power constraint,

i.e., E(|si|2) = Pi. In the meantime, the secondary receiverD, equipped with single antenna, can also

overhear the signals from the PUsA andB, and the received signal is given by

yD,1 = hADsA + hBDsB + nD,1,

wherehAD and hBD denote the channel gains from the PUsA andB, respectively, to the secondary

receiverD, and nD,1 denotes the additive complex Gaussian noise atD following CN (0, σ2
D). The

secondary receiverD can decode the received signals in the first phase, which can be treated as side

information for improving the performance of the secondarytransmission in the second phase.

Upon receivingyC , the secondary nodeC performs certain processing and then forwards it together

with its own message in the second phase, also referred as broadcast (BC) phase. Let the transmit signal

from C be denoted as

xC = xAB + s, (1)

wherexAB is the combined signal of the two primary messages by using PLNC ands denotes the signal

intended to the secondary receiverD. As mentioned earlier, the fundamental problem here is to design

the structures ofxAB ands, and the power splitting between them.

By adopting different two-way relay strategies, the transmit signal xAB can be different. In the case

of pure two-way relaying (i.e.,s = 0), the optimal design ofxAB is essentially equivalent to designing

a coding strategy to achieve multiple single-link capacities in BC phase by transmitting one encoded

signal as in [18]–[20]. Intuitively, the optimal relay strategy in our considered network should be also

designed like this. However, in this work we only focus on using some sub-optimal relay strategies since

the capacity-achieving two-way relay strategies proposedin [18]–[20] are derived from the information

theoretic perspective and hence require techniques such asrandom binning and jointly typical set decoding

which are difficult to realize in practice. The primary focusof this work is to obtain the optimal and

specific linear precoding structure based on practical two-way relay strategies. The three sub-optimal

strategies we considered, namely, AF, DF-XOR and DF-SUP, are all favorable for practical implementation

and the precoding designs based on these strategies are mathematically tractable.
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A. AF Relay Strategy

By applying AF relay strategy, the signalxAB for the PUs in (1) can be expressed as

xAB = WyC = WhAsA +WhBsB +WnC ,

where W represents the precoding matrix for the primary signals. Inaddition, we assume that the

secondary nodeC has the maximum transmit powerPC , which yields

E(xCx
H
C ) = PA||WhA||22 + PB ||WhB ||22 +Tr(Qs) + σ2

C ||W||2F ≤ PC , (2)

whereQs = E(ssH) is the covariance matrix ofs. Then the received signals atA andB are given by

ỹi = gT
i Whīsī + gT

i Whisi + gT
i s+ gT

i WnC + ni, i = A,B (3)

where ī = B if i = A and ī = A if i = B, gi denotes the channel vector from the secondary nodeC

to the destination nodei, andni denotes the additive Gaussian noise at the destination nodei following

CN (0, σ2
i ) for i ∈ {A,B}. The received signal at the secondary receiverD in the second phase is given

by

yD,2 = gT
DWhAsA + gT

DWhBsB + gT
Ds+ gT

DWnC + nD,2, (4)

wheregD represents the channel vector from the secondary nodeC to the secondary receiverD, and

nD,2 denotes the additive Gaussian noise atD in the second phase followingCN (0, σ2
D). Since the

PUsA andB know their own transmit messagessA and sB a prior, respectively, the back propagated

self-interference termsi can be subtracted from (3) before demodulation. The equivalent received signals

at A andB are thereby yielded as

yi = gT
i Whīsī + gT

i s+ gT
i WnC + ni, i = A,B. (5)

Similarly, if the secondary receiverD can decodesA or/andsB, the corresponding interference can be

subtracted from (4), which is helpful for improving the performance of the secondary transmission. The

details shall be discussed in the next section.

B. DF-XOR Relay Strategy

If the secondary nodeC adopts DF relay strategy, namely DF-XOR and DF-SUP [9], [21], it needs

to decode the received signals in the first phase, which is known as a MAC channel. We assume that the
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secondary nodeC has enough processing ability to correctly decode the received signals if the transmit

rates from the two PUs lie in the rate region given as follows

CMAC(RA, RB) =



















RA ≤ log2

(

1 + PA||hA||2
2

σ2

C

)

RB ≤ log2

(

1 + PB ||hB ||2
2

σ2

C

)

RA +RB ≤ log2 det
(

IM + PA

σ2

C

hAh
H
A + PA

σ2

C

hBh
H
B

)

(6)

whereRA andRB are the transmit rates of the PUsA andB, respectively. If any ofsA andsB has not

been correctly decoded, we claim that the primary transmission is in outage.

Let bi denote the decoded bit sequence fromsi, for i ∈ {A,B}. By applying XOR operation, the

combined bit sequence is yielded asbAB = bA ⊕ bB
1 where⊕ denotes the XOR operator. Then the

combined bit sequencebAB is encoded and modulated as anM×1 signalsAB . Thus we havexAB = sAB .

To satisfy the power constraint atC, we have

E(xCx
H
C ) = Tr(QAB) + Tr(Qs) ≤ PC , (7)

where QAB = E(sABs
H
AB) is the covariance matrix ofsAB . The received signal at each primary

destination is given by

yi = gT
i sAB + gT

i s+ ni, i = A,B. (8)

Each PUi can demodulate the received signalyi and then XOR it with its own transmit bits to obtain

the desired information. Similarly, the received signal atthe secondary receiverD is given by

yD,2 = gT
DsAB + gT

Ds+ nD,2. (9)

If D correctly decodes bothsA andsB in the first phase, the interference termgT
DsAB can be subtracted

from (9).

C. DF-SUP Relay Strategy

If the secondary nodeC adopts the DF-SUP relay strategy, we havexAB = sA + sB , wheresi, for

i ∈ {A,B}, represents the re-encoded and modulated signal of the PUi. The power constraint atC is

then denoted as

E(xCx
H
C ) = Tr(QA) + Tr(QB) + Tr(Qs) ≤ PC , (10)

1If the lengths of the bit sequencesbA andbB are different, zero-padding is exploited to the shorter oneto make it have the

same length as the longer one.
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whereQi = E(sisHi ), for i ∈ {A,B}, is the covariance matrix ofsi. After self-interference cancelation,

the received signal at each primary destination is yielded as

yi = gT
i s̄i + gT

i s+ ni, i = A,B. (11)

The received signal at the secondary receiverD is denoted as

yD,2 = gT
D(sA + sB) + gT

Ds+ nD,2. (12)

Here, any correctly decoded message in the first phase can be applied to subtract the corresponding

interference in (12) as in the AF case.

Before leaving this section, we provide some discussions onthe cooperation between the PUs and

the SU in the considered cognitive two-way relay network. Inthis work, we assume that all the designs

are performed at the secondary nodeC and thus following network channel state information (CSI)are

needed atC. The channel vectorshA andhB can be measured byC itself. The channel vectorsgA and

gB in the reverse links can be measured and sent byA andB, respectively, via a feedback channel to

C2. If channel reciprocity holds (for example in time-division duplex systems), we havegA = hA and

gB = hB , and thus no CSI feedback is needed for nodesA andB. Note that the channelshAD andhBD

are not needed atC, andC only needs the secondary receiverD to report whether it correctly decodes

the PUs’ signals in the first phase or not. This message is alsolocal with respect to the secondary receiver

D and the secondary nodeC. Thus we claim that in our considered cognitive two-way relay network,

the optimization atC only needs local information and is applicable in practicalsystems.

III. L INEAR TRANSCEIVER DESIGNS

In this section, linear transceiver designs at the secondary node C associated with different relay

strategies are considered. Our objective is to maximize theachievable rate of the SU while maintaining

the rate requirements of the two PUs. Note that the power splitting is embedded in the transceiver design

automatically and will not be discussed separately in this section.

A. Joint Design ofW andQs Under AF Two-Way Relay Strategy

Based on (4), (5), the achievable rates of the PUs and the SU are denoted, respectively, as

γAF
i =

1

2
log2(1 + SINRAF

i ), i = A,B,

γAF
D =

1

2
log2(1 + SINRAF

D ).

(13)

2Here we assume that the PUs are cooperative and feed backgA andgB correctly. This assumption is widely used in the

literatures [14], [15], [17].
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Here the factor1/2 results from the fact that two phases are required for the cooperative transmission.

The SINRs in (13) are given, respectively, by

SINRAF
i =

Pī|gT
i Whī|2

gT
i Qsg

∗
i + σ2

C ||gT
i W||22 + σ2

i

, i = A,B

and

SINRAF
D =

gT
DQsg

∗
D

aAPA|gT
DWhA|2 + aBPB |gT

DWhB|2 + σ2
C ||gT

DW||22 + σ2
D

,

whereai, for i ∈ {A,B}, is a binary indictor withai = 0 indicating that the secondary receiverD

correctly decodes the signal from the PUi and the corresponding interference is then subtracted from

the received signal in (4) and otherwiseai = 1. The optimization problem is thus yielded as

max
W,Qs�0

SINRAF
D (14)

s.t. SINRAF
i ≥ τi, i = A,B

PA||WhA||22 + PB ||WhB ||22 +Tr(Qs) + σ2
C ||W||2F ≤ PC

whereτi = 22Rī − 1, for i ∈ {A,B}, with Ri denoting the rate requirement of the PUi. To proceed to

solve (14), we have the following lemma.

Lemma 1: The optimalQs in (14) can be rank-one and denoted asQs = q̄q̄H , where the optimal̄q

has the form as̄q = Uq. Hereq ∈ CN×1, U = [u1, · · · ,uN ] ∈ CM×N (N ≤ 3) with {u1, · · · ,uN}
being the orthonormal bases which span spaceG = {g∗

D,g
∗
A,g

∗
B}.

Proof: Please refer to Appendix A.

Lemma 1indicates that for the secondary signals atC, the beamforming is indeed optimal. Moreover,

the not-yet-determined elements inq are irrelevant to the relay antenna numberM and only depend on

N , i.e., the dimension of spaceG. Thus, the computational complexity can be reduced in solving (14).

Based onLemma 1, optimization problem (14) is simplified as follows

max
W,q

SINRAF
D =

|tDq|2
aAPA|gT

DWhA|2 + aBPB |gT
DWhB |2 + σ2

C ||gT
DW||22 + σ2

D

(15a)

s.t.
Pī|gT

i Whī|2
|tiq|2 + σ2

C ||gT
i W||22 + σ2

i

≥ τi, i = A,B (15b)

Tr
{

W(PAhAh
H
A + PBhBh

H
B + σ2

CIM )WH
}

+Tr
{

qqH
}

≤ PC (15c)

wheretD = gT
DU, tA = gT

AU andtB = gT
BU, inequality (15c) is obtained by reformulating the power

constraint in (2). It is not hard to verify that optimizationproblem (15) is non-convex. Next, we will find

the optimal solution of this non-convex problem.
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We first rewrite the objective function in (15a) into the formas

SINRAF
D =

|tDq|2
aAPA|gT

DWhA|2 + aBPB |gT
DWhB|2 + σ2

C ||gT
DW||22 + σ2

D

=
Tr(Q01qq

H)

wHQ02w + σ2
D

(16)

wherew = vec(W), Q01 = tHDtD and

Q02 =
(

aAPAhAh
H
A + aBPBhBh

H
B + σ2

CIM
)T ⊗

(

g∗
Dg

T
D

)

. (17)

Equation (16) is acquired by using the rule [22]

Tr (ABCD) =
(

vec(DT )
)T (

CT ⊗A
)

vec(B), (18)

then we getQ02 given in (17). Similar to (16), we can also transform the SINRconstraint (15b) into the

form as

wHQi
1w

Tr(Qi
2qq

H) +wHQi
3w + σ2

i

≥ τi, (19)

whereQi
1 = Pī(hīh

H
ī
)T ⊗ (g∗

i g
T
i ), Q

i
2 = tHi ti andQi

3 = σ2
CIM ⊗ (g∗

i g
T
i ). Again by using (18), the

power constraint in (15c) can be rewritten as

wHQw+Tr{qqH} ≤ PC , (20)

whereQ = (PAhAh
H
A +PBhBh

H
B +σ2

CIM )T ⊗ IM . Based on (16), (19) and (20), optimization problem

(15) can be recast into the following form by introducing newvariablesX = qqH andY = wwH

max
X�0,Y�0

Tr(Q01X)

Tr(Q02Y) + σ2
D

(21)

s.t. Tr
(

Qi
13Y

)

−
(

Qi
2X

)

≥ σ2
i , i = A,B

Tr(QY) + Tr{X} ≤ PC

Rank(X) = 1, Rank(Y) = 1

whereQi
13 =

1
τi
Qi

1−Qi
3. Due to the rank-one constraints, finding the optimal solution of (21) is difficult.

We therefore resort to relaxing it by deleting the rank-one constraints, namely,

max
X�0,Y�0

Tr(Q01X)

Tr(Q02Y) + σ2
D

(22a)

s.t. Tr
(

Qi
13Y

)

−
(

Qi
2X

)

≥ σ2
i , i = A,B (22b)

Tr(QY) + Tr{X} ≤ PC (22c)
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Then we shall show that the optimal rank-one solution of (21)can be obtained from the relaxed problem

(22). According to [23], optimization problem (22) is a quasi-convex problem due to the fractional

structure of the objective function in (22a). In general, optimization problem (22) can be solved through

bisection search, which however has high computational complexity. Here we develop an alternative way

to solve (22) by using the Charnes-Cooper transformation [24]. Let

z =
1

Tr(Q02Y) + σ2
D

.

By definingX̄ = zX andȲ = zY, we can rewrite (22) as

max
X̄�0,Ȳ�0,z

Tr(Q01X̄) (23)

s.t. Tr(Q02Ȳ) + zσ2
D = 1

Tr
(

Qi
13Ȳ

)

− Tr
(

Qi
2X̄

)

≥ zσ2
i , i = A,B

Tr(QȲ) + Tr{X̄} ≤ zPC

After the transformation, it is easy to verify that (23) is a standard semidefinite programming problem, thus

its optimal solution can be easily obtained [25]. Suppose that the optimal solution of (23) is{X̄⋆, Ȳ⋆, z⋆},

the optimal solution of (22), denoted by{X⋆,Y⋆}, can always be obtained throughX⋆ = X̄⋆

z⋆ and

Y⋆ = Ȳ⋆

z⋆ . It is worth noting that ifX̄⋆ and Ȳ⋆ are rank-one, then the optimal solution of (21) can be

obtained by using eigenvalue decomposition. Otherwise, the optimal rank-one solution of (23) can be

derived from the following theorem.

Theorem 1: If X̄⋆ and Ȳ⋆ have higher rank than one, the optimal rank-one solution of (23) can be

obtained by using the following procedure.

• Let rX andrY denote the ranks of̄X⋆ andȲ⋆, respectively;

• Repeat

– DecomposeX̄⋆ as X̄⋆ = VXVH
X with VX ∈ C

N×rX andȲ⋆ asȲ⋆ = VY VH
Y with VY ∈ C

M2
×rY ;

– Find a nonzerorX × rX Hermitian matrixMX and arY × rY Hermitian matrixMY to satisfy the following linear

equations

Tr(VH
Y Q02VY MY ) = 0

Tr
(

V
H
Y Q

i
13VY MY

)

−
(

V
H
XQ

i
2VXMX

)

= 0, i = A,B

Tr(VH
Y QVY MY ) + Tr{VH

XVXMX} = 0

– Evaluate the eigenvalues̺X,1, ̺X,2, · · · , ̺X,rX of MX and set|̺X | = max{|̺X,i|, ∀i}, and the eigenvalues

̺Y,1, ̺Y,2, · · · , ̺Y,rY of MY and set|̺Y | = max{|̺Y,i|,∀i};

– Generate new matrices as̄X′ = VX (IrX − (1/̺X)MX)VH
X and Ȳ′ = VY (IrY − (1/̺Y )MY )VH

Y , and set

X̄⋆ = X̄′ andȲ⋆ = Ȳ′;
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• Until the ranks ofX̄⋆ andȲ⋆ are both equal to1.

Proof: The proof is based onTheorem 3.2in [26]. Since there are four constraints in optimization

problem (23), by using the above procedure, to satisfy Eq. (24) in [26], the ranks ofX̄⋆ andȲ⋆ should

be both equal to1. The proof ofTheorem 1is thus completed.

By acquiring the optimal rank-one solution of (23), we can further get the optimal solution of (21)

and then the optimal solution of (15).

B. Joint Design ofQAB andQs Under DF-XOR Two-Way Relay Strategy

In this subsection, we consider the case where the secondarynodeC adopts the DF-XOR two-way

relay strategy. We assume thatC has correctly decoded the received signals from the two PUs in the

first phase. Otherwise, we claim that the primary transmission is in outage. For this relay strategy, the

successful and unsuccessful interference subtractions in(9) lead to different problem formulations. They

are thus treated separately in what follows. Note again thatfor this relay strategy, only both the signals

sA andsB are correctly decoded in the first phase atD, the interference termgT
DsAB can be completely

subtracted from (9).

Firstly, we assume that the secondary receiver cannot cancel the interference caused by the PUs in (9).

The corresponding optimization problem is thus given by

max
QAB�0,Qs�0

log2

(

1 +
gT
DQsg

∗
D

gT
DQABg

∗
D + σ2

D

)

(24a)

s.t.
1

2
log2

(

1 +
gT
i QABg

∗
i

gT
i Qsg

∗
i + σ2

i

)

≥ R, i = A,B (24b)

Tr (QAB) + Tr (Qs) ≤ PC (24c)

where QAB and Qs are the covariance matrices ofsAB and s, respectively, as defined in (7), and

R = max{RA, RB}. The constraint (24b) indicates that the transmission rateof the XORed signal from

the secondary nodeC should be larger than the maximizer of{RA, RB} such that both primary receivers

can successfully decode the combined information. As inLemma 1, we can also prove that the optimal

QAB andQs can be rank-one. By definingQAB = w̄w̄H andQs = q̄q̄H , the simplified beamforming

design problem is yielded as

max
w̄,q̄

|gT
Dq̄|2

|gT
Dw̄|2 + σ2

D

(25)

s.t.
|gT

i w̄|2
|gT

i q̄|2 + σ2
i

≥ γ, i = A,B

||w̄||22 + ||q̄||22 ≤ PC
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whereγ = 22R − 1. To proceed to solve (25), we have the following lemma.

Lemma 2: The optimal solution of (25) can be obtained in the following two cases:

• If the dimension of spaceG defined inLemma 1, N , is larger than1, the optimal beamformers in

(25) have the form ofw̄ = Uw and q̄ = Uq, where the optimalw and q can be obtained by

solving the following problem

max
w,q

|tDq|2
|tDw|2 + σ2

D

(26)

s.t.
|tiw|2

|tiq|2 + σ2
i

≥ γ, i = A,B

||w||22 + ||q||22 ≤ PC

wheretD and ti, for i ∈ {A,B}, are defined as in (15). Then by transforming (26) into an SDP

problem as in (23), problem (26) can be optimally solved as (15).

• If N = 1, i.e.,u1 = Span{g∗
D,g

∗
A,g

∗
B}, the optimalq̄ andw̄ can be denoted in the form as

q̄ =
√
qu1, w̄ =

√
wu1, (27)

whereq andw are two real positive scalars given, respectively, by

q =
PC − γd

γ + 1
, w =

γ(PC − γd)

γ + 1
+ γd, (28)

whered = max{σ2
A/tA, σ

2
B/tB} with tA = |gT

Au1|2 and tB = |gT
Bu1|2.

Proof: Please refer to Appendix B.

From Lemma 2, we find that when the channels in BC phase are parallel, the beamforming design can

be significantly simplified and the closed-form solution canbe obtained.

Secondly, we consider the scenario where the interference has been subtracted from (9) under the

condition that bothsA and sB have been correctly decoded in the first phase atD. The corresponding

beamforming design problem can be written as

max
w̄,q̄

|gT
Dq̄|2 (29)

s.t.
|gT

i w̄|2
|gT

i q̄|2 + σ2
i

≥ γ, i = A,B

||w̄||22 + ||q̄||22 ≤ PC

Although (29) has a simpler form than (25), we can easily verify that (29) is still non-convex. In order

to optimally solve (29), we have the following lemma.

Lemma 3: The optimal solution of (29) can be obtained in the following three cases:
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• If we have orthonormal bases{u1,u2} and{u1, · · · ,uN} which satisfySpan{u1,u2} = Span{g∗
A,g

∗
B},

andSpan{u1, · · · ,uN} = Span{g∗
D,g

∗
A,g

∗
B} with N ≥ 2, the optimalw̄ and q̄ can be written in

the form as

w̄ = wAg
∗
A + wBe

−jθg∗
B , q̄ =

N
∑

l=1

qlul, (30)

wherewA andwB are two real positive scalars,θ = ∠gT
Ag

∗
B andql,∀l areN complex scalars. By

definingw = [wA, wB ]
T andq = [q1, · · · , qN ]T , the optimalw andq can be obtained by solving

the following second-order cone programming problem

max
w,q

ℜ(tDq) (31)

s.t. |tiq|2 + σ2
i ≤ 1

γ
(aiw)2, i = A,B

||Gw||22 + ||q||22 ≤ PC

whereG = [g∗
A, e

−jθg∗
B ], tD andti, for i =∈ {A,B}, are defined as in (15),aA = [||gA||22, |gT

Ag
∗
B|]

andaB = [|gT
Bg

∗
A|, ||gB ||22].

• If u1 = Span{g∗
A,g

∗
B} andSpan{u1,u2} = Span{g∗

D,g
∗
A,g

∗
B}, the optimalw̄ andq̄ can be written

in the form as

w̄ =
√
wu1, q̄ = Ũq, (32)

wherew is a real positive scalar,̃U = [u1,u2] andq ∈ C2. The optimalq andw are given by

q =
√

PC − γdB− 1

2v, w = γd+ γ|bq|2, (33)

where d = max{σ2
A/|gA|2, σ2

B/|gB |2} with gA and gB being defined asg∗
A = gAu1 and g∗

B =

gBu1, b = uT
1 Ũ, v is the eigenvector ofB− 1

2AB− 1

2 related to the maximum eigenvalue, and with

A = ŨHg∗
Dg

T
DŨ andB = γbHb+ I2.

• If u1 = Span{g∗
D,g

∗
A,g

∗
B}, the optimalw̄ and q̄ are given as in (27).

Proof: Please refer to Appendix C.

FromLemma 3, we find that in general, when the interference is canceled atthe secondary receiverD,

the beamforming design can be simplified by recasting it intoan SOCP problem, which can be solved

more efficiently than the previous SDP problem. Similar toLemma 2, when the channels{g∗
A,g

∗
B} or

{g∗
D,g

∗
A,g

∗
B} are parallel, the closed-form solution can be obtained.
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C. Joint Design ofQA, QB andQs Under DF-SUP Two-Way Relay Strategy

In this subsection, we consider that the DF-SUP relay strategy is adopted at the secondary nodeC.

In what follows, we also assume thatC has perfectly recovered the information transmitted from the

two PUs. Otherwise we claim that the primary transmission isin outage. Similar to the DF-XOR case,

different formulations have been presented for with and without interference cancelation at the secondary

receiverD.

Firstly, we consider the scenario where none of the interference terms has been subtracted from the

received signalyD,2 in (12). Based on (10), (11) and (12), the optimization problem is formulated as

max
QA,QB ,Qs

log2

(

1 +
gT
DQsg

∗
D

gT
DQAg

∗
D + gT

DQBg
∗
D + σ2

D

)

(34a)

s.t.
1

2
log2

(

1 +
gT
i Qīg

∗
i

gT
i Qsg

∗
i + σ2

i

)

≥ Rī, i = A,B (34b)

Tr(QA) + Tr(QB) + Tr(Qs) ≤ PC (34c)

whereQA andQB are the covariance matrices ofsA andsB , respectively, as defined in (10). Note that

in constraint (34b), the rate thresholds forsA andsB are different since the messages to the two primary

receivers are encoded separately. Similar to the DF-XOR relay strategy, the optimalQi, for i ∈ {A,B, s},

in (34) can be rank-one. Thus, by lettingQA = w̄Aw̄
H
A , QB = w̄Bw̄

H
B andQs = q̄q̄H , problem (34)

is simplified as

max
w̄A,w̄B,q̄

|gT
Dq̄|2

|gT
Dw̄A|2 + |gT

Dw̄B|2 + σ2
D

(35)

s.t.
|gT

i w̄ī|2
|gT

i q̄|2 + σ2
i

≥ τi, i = A,B

||w̄A||22 + ||w̄B ||22 + ||q̄||22 ≤ PC

whereτi = 22Rī − 1, for i ∈ {A,B}, as defined in (14). The optimal solution of (35) is summarized in

the following lemma.

Lemma 4: With Span{u1, · · · ,uN} = Span{g∗
D,g

∗
A,g

∗
B} andU = [u1, · · · ,uN ] as inLemma 1, the

optimal solution of (35) can be obtained in the following twocases:

• WhenN ≥ 2, the optimal solution of (35) can be written in the form as

w̄A = UwA, w̄B = UwB, q̄ = Uq, (36)

where the optimalwA, wB and q can be obtained as in (15) by transforming (35) into an SDP

problem as (23).
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• When N = 1, i.e., u1 = Span{g∗
D,g

∗
A,g

∗
B}, the optimal solution of (35) can be denoted in the

form as

q̄ =
√
qu1, w̄A =

√
wAu1, w̄B =

√
wBu1. (37)

The optimal coefficients in (37) are given, respectively, by

q =
PC − τBσ2

B

tB
− τAσ2

A

tA

τA + τB + 1
, wA = qτB +

τBσ
2
B

tB
, wB = qτA +

τAσ
2
A

tA
, (38)

whereti = |gT
i u1|2, for i ∈ {A,B}, as defined in (28).

Proof: Please refer to Appendix D.

Secondly, we consider the scenario where one of the interference terms has been subtracted from

(12). Without loss of generality, we assume that the signalsA is canceled before demodulation, the

corresponding beamforming design problem is formulated as

max
w̄A,w̄B,q̄

|gT
Dq̄|2

|gT
Dw̄B |2 + σ2

D

(39)

s.t.
|gT

i w̄ī|2
|gT

i q̄|2 + σ2
i

≥ τi, i = A,B

||w̄A||22 + ||w̄B ||22 + ||q̄||22 ≤ PC

Since (39) has a similar form with (35), the proposed method in Lemma 4can also be applied to solve

(39). Namely, whenN ≥ 2, problem (39) should be solved by transforming it into an SDPproblem.

While if N = 1, the closed-form solution of (39) is derived as in (37), which implies that whenN = 1,

the optimal beamformers are irrelevant to the left interference term.

Finally, we consider the scenario where the two interference terms are completely subtracted from

(12), which leads to the following optimization problem

max
w̄A,w̄B,q̄

|gT
Dq̄|2 (40)

s.t.
|gT

i w̄ī|2
|gT

i q̄|2 + σ2
i

≥ τi, i = A,B

||w̄A||22 + ||w̄B ||22 + ||q̄||22 ≤ PC

The optimal solution of (40) is summarized in the following lemma.

Lemma 5: The optimal solution of (40) can be obtained in the following two cases:

• WhenN ≥ 2, the optimal solution of (40) can be written in the form as

q̄ = Uq, w̄A =
√
wAg

∗
B , w̄B =

√
wBg

∗
A, (41)
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whereU is defined as inLemma 1. The optimal coefficients in (41) are given, respectively, by

q =

√

P̃CD
− 1

2v, wA =
τB

||gB ||42
qHtHB tBq+

τBσ
2
B

||gB ||42
, wB =

τA
||gA||42

qHtHA tAq+
τAσ

2
A

||gA||42
, (42)

where P̃C = PC − τAσ2

A

||gA||22
− τBσ2

B

||gB||2
2

, v is the eigenvector ofD− 1

2CD− 1

2 related to the maximum

eigenvalue, and withC = tHDtD andD = τA
||gA||2

2

tHA tA + τB
||gB||2

2

tHB tB + IN .

• WhenN = 1, i.e.,u1 = Span{g∗
D,g

∗
A,g

∗
B}, the optimal solution of (40) can be written in the form

as

q̄ =
√
qu1, w̄A =

√
wAg

∗
B , w̄B =

√
wBg

∗
A. (43)

The optimal coefficients in (43) are given, respectively, by

q =
PC − τAσ2

A

||gA||22
− τBσ2

B

||gB||2
2

τA|gT
Au1|2

||gA||22
+ τB |gT

Bu1|2

||gB||2
2

+ 1
, wA =

qτB|gT
Bu1|2

||gB ||42
+

τBσ
2
B

||gB ||42
, wB =

qτA|gT
Au1|2

||gA||42
+

τAσ
2
A

||gA||42
. (44)

Proof: Please refer to Appendix E.

IV. SIMULATION RESULTS

In this section, some examples are presented to evaluate theproposed transceiver designs. We assume

that the fading in each link follows independent Rayleigh distribution and the channel gain on each link

is modeled by the distance path loss model, given asαi,j = c · d−n
i,j , wherec is an attenuation constant

set as1, n is the path loss exponent and fixed at3, anddi,j denotes the distance between nodesi andj.

Without loss of generality, we suppose thatdA,B = 1. The nodeD is placed in the perpendicular bisector

of link A → B and the vertical distance fromD to the linkA → B is 0.5. Thus we have

dC,D =

√

(
dA,B

2
− dA,C)2 + 0.52.

For simplicity, the noise powers at all the destination nodes are set to be the same, i.e.,σ2
A = σ2

B =

σ2
C = σ2

D = σ2 = 1 and the transmit powers at the two PUs are set asPA = PB = P = 5 dB. During

the first phase, the secondary receiverD applies the simple successive interference cancelation (SIC)

decoding where the stronger signal is always decoded first, followed by the weaker signal. We let the

rate requirements of the two PUs beRA = αR andRB = (1 − α)R, where the target sum-rateR is

given byR = KR0 with R0 =
1
2 log2(1+

Pd2

A,B

σ2 ) andK being any constant. Throughout the simulation,

the performance is evaluated in two-folds. The first one is the maximum achievable rate of the SU given

that the rate requirements of both PUs are satisfied. The other one is the outage probability that the rate

requirements of the two PUs cannot be fulfilled.
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In Fig. 2 and Fig. 3, we illustrate the average achievable rate of the SU and the outage performance

of the primary transmission in subfigures (a) and (b), respectively, as the function of the powerPC

by choosingdA,C = dB,C = 0.5 and M = 4. Specifically, the rate requirements of the two PUs are

symmetric, i.e.,α = 0.5, in Fig. 2 and asymmetric withα = 0.1 in Fig. 3. For comparison, two different

primary rate requirements withK = 1 andK = 3 are simulated for each scenario. From Fig. 2, we

find that when the target sum-rate of the PUs is small (R = R0), the three considered two-way relay

strategies perform closely from both the primary and secondary user’s perspectives. However, when the

target primary sum-rate is high (R = 3R0), the DF-XOR relay strategy performs the best, and the DF-

SUP relay strategy outperforms the AF relay strategy. This indicates that under the symmetric scenario,

the secondary nodeC would prefer to re-generate the primary signals when it wants to maximize the

secondary transmission rate since the destination noise atthe secondary nodeC is not accumulated

for the subsequent transmission. Moreover, combining the information using XOR is better than using

superposition since the power of the secondary nodeC can be used more efficiently in the DF-XOR

relay strategy. However, under the asymmetric condition, we observe from Fig. 3 that the DF-SUP relay

strategy performs better than two other strategies, and theAF relay strategy begins to outperform the

DF-XOR strategy whenK = 1. This is because whenRA 6= RB , the bemaforming design for DF-XOR

in (24) should make the achievable primary transmission rate larger than the maximizer ofRA andRB ,

which degrades the system performance. While for the DF-SUPstrategy, since different primary messages

are encoded individually, the power can be allocated to two primary messages more flexibly, which saves

the power and improves the performance of the SU. For the outage performance of the PU, we find

that when the rate requirements of the PUs are small, i.e.,K = 1, the outage approaches zero for all

the strategies. As the rate requirements increase, i.e.,K = 3, the outage of the primary transmission

is increased significantly. In general, the AF relay strategy has a higher outage probability due to the

accumulation of the back-propagated noise. In addition, the DF-SUP relay strategy has higher outage than

the DF-XOR relay strategy under the symmetric primary rate requirements. While for the asymmetric

case, the opposite result can be observed.

In Fig. 4, the power ratio shared by the SU, i.e.,Tr(Qs)
PC

, is illustrated as the function of the secondary

node powerPC with target sum-rateR = 3R0 at dA,C = dB,C = 0.5 andM = 4. We find that with

symmetric primary rate requirements, the SU can share more power with the DF relay strategy than with

the AF relay strategy. Moreover, the DF-XOR relay strategy needs less power to meet the primary rate

requirements than the DF-SUP strategy. The observation is consistent with the comparison result given

in Fig. 2(a). While in the asymmetric scenario, as we explainearlier, the DF-XOR relay strategy needs
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more power than the DF-SUP relay strategy to satisfy the asymmetric primary rate requirements, which

results in the performance degradation for the SU. It is noted that in asymmetric scenario, although the

DF-XOR relay strategy can offer more power to the SU than the AF relay strategy as shown in Fig. 4, the

DF-XOR relay strategy still achieves close performance with the AF relay strategy as shown in Fig. 3(a).

The main reason is that with the DF-XOR relay strategy, the secondary receiver needs to correctly decode

both primary signals simultaneously in the first phase to cancel the interference, which becomes difficult

in the asymmetric primary transmission.

Fig. 5(a) and Fig. 5(b) illustrate the average achievable rate of the SU for symmetric primary rate

requirements and asymmetric primary rate requirements, respectively, by changing distancedA,C . The

similar observations can be made as in Fig. 2 and Fig. 3. Namely, under the symmetric primary rate

requirements, the DF-XOR relay strategy performs the best,followed by the DF-SUP relay strategy and

the AF relay strategy. While under the asymmetric primary rate requirements, the DF-SUP relay strategy

turns to perform the best, and the AF relay strategy outperforms the DF-XOR relay strategy. From the

plots, we find that all the strategies achieve the best performance atdA,C = 0.5 for both symmetric and

asymmetric conditions. This implies that placing the secondary nodeC in the middle ofA andB is

always the best choice.

Finally, in Fig. 6 and Fig. 7, the average achievable rate of the SU and the outage performance of the

primary transmission are shown in subfigures (a) and (b), respectively, as the function of antenna number

M by settingdA,C = dB,C = 0.5 andPC = 5 dB. For the symmetric primary rate requirements in Fig. 6,

the similar comparison results can be observed as in Fig. 2. Moreover, we find that asM increases, the

performance gap between three strategies becomes small andthe outage for all the strategies approaches

zero quickly. While for the asymmetric case in Fig. 7, we find that whenK = 1, the DF-SUP relay

strategy almost attains the same performance with the AF relay strategy whenM becomes large and they

outperform the DF-XOR relay strategy. However, with largerprimary rate requirements ofK = 3, we

find that the DF-SUP relay strategy begins to significantly outperform the other two relay strategies, and

the performance of the AF relay strategy is close to the DF-XOR relay strategy. While for the outage

performance of the primary transmission with the asymmetric rate requirements, the same result can be

observed as in Fig. 3(b).

V. CONCLUSIONS

In this paper, we studied transceiver designs for a cognitive two-way relay network with the aim of

maximizing the achievable transmission rate of the SU whilemaintaining the rate requirements of the
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PUs. Three different relay strategies were considered and the corresponding transceiver designs were

formulated. By using suitable optimization tools, the optimal solutions were found for all the cases. Our

simulation results showed that when the rate requirements of the two PUs are symmetric, the DF-XOR

relay strategy performs the best and the least relay power isrequired to meet the rate requirements of

the PUs. While the primary rate requirements are asymmetric, the DF-SUP performs the best along with

the least relay power consumption to satisfy the rate requirement of the PUs.

APPENDIX A

PROOF OF LEMMA 1

We assume that the optimal solution ofW in (14) is denoted as̄W, then the optimalQs can be solved

from the following optimization problem

max
Qs�0

gT
DQsg

∗
D (45)

s.t. gT
i Qsg

∗
i ≤ oi, i = A,B

Tr(Qs) ≤ P̄C

whereoi =
Pī|g

T
i W̄hī|

2

τi
−σ2

C ||gT
i W̄||22−σ2

i andP̄C = PC − (PA||W̄hA||22+PB ||W̄hB||22 +σ2
C ||W̄||2F ).

By using the circle property of trace operator, we can rewrite (45) as

max
Qs�0

Tr(C0Qs) (46)

s.t. Tr(CiQs) ≤ oi, i = A,B

Tr(Qs) ≤ P̄C

whereC0 = g∗
Dg

T
D andCi = g∗

i g
T
i . Then for (46), we can use the same method as in the proof of

Theorem 3.2in [26] to prove that the optimalQs can be rank-one although (46) has a different objective

function from [26]. To proceed, we first write the Lagrangianfunction of (46) asL = Tr(C0Qs) −
λ1(Tr(CAQs) − oA) − λ2(Tr(CBQs) − oB) − λ3(Tr(Qs) − P̄C) whereλi ≥ 0, for i ∈ {1, 2, 3}, are

three Lagrangian multipliers. The corresponding Lagrangian dual function is yielded asg(λ1, λ2, λ3) =

supQs�0 Tr{(C0 − λ1CA − λ2CB − λ3IM )Qs}+ λ1oA + λ2oB + λ3P̄C . The dual problem of (46) is

thus written as

min
λ1≥0,λ2≥0,λ3≥0

λ1oA + λ2oB + λ3P̄C

s.t. C0 − λ1CA − λ2CB − λ3IM � 0
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Other than satisfying the constraints in (46), the optimal solution of (46) should also satisfy the following

complementary slackness conditions

λ1 (Tr(CAQs)− oA) = 0,

λ2 (Tr(CBQs)− oB) = 0,

λ3

(

Tr(Qs)− P̄C

)

= 0,

Tr ((C0 − λ1CA − λ2CB − λ3IM)Qs) = 0.

(47)

Since the number of the constraints in (46) is three, we can always apply the similar procedure provided

in Algorithm 1 in [26] to obtain a feasible rank-one solution to satisfy theconditions given in (47). The

brief proof is given as follows: suppose that the rank of the obtainedQs in (46) is r and it can be

decomposed asQs = VVH with V ∈ CM×r. Then a Hermitian matrixM is introduced to satisfy

Tr
(

VHCiVM
)

= 0, Tr
(

VHVM
)

= 0, i = A,B. (48)

If r2 ≥ 3, we can always find a nonzero solutionM satisfying (48). By definingδi, for i ∈ {1, 2, . . . , r},

as the eigenvalues ofM and letting|δ0| = max{|δi|,∀i}, we then getQ
′

s = V (IR − (1/δ0)M)VH . It

is easy to see that the rank ofQ
′

s is reduced by at least one compared withQs. In the meantime, we

can check thatQ
′

s is also a feasible solution of (46) and satisfies the optimal conditions in (47), which

further indicates thatQ
′

s is also an optimal solution of (46) but with less rank thanQs. Repeat the above

procedure untilr2 ≤ 3, an optimal rank-one solution of (46) is finally obtained.

Next we prove that the optimal beamformer regarding tos should lie in spaceG defined inLemma

1. Note that the similar conclusion has been obtained for interference channel in [27]. We next give our

proof with some differences. By settingQs = q̄q̄H , problem (14) becomes

max
W,q̄

|gT
Dq̄|2

aAPA|gT
DWhA|2 + aBPB |gT

DWhB |2 + σ2
C ||gT

DW||22 + σ2
D

(49a)

s.t.
Pī|gT

i Whī|2
|gT

i q̄|2 + σ2
C ||gT

i W||22 + σ2
i

≥ τi, i = A,B (49b)

Tr
{

W(PAhAh
H
A + PBhBh

H
B + σ2

CIM)WH
}

+Tr
{

q̄q̄H
}

≤ PC (49c)

It is assumed that spaceCM is spanned by orthonormal bases{u1, · · · ,uN ,v1, · · · ,vM−N} with

Span{u1, · · · ,uN} = Span{g∗
D,g

∗
A,g

∗
B}. Without loss of generality, we assume that the optimalq̄

is given byq̄ =
∑N

l=1 αlul +
∑M−N

l=1 βlvl whereαl andβl are complex scalars. It is easy to verify that

the termβlvl does not affect the value ofgT
Dq̄, gT

Aq̄ andgT
Bq̄. If there is a non-zero scalarβl which

makesq̄ contain the vectorvl, extra power ofP = β2
l will be required. By denotingT = [g∗

A,g
∗
B ], we



22

defineΠg = T(THT)−1TH as the orthogonal projection onto space{g∗
A,g

∗
B} andΠ⊥

g = I − Πg as

the orthogonal projection onto the orthogonal complement of space{g∗
A,g

∗
B}. It is easy to verify that

{Πgg
∗
D,Π

⊥
g g

∗
D,g

∗
A,g

∗
B} spans the same space with{g∗

D,g
∗
A,g

∗
B}. If we give the consumed extra power

P to the termΠ⊥
g g

∗
D in q̄, we can always increase the value of the objective function while not affecting

the constraints in (49). This contradicts the optimality assumption made before. Thus we complete the

proof of Lemma 1.

APPENDIX B

PROOF OF LEMMA 2

WhenN ≥ 2, similar toLemma 1, it is easy to verify that optimization problem (25) can be simplified

as (26). Although (26) is a non-convex problem, by transforming it into an SDP problem, optimal solution

can be obtained as in (23). Next we derive the optimal solution atN = 1. Sinceu1 = Span{g∗
D,g

∗
A,g

∗
B},

according toLemma 1, the optimalw̄ and q̄ can be written in the form as

q̄ = q̄u1, w̄ = w̄u1,

where q̄ and w̄ are two complex scalars. It is observed that multiplyingq̄ or w̄ with an arbitrary phase

shift does not affect the value of the objective function andthe constraints in (25). Thus, without loss

of generality, the optimal̄w and q̄ can be written in the form as in (27). By substituting (27) into (25),

problem (25) transforms into

max
q,w

qtD
wtD + σ2

D

(50)

s.t.
wti

qti + σ2
i

≥ γ, i = A,B

q + w ≤ PC

wheretD = |gT
Du1|2 andti, for i ∈ {A,B}, is defined as in (28). By definingd = max{σ2

A/tA, σ
2
B/tB},

problem (50) is equivalent to the following problem

max
q,w

qtD
wtD + σ2

D

(51a)

s.t.
w

q + d
≥ γ (51b)

q + w ≤ PC (51c)

It is easy to observe that the optimalq andw in (51) must consume all the power to make constraint

(51c) active. Otherwise, the left power can always be assigned toq andw to further increase the value of
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the objective function, which contradicts the assumption of optimality. Besides that, we can also see that

the optimal solution should make constraint (51b) active. Otherwise, we can always lowerw to make the

constraint (51b) active and increase the value of the objective function. We thus acquire the following

two equations
w

q + d
= γ, q + w = PC .

Then we obtain the optimal solution in (28). The proof ofLemma 2is thus completed.

APPENDIX C

PROOF OF LEMMA 3

It is observed that (29) have a similar form as (15). Thus, when N ≥ 2, problem (29) can be solved

by transforming it into an SDP problem similar to (23) and then usingTheorem 1to obtain the optimal

solution. Next we provide an alternative way to solve (29) bytransforming it into an SOCP problem

which can be solved more efficiently than the SDP problem. To conduct this transformation, we need

to first prove the structure of the optimal beamformer given in (30). For the optimal structure of̄q, the

proof is similar toLemma 1. We next only focus on deriving the structure of optimalw̄. Note that the

similar form of beamformer has also been proven for the pure two-way relay channel in [28], we next

show that it is also suitable to our considered case. SinceSpan{u1,u2} = Span{g∗
A,g

∗
B}, we can write

the optimalw̄ in the form asw̄ = w̄Ag
∗
A + w̄Bg

∗
B with w̄A and w̄B being two complex scalars. Since

any phase shift of̄w does not affect its optimality, the optimal̄w can be further denoted as

w̄ = wAg
∗
A + wBe

jφg∗
B,

wherewA andwB are two real positive scalars. We assume that the optimalw̄ consumes the power of

PW from PC , i.e., ||w̄||22 = w2
A||gA||22 + w2

B ||gB ||22 + 2wAwB |gT
Ag

∗
B | cos(φ + θ) = PW with θ being

defined in (30). Then as in [28], the received signal power at the two primary receivers can be rewritten

as

|gT
Aw̄|2 = |wA||gA||22 + wB|gT

Ag
∗
B |ej(φ+θ)|2

= ||gA||22
(

PW − w2
B(||gB ||22 −

|gT
Ag

∗
B |2

||gA||22
)

)

and|gT
Bw̄|2 = ||gB ||22

(

PW − w2
A(||gA||22 −

|gT
Bg∗

A|2

||gB||2
2

)
)

. We observe that ifφ 6= −θ at the optimal solution,

we can always decrease the value ofwA and wB to increase|gT
Aw̄|2 and |gT

Bw̄|2 while keeping the

consumed powerPW constant. In this way, we can always extract some power fromw̄ and give it toq̄
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to increase the value of the objective function while keeping the constraints satisfied, which contradicts

the assumption of optimality made before. We thus obtain (30). Based on (30), we have

|gT
Aw̄|2 = (wA||gA||22 + wB |gT

Ag
∗
B |)2 = (aAw)2,

|gT
Bw̄|2 = (wAe

−jθ|gT
Bg

∗
A|+ wBe

−jθ||gB ||22) = (aBw)2,

(52)

whereaA andaB are defined as in (31). It is easy to see that bothaAw andaBw in (52) are positive

scalars. Moreover, using the structure ofq̄ in (30), we have

|gT
Dq̄|2 = |tDq|2, |gT

i q̄|2 = |tiq|2, i = A,B. (53)

Note that in (53), for any optimalq, we can always find a phase-shifted versionejϑq to make the scalar

tDq real and positive while making|tiq̄|2, for i ∈ {A,B}, constant. Thus, without loss of generality, we

can maximizeℜ(tDq) instead of|tDq|2 to get the optimal solution of (29), which leads to optimization

problem (31). It is easy to verify that (31) is a standard SOCPproblem which can be efficiently solved

[25].

Whenu1 = Span{g∗
A,g

∗
B} and{u1,u2} = {g∗

D,g
∗
A,g

∗
B}, similar toLemma 2, we can prove that the

optimal w̄ and q̄ in (29) have the form as in (32). By assumingg∗
A = gAu1 andg∗

B = gBu1, problem

(29) turns into

max
w,q

|aq|2 (54)

s.t.
w|gi|2

|gi|2|bq|2 + σ2
i

≥ γ, i = A,B

||q||22 + w ≤ PC

wherea = gT
DŨ with Ũ being defined in (32) andb is defined in (33). Problem (54) is equivalent to

the problem with the following form

max
w,q

|aq|2 (55a)

s.t.
w

|bq|2 + d
≥ γ (55b)

||q||22 + w ≤ PC (55c)

whered is defined in (33). It is seen that the optimal solution of (55)must make constraint (55b) active,

otherwise we can always extract some power fromw to make (55b) active and give it toq to further

increase the value of the objective function. The active constraint (55b) leads tow = γd+γ|bq|2, which
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further simplifies (55) as

max
q

|aq|2 (56)

s.t. ||q||22 + γ|bq|2 ≤ PC − γd

Problem (56) can be rewritten as

max
q

qHAq (57)

s.t. qHBq ≤ PC − γd

whereA andB are defined in (33). By transforming (57) into the following form

max
q̃

q̃HB− 1

2AB− 1

2 q̃

s.t. ||q̃||22 = PC − γd

we thus obtain the solution given in (33).

Whenu1 = Span{g∗
D,g

∗
A,g

∗
B}, the optimal solution can be obtained as inLemma 2. We then complete

the proof ofLemma 3.

APPENDIX D

PROOF OF LEMMA 4

As in Lemma 1, the optimalq̄, w̄A and w̄B in (35) should have the form as in (36). Then (35) can

be simplified as

max
wA,wB ,q

|tDq|2
|tDwA|2 + |tDwB|2 + σ2

D

(58)

s.t.
|tiwī|2

|tiq|2 + σ2
i

≥ τi, i = A,B

||wA||22 + ||wB||22 + ||q||22 ≤ PC

Similar to (15), problem (58) can be solved by transforming it into an SDP problem as (23) and then

the optimal solution is obtained by usingTheorem 1.

WhenN = 1, similar to Lemma 2, we obtain that the optimal solution should have the form given in

(37). Substituting them into (35), we have

max
q,wA,wB

tDq

tDwA + tDwB + σ2
D

(59a)

s.t. q + wA + wB ≤ PC (59b)

tiwī

tiq + σ2
i

≥ τi, i = A,B (59c)
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wheretD is defined in (50) andti is defined in (38). In (59), we can verify that constraint (59c) must be

active, otherwise we can always extract some power fromwi, for i ∈ {A,B}, to make constraint (59c)

active and increase the value of the objective function. Hence we obtain the following two equations

tAwB

tAq + σ2
A

= τA,
tBwA

tBq + σ2
B

= τB ,

which further lead to

wA = qτB +
τBσ

2
B

tB
, wB = qτA +

τAσ
2
A

tA
. (60)

Since at the optimal solution, constraint (59b) should alsobe active. By substituting (60) into (59b), we

obtain the optimal solution given in (38).

APPENDIX E

PROOF OF LEMMA 5

Since in (40), the beamformer̄wi is only related to the channelgī, we therefore obtain that the optimal

w̄i should have the form given in (41). Substituting them into (40), we have

max
q,wA,wB

qHtHDtDq (61a)

s.t.
wī||gi||42

|tiq|2 + σ2
i

≥ τi, i = A,B (61b)

wA||gB ||22 + wB ||gA||22 + ||q||22 ≤ PC (61c)

Again using the fact that constraint (61b) should be active,we obtain

wī||gi||22 =
τi

||gi||22
qHtHi tiq+

τiσ
2
i

||gi||22
, i = A,B. (62)

Since the power constraint (61c) should be active at the optimal solution, by combining with (62), we

have

max
q

qHCq

s.t. qHDq = P̃C

whereP̃C , C, D are defined as in (42). Similar to the proof ofLemma 3, we finally obtain the optimal

solution given in (42).
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WhenN = 1, similar to (41), the optimal beamformers should have the form given in (43). Then we

can simplify problem (40) by substituting them into (40), which yields

max
q,wA,wB

q (63)

s.t.
wī||gi||42

q|gT
i u1|2 + σ2

i

≥ τi, i = A,B

wA||gB ||22 + wB||gA||22 + q ≤ PC

Similar to the proof of (42), we can derive the optimal coefficients given in (44) by using the fact that

the optimal solution in (63) should make all the constraintsactive.
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Fig. 1. Illustration of a cognitive two-way relay network.
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Fig. 2. Performance comparison for different relay strategies atM = 4 with α = 0.5 when changingPC .
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Fig. 3. Performance comparison for different relay strategies atM = 4 with α = 0.1 when changingPC .
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