arXiv:1310.2028v1 [cs.IT] 8 Oct 2013

SUBMITTED TO IEEE TRANSACTIONS ON SIGNAL PROCESSING 1

Codebook-Based Opportunistic Interference
Alighment

Hyun Jong YangMember IEEE, Bang Chul JungMember IEEE,
Won-Yong Shin,Member IEEE, and Arogyaswami Paulrakellow, IEEE

Abstract

Opportunistic interference alignment (OlA) asymptotigachieves the optimal degrees-of-freedom (DoF) in
interfering multiple-access channels (IMACS) in a disitéda fashion, as a certain user scaling condition is satisfie
For the multiple-input multiple-output IMAC, it was showhat the singular value decomposition (SVD)-based
beamforming at the users fundamentally reduces the usénga@ndition required to achieve any target DoF
compared to that for the single-input multiple-output IMAID this paper, we tackle two practical challenges of
the existing SVD-based OIA: 1) the need of full feedforwafdie selected users’ beamforming weight vectors
and 2) a low rate achieved based on the exiting zero-for@ry (eceiver. We first propose a codebook-based OIA,
in which the weight vectors are chosen from a pre-defined lmoale with a finite size so that information of the
weight vectors can be sent to the belonging BS with limitestiferward. We derive the codebook size required to
achieve the same user scaling condition as the SVD-baseat&@iéfor both Grassmannian and random codebooks.
Surprisingly, it is shown that the derived codebook sizehis $ame for the two considered codebook approaches.
Second, we take into account an enhanced receiver at thestadiems (BSs) in pursuit of improving the achievable
rate based on the ZF receiver. Assuming no collaborationd®st the BSs, the interfering links between a BS and
the selected users in neighboring cells are difficult to bguaed at the belonging BS. We propose the use of a
simple minimum Euclidean distance receiver operating withinformation of the interfering links. With the help
of the OIA, we show that this new receiver asymptoticallyiaebs the channel capacity as the number of users
increases.

Index Terms

Codebook, degrees-of-freedom (DoF), opportunistic fatence alignment (OIA), interfering multiple-access
channel (IMAC), limited feedforward.

The material in this paper was presented in part at the |IEE&Erational Symposium on Information Theory, Cambridgé, Muly 2012.

H. J. Yang is with the School of Electrical and Computer Epgiing, UNIST, Ulsan 689-798, Republic of Korea (E-mail:
hjyang@unist.ac.kr).

B. C. Jung is with the Department of Information and Commatiizn Engineering, Gyeongsang National University, Taung 650-160,
Republic of Korea (E-mail: bcjung@gnu.ac.kr).

W.-Y. Shin (corresponding author) is with the DepartmentCaimputer Science and Engineering, Dankook University,gfod48-701,
Republic of Korea (E-mail: wyshin@dankook.ac.kr).

A. Paulraj is with the Department of Electrical Engineerigganford University, Stanford, CA 94305 (email: apau@ajanford.edu).


http://arxiv.org/abs/1310.2028v1

SUBMITTED TO IEEE TRANSACTIONS ON SIGNAL PROCESSING 2

I. INTRODUCTION

Interference alignment (IA) [1], [2] is the key ingrediemt &chieve the optimal degrees-of-freedom
(DoF) for a variety of interference channel models. The eoional IA framework, however, has several
well-known practical challenges: global channel statenmifation (CSI) and arbitrarily large frequency/time-
domain dimension extension. Recently, the concept of dppmtic interference alignment (OIA) was
introduced in [3], [4], for theK-cell single-input multiple-output (SIMO) interfering rtiple-access
channel (IMAC), where there are ond-antenna base station and users in each cell. In the OIA
scheme for the SIMO IMACS (S < M) users amongst th&’ users are opportunistically selected in
each cell in the sense that inter-cell interference is aligat a pre-defined interference space. Even if
several studies have independently addressed one or a fie pfactical problems (see [5], [6]), the OIA
scheme simultaneously resolves the aforementioned isSpesifically, the OIA scheme operates with
i) local CSI acquired via pilot signaling, ii) no dimensiortension in the time/frequency domain, iii)
no iterative optimization of precoders, and iv) no coortimabetween the users or the BSs. It has been
shown that there exists a trade-off between the the acHeu&tF and the number of users, which can
be characterized by aser scaling conditiorjd], [7], [8]. Similarly, the analysis of the scaling conidit
of some system parameters required to achieve a targetriperice have been widely studied to provide
a remarkable insight into the convergence rate to the tgrgdbrmance, e.g., the user scaling condition
to achieve target DoF for the IMAC [3], [4], [7], [8], the s@ay condition of the number of feedback
bits to achieve the optimal DoF for multiple-input multippeitput (MIMO) interference channels [9],
[10], and the codebook size scaling condition to achievetéinget achievable rate for limited feedback
MIMO systems [11]-[13]. For the SIMO IMAC, the OIA scheme agytotically achieved< S DoF, for
0 < S < M, if the number of per-cell usersy, scales faster than SNIR "V [4], where SNR denotes
the received signal-to-noise ratio (SNR). Note that thenogit DoF is achieved whefy' = M.

For the MIMO IMAC, where each user has antennas, the user scaling condition to achiéug
DoF can be greatly reduced to SNRVS~%*! with the use of singular value decomposition (SVD)-
based beamforming at each user, by further minimizing theegging interference level [7]. However,
to implement the SVD-based OIA with local CSI and no coortiora between the users or the BSs,
each beamforming weight vector is computed at each usertherdinformation of the selected users’
weight vectors should be sent to the corresponding BS forctierent detection. In addition, although
the OIA based on the zero-forcing (ZF) receiver at the BSauficeent to achieve the optimal DoF, its
achievable rate is in general far below the channel capaaitg the gap increases as the dimension of
channel matrices grows. In this paper, we would like to ams¥ve aforementioned two practical issues
of the SVD-based OIA.

In recent cellular systems such as the 3GPP Long Term Ewaljfi4], each selected user should
transmit an uplink pilot (known as Sounding Reference Sign@GPP systems) so that the corresponding
BS estimates the uplink channel matrix, which is widely ugmdchannel quality estimation, downlink
signal design assuming the channel reciprocity in timestivi duplexing (TDD) systems, etc. The effective
channel matrices rotated by the weight vectors should atsknown so that the BSs perform coherent
detection—the matrices can be acquired by the BSs throutlereof the following two methods: i)
additional dedicated time/frequency pilot (known as Deniation Reference Signal in 3GPP systems
[14]), where the pilots are rotated by weight vectors [13F][and ii) limited feedforward of the indices
of the weight vectors (as included in Downlink Control Infaation Format 4 [17]). For the first method,
however, the system capacity can be degraded as the numissiesfted users increases due to the
increased pilot overhead [18], [19]. For a reliable trarssiain, the length of pilot signaling also needs
to be sufficiently long [20], [21]. Furthermore, in cellulaetworks, long training sequences or disjoint
pilot resources for all users in each cell are required tadatlee pilot contamination coming from the
inter-cell interference [22]. For these reasons, prakciommunication systems such as the 3GPP standard
allow highly limited resources for uplink pilot. On the othleand, the second method using the limited
feedforward is preferable especially for the MIMO IMAC iretkense that feedforward information can be
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flexibly multiplexed with uplink data requiring no additiahpilot resource. Several studies [18], [19], [23]
have addressed the same issues on the feedforward of thatweigfors for multiuser MIMO systems,
and have proposed the design of codebook-based precodimnigesa

In the first part of this paper, we introduce a codebook-ba&®&d scheme, where weight vectors
are chosen from a pre-defined codebook with a finite size dughinformation of the weight vectors
of selected users is sent to the corresponding BS via linfeedforward signaling. Two widely-used
codebooks, the Grassmannian and random codebooks, areSuspdsingly, although the granularity of
the Grassmannian codebook is higher than that of the randal®book for a given codebook size, our
result indicates that for both codebook approaches, thebmk size, required to achieve the same user
scaling condition as the SVD-based OIA case, coincides. dlso shown that the required codebook size
in bits increases linearly with the number of transmit antenand logarithmically with the received SNR,
i.e., the required codebook size scalesdsg, SNR.

In the second part, we propose a receiver design at the BSarguip of improving the achievable
rate based on the ZF receiver. The design is challengingeirséimse that local CSI and no coordination
between any BSs are assumed, thus resulting in no availadoleniation of the interfering links at each
BS. Thus, the maximum likelihood (ML) decoding is not possiat each BS since the covariance matrix
of the effective noise cannot be estimated due to no infaomaif the interfering links. We propose the
use of a simple minimum Euclidean distance receiver, whaeeeML cost-function is used by assuming
the identity noise covariance matrix, which does not regjuiformation of the interfering links. We show
that this receiver asymptotically achieves the channehdfpas the number of users increases.

Simulation results are provided to justify the derived uged codebook size scaling conditions and
to evaluate the performance of the minimum Euclidean digtaeceiver. A practical scenario, e.g., low
SNR, small codebook size, and a small number of users, is tate account to show the robustness of
our scheme.

The remainder of this paper is organized as follows. Sedlibtescribes the system and channel
models and Section ]Il presents the proposed codebooldb@b® scheme. Section IV derives the user
and codebook size scaling conditions of the proposed Ol&rsehalong with two different codebooks
and Section V derives the asymptotic performance of thermim Euclidean distance receiver. Section
VIlperforms the numerical evaluation. Section]VIl summesizhe paper with some concluding remarks.

Notations:C indicates the field of complex numbe¢s)" and(-)" denote the transpose and the conjugate
transpose, respectivell;, is the (n x n)-dimensional identity matrix.

1. SYSTEM AND CHANNEL MODELS

Consider the TDD MIMO IMAC withK cells, each of which consists of a BS witli antennas and/
users, each havinf antennas, as depicted in Hig. 1. It is assumed that eachexlieser tran_smits a single
spatial stream. In each cel; (S < M) users are selected for uplink transmission. Héjrj € CMxL
denote the channel matrix from usgin theith cell to BSk. A frequency-flat fading and the reciprocity
between uplink and downlink channels are assumed. EacreatermﬁH’ﬂ is assumed to be an identical
and independent complex Gaussian random variable with mean and variance/L. Userj in the
ith cell estimates the uplink channel of its own IirﬂI,,[j’”] (k=1,...,K), via downlink pilot signaling
transmitted from the BSs; that is, local CSI is utilized a$6h Without loss of generality, the indices of
the selected users in each cell are assumed td be., S) for notational simplicity. Then, the received
signal at BS; is expressed as:

ZH[J [4,4] [zg+ Z ZH[km [k,m] km]_i_zh (1)

k 1,k#im=1

inter-cell |nterference
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Fig. 1. The MIMO IMAC model.

wherewl] € Ct*! andz!*7! are the weight vector and transmit symbol with unit averageegy at user
j in the ith cell, respectively, and; € CM*! denotes the additive white Gaussian noise atiB®ith
zero mean and the covariandgl,,.

IIl. PROPOSEDCODEBOOK-BASED OIA: OVERALL PROCEDURE

The proposed scheme essentially follows the same procedutkat of the SVD-based MIMO OIA
[7], [8] except for the weight vector design step. For the ptateness of our achievability results, we
briefly describe the overall procedure for all the steps.

A. Offline Procedure - Reference Basis Broadcasting

The orthogonal reference basis matrix at B&o which the received interference vectors are aligned,
is denoted byQ;, = [qr1,...,dwar—s] € CM*M=9_ Here, BSk in the kth cell ¢ € {1,...,K})
independently and randomly generaigs,, € CM*! (m = 1,...,M — S) from the M-dimensional
sphere. BSk also finds the null space df);, defined byU, = [u,...,ug] 2 null(Qy), where
u;,; € CM*! is orthonormal, and then broadcasts it to all users. Notettha process is required only
once prior to data transmission and does not need to charigeegpect to channel instances.

B. Step 1 - Weight Vector Design

Let us denote the codebook set consistingvgfelements ag; = {c, .. ,cn, }, wherecy, ... ey, €
CL*! are chosen from thé-dimensional unit sphere. Then, the number of bits to regmas; is denoted
by n; = [log, N;]. Let w7l denote the weight vector at usgrin the ith cell. Each user attempts to
minimize the leakage of interference (LIRY~! defined by [4], [7]

= 3 otmpal] - ekl @
k=1,k=i

where Gl is the stacked interference channel matrix given by

o N T N T . oNTT
Glidl 2 [(UlHH[f’ﬂ) . (Ui_lHHEZ_Jl}) ’ <Ui+1HH£Z+j1}> e (UKHH[;{’JD } . 3)
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Let us denote the SVD ofli) by Gliil = Eliilxliivii" whereEll ¢ C-DSXL and Vil ¢ CExE
are left- and right-singular vectors 6§"7], respectively, consisting df orthonormal columns, ang!*/! =
diag <a£””, e ,aE’ﬂ) Here,o!.’! denotes thenth singular value oG}, wheres!”! > ... > 5"l Then,

CNH |?
(v%’”) Cn

is the Lth column of Vi1, denoted byv%’j], and this precoding is subject to the SVD-based OIA.

wltil is obtained fromw!7] = arg max; <, <, . Clearly, the weight vector minimizing'~!

C. Step 2 - User Selection

Each user reports its LIF metric inl(2) to the correspondir) Bnd then each BS selecisusers,
having the LIF metrics up to théth smallest one, amongst users in the cell. Subsequently, each
selected user forwards the indexwf"/! in the codebook to the belonging BS.

D. Step 3 - Uplink Transmission and Detection

If all the selected users transmit the uplink signals sieamdbusly, then the received signal at BS
given by [1). As in the SVD-based OIA [7], the linear ZF detewtis sufficient to achieve the maximum
DoF. The decision statistias at BS+ is obtained from

r; = [Ti,l, cee ,Ti,S]T = FiHU?}’u 4)
whereF; € C°*% is the ZF equalizer defined by
Fi = [fi,la ) fi,S]

_ H
= <[UiHHZ[i,1]W[i71}7 o ’UiHHZ[i,S]W[i,S]} 1)
Note that multiplyingU," to y; cancels interference aligned@t. The achievable rat&l"7! is then given
by

y y SNR
REI=1]o (1 + SINRM) =logy [ 1+ —F5—— ], 5
- P\ P ©

where SNR=1/N; and [ 2 57 5™ ‘fi,jHUiHHEk’m}W[k’m} “SNR.

Figure[2 illustrates the principle of the proposed sigrgafor K = 2, M = 3, andS = 2. If interference
H"wlkml in (@) is perfectly aligned to the interference bals i.e., H"wlkml ¢ spar{Q;), then
interference inr; of @) vanishes becaus&/'H!""wlkm — 0. As illustrated in Fig.[2, the value
||U?HE’"”’”}w["“”]||2 represents the amount of the signal transmitted from usén the kth cell to BS
7 that is not aligned to the interference reference b@gisThis misalignment becomes higher than the
SVD-based OIA case, due to the finite codebook size.

V. ACHIEVABILITY RESULTS

It was shown in [7] that using the SVD-based OIA scheme leada tomparatively less number of
users required to achieve the maximum DoF in the MIMO IMAC ®lodh this section, we derive the
number of feedforward bits required to achieve the sameesahility as the SVD-based OIA case in
terms of the DoF and user scaling condition when two diffetgpes of codebook-based OIA schemes,
i.e., the Grassmannian and random codebook-based OlAsisate

In our analysis, we use the total DoF defined as [1]

nOSYY Rl
op_ i D1 T
SNR—oo  log, SNR

)

where RI“ is the achievable rate for usgrin the ith cell and SNR= 1/Nj.
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Fig. 2. The codebook-based OIA wheke=2, M =3, S = 2.

BS 2

A. Grassmannian Codebook-Based OIA

We start with the following three lemmas which shall be use@gtablish our main theorem.
Lemma 1:For any given codebook, the LIF metri¢~’! in (@) is upper-bounded by

y ;a2 9 a2
n[zmﬂ S 0-%7]] _|_ d[Z7]]2O-:[L27J} , (6)
wheredl"! is the residual distance defined by
.. L2
Al — \/1 _ )W[mHV[Lw} %

and o'z’ is the mth singular value of the stacked interference channel matr{(3).

Proof: Since v%’j] is isotropically distributed over thé-dimensional sphere with identically and
isotropically distributed (i.i.d.) complex Gaussian chahmatrices [24], the weight vectev"/] chosen
from a codebook can be written bylidl = /1 — dleal*v I 4 dlidlglidl [13], [25], where0 < di9” < 1
accounts for the quantization error ahéV! is a unit-norm vector i.i.d. over nu(lv%’ﬂ) Then,n! in
(2) is bounded by

2
plid] = H 1 — PGV gl gLl

< (1 — did?) Gl i) [relrtik
a2 9 a2
<oy +d o ®)
where [8) follows fromHG‘JW]tW]H2 < ¢/"1” for any unit-norm vectot4!, which proves the lemmam
Now, we further bound the LIF metric for the Grassmannianetmk as follows.
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.. .. ;12 ;12
Lemma 2:By using the Grassmannian codebogk;! is further bounded byl! < ol"/1" 1 510717
wherev; denotes the number of feedforward bits given by

1\ V@D
= () ©

and Ny is the number of elements in the codebook set.
Proof: The Grassmannian codebo@kis the set of codewords chosen by the optimal sphere packing
for the L-dimensional sphere; namely, the chordal distance of amydwadewords is all the same, i.e.,

\/1— |cZ-ch|2 = d for anyi # j andd > 0. Based on this property, the Rankin, Gilbert-Varshamod, an
Hamming bounds on the distance of the codebook give us [25], [

g 1 @w-1N, 1 \YED
i’ < i d L DN, (1 | 10
—mm{z’zL(Nf—n’ N, (10)

For largeNy, the third term of[(10) becomes dominant, thus providing ditrarily tight bound. Inserting
(10) to (6) proves the lemma. u
From Lemmd_R, we also have the following lemma. N
Lemma 3:For the Grassmannian codebook, it follows that! < Ugé] where

P2 i 12 i 12
ngg} _ { Clufd AT U[L’J] <1+ 5)1@0% 7]

1 (11)
CQJ%’” )2 otherwise

for any constanty > 0 independent of SNR. Her&); = (2 + ) and Cy, = (1 + 1/(1 + 9)); thus,
1<0y <2

Now we are ready to show our first main theorem, which derivestumber of feedforward bits,
required to achieve the same user scaling condition as th2-l&éed OIA case, for the proposed OIA
with Grassmannian codebook.

Theorem 1:The codebook-based OIA with the optimal Grassmannian cumle8; [24] achieves the
user scaling condition of the SVD-based o1ATif

ny = Q (Llog, SNR) bits. (12)

Moreover, under the condition (1.2S DoF are achievable with high probability N = w (SNR<K‘1)S‘L+1).
Proof: Let us start from showing the following simple bound on SINRin (G):

SNR/ ||

&)
SINR?! > =2 nt

(13)

2 ..
where [0 & 578 S LUZ-”HLWWW ‘ SNR. Suppose that’] < ¢ for some constant > 0
independent of the received SNR so that each user achievesd-1HY this principle, we obtain a lower
bound on the achievable DoF for the codebook-based OIA as>béFs - P, where

— OO

P = _lim Pr{f[i’j] < e Vuserj and BSi,j € S {1,...,5},ic K2 {1,...,K}}. (14)

From the fact that the sum of received interference at allBBs is equivalent to the sum of the LIF
metrics [4], [7], i.e.,
K

SO

i=1 k=1,ke#i m=1

9 K S
DHWE a9
i=1 j=1

'We use the following notation: if(z) = O(g(z)) means that there exist constadts andm such thatf(z) < Mg(z) for all z > m.
i) f(z) = o(g(z)) means thatlim Z&5 = 0. ii)) f(z) = Qg(x)) if 9(z) = O(f(x)). V) f(z) = w(g(2)) if glx) = o(f(x)).
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we can boundP as

K
Pl PN <]

i=1 j=1
¢eSNR™!
K S2

> lim Pr{ gl <

SNR— oo

Vi € K,Vj es}. (16)

At this point, let us choosé/; such thatV;/“~" > SNR* for 5 > 0, i.e.,

ny =logy Ny > (14 7)(L — 1) log, SNR 17)
resulting in [(I2). From[{9) and_(17), is bounded by
vy = N7/ < SNRTUH), (18)

Now we consider the LIF-overestimating modification by gsihe upper bounfz}”] in Lemmal3. From
plidl < pll and [I8), we have

. [4,4] ESNR_l
P> Sl\}ll:{r—r>loo Pr{nGC < N Vie K,Vj €S8 (19
2 PGC = SI\%IRIE Pr{ |:nGC S KSZ 7\VI'L € IC7V] € S
&[a“ﬂ >(1+ 8ol Vie K,V e N2 {1, N}] } (20)
From the principle RtA N B) = Pr(B) — Pr(A°N B) for sets.A and BB, (20) can be rewritten as
Poc=_lim _ Pr{ 1% > (1 1 8)wyol i € K,V € N} (1)
2,
B ij]_ €SNR™!
Sl\}ll?r—r>loo Pr{ {there exist less thaf users per cell such thazf3 < 7T

& [aﬁﬂ > (14 6ol Wi e K,V e /\/] }

S—1 1 m
) . N i) €SNR [i,5]2 [i.5]2
= — § P < + < gt
SI\}IRrrlﬁoopc SI\}II:QIEOO _0< m ) [ r{n KS? & (1+9)vsoy oL

2 eSNRY ) 1V
x {Pr{(H(s)y ol < Gl g RS < ol H (22)
ap

> : o mp N—m

> gl SNI%&OOZ TR @)
where [22) follows from the fact that the statistics of easleruis independent of each other, ahdl (23)

; i1 N i

follows from Pr{nG”] < 512‘5; & (1+96)vy a{ 7 < gl } <land{ . |= Z,(N : < N

For the rest of the proof, we show that(23) tends to one uneeaio condltlons. In Appendix A, we
first show that for giveny > 0 andd > 0, it follows that

Jim po=1, if N = 0(5NR<1+5 (=15~ L+1>> where 3 < .
— 00
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Now we show that the second term &f (23) tends to zero as the fBbifRases. From the fact that
PH{[A < B]&[C < B|} = PH{[A < B]|A > C}PH{A > C}+PH{[C < B||A < C}PH{A < C} for random
variablesA, B, andC, the probabilityP, can be written as

}2

(1+ 8)vsor”

y y SNR™*
P, :Pr{(l + 6ol < gl P> < } p!

— (LK S? ¢

]2

eSNR™! ij)2 _ €SNR ,
PI’{ N (14 0)vpo;” < CKS? (1=1p))

[7’7]
>0y

. .9 . .
wherep, = Pr{(l + )vyol I > ﬁ}_ From [18), for any given channel instance, we have

Cr K S?
i.412 SNR!
lim pj, < _lim Pr{(1+5)SNFr<1+V>a£’ﬂ > }

SNRSoo” © ~ SNR-oo — (K52
Y )2 o €SNR _
= Do Pr{“l ST e o2l

which results in

SNR™* a2
lim P,= lim Pr{6 <O‘%ﬂ }

SNR— oo SNR— oo
From [27, Theorem 4], we have

eSNR™ ;2
Pr < ol
{@KS? = }

Y
—1— € ¥ v
1 a(CgKS2) SNR™ +0(SNR™), (24)

wherey = (K —1)S — L +1 anda > 0 is a constant determined by, S, and L. Applying (24) to [23)
yields

S—1 Wb N—m
€
> > i — 1 ml]_ ¥ Y .
P > Poc > Sl&gmpc SNlégloo E_O N [1 a <02 52> SNR™ + 0 (SNR™ )] (25)

For given~y and 0 < 8 < ~, let us chooseN = O (SNRIFAWK-DS=L+D) " Then, from [24), it
follows that limsnreoo po = 1. On the other hand, the second term bf](25) tends to zero becau

N—m

W
N™ increases polynomially with SNR for givem while [1 -« (W) SNR™ + o0 (SNFW”)}

decreases exponentially with SNR. Th@tends to one, which means th&atS DoF are achievable.

As assumed earlier, note that our analysis holdssfer v. However, it is obvious that assuming either
the conditionN = O SNR<1+5)((K‘1>S‘L“)> foranyf >~y orN =w (SNR<K‘1>S‘L+1 leads to the
same or higher DoF compared to the case(fot 5 < ~, due to the fact that increasiny for given

ny and SNR values yields a reduced LIF and thus an increasedvatité rate for all the selected users.
Since the maximum achievable DoF are upper-bounded byfor given S, the last argument indicates

that K'S DoF are achievable if; = Q(Llog, SNR) and N = w <SNR<K—1)S_L+1), which completes the

proof. [ |
Theoren( 1 indicates that; should scale with SNR so as to achieve the target DoF undesaimne
user scaling condition as the SVD-based OIA case, and tbat {i7), no more feedforward bits than
(14+v)(L —1)log, SNR are indeed required. The derived scaling condition is proportional té and
log, SNR, which is consistent with the previous results on the lmemof feedback bits required to avoid
performance loss due to the finite codebook size in a varietynited feedback systems [9], [13], [24].
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B. Random Codebook-Based OIA

For a random codebook scenario, each elemegnof C; (n € {1,..., N;}) is chosen independently
and isotropically from the.-dimensional sphere. The following second main theoremwshbat the same
user scaling condition as the Grassmannian codebook-lfalkedase is obtained even with the random
codebook-based OIA.

Theorem 2:The codebook-based OIA with a random codebook achigug€foF with high probability
if N =w(SNRE-DILH1) andn; = Q(Llog, SNR) bits.

Proof: Since equationg (13)=(116) also hold for the random codelappkoach, we only show that
P in (I4) tends to one under two conditions= w <SNR<K‘1>S‘L+1) andn; = Q (L log, SNR). Unlike
the Grassmannian codebook, the residual distaffcé in (7) is now a random variable and thus is
unbounded. Note that the cumulative density function (CBF}he squared chordal distance between
any two independent unit random vectors chosen isotrdpiram the L-dimensional sphere is given by
B(L —1,1), where3(z,y) fO t7=1(1 — t)v~1dt is the beta function [13]. Sincél“/* for the random
codebook is the minimum oW, mdependent random variables with distributief. — 1, 1), the CDF of
1% is given by

pridil® <2b —1- (1-2471)". (26)

Now, let us again consider the following modification for givchannel instance:

i) if di/* < SNR-+Y) for all i andj, then the same LIF-overestimating modification as the @rass
nian codebook case is used, where the LIF values are replatedheir upper bounds. Specifically,

from Lemmall, we shall use the following upper bound:gn!:
. P2 P o a2
ig_ [ Cad® ol it o <(1 4 6)dlo o) 27)
- o
RC Cyo” otherwise

for any constant’ > 0 independent of SNR, wher@; = (2 +¢’) andCy = (1 +1/(1 + ¢")); thus,
1<0, <2,

i) otherwise, i.e., ifdli/1” > SNR™) for anyi or j, then we drop the case by assuming 0 DoF for
this case.

Let us define the everi® as
D= {d* <SNRO™) Wie K={1,...,K},¥j e N ={1,...,N}}.

From lii) < 59l we have

P> lim Pr{ gl < ViekK,VjeS={1,...,8

eSNR! }
SNR-s00 - K&5?

> Prc 2 lim Pr{D} - Pr

SNR— oo

ol eSNR™!
<7
- KS?

From (26) and the inequalityl — z)¥ > 1 — zy for any0 < z < 1 < y, we have

Prib} = (1 - (1 - (SleH))L—I)Nf)KN

N
>1- KN (1 - SNFr<1+’Y><L—1>) " (28)

NVie Vi es

)

Let us chooseN such thatN scales polynomially with SNR. IWf scales faster than SNJR” (Z-1)

then the second term df (28) vanishes as the SNR increasesy — SNR (= ”) decreases
exponentially with SNR whileV increases polynomially with SNR.
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Now recall that for the Grassmannian codebook appradch’, is bounded bylli/> < 1, < SNR(+)
along with the choice ofiy > (14 v)(L — 1) log, SNR, and that our achievability proof is based on the
upper bound on the LIF metric ih_(IL1). B holds, then the upper bound in_{27) is identicalltadl (11), and

thus it is not difficult to show that itV = O <SNR<1+B)((K‘1)S‘L“)> for any0 < 3 < ~, then

. [4,5] ESNR_1

SI\}IRIEOO Pr{nRC S K52

as shown in[(I9)E(25). From (28) and29), choosing the twaditonsn; = log, Ny > (1 + v)(L —
1)log, (SNR), i.e., n; = Q(Llog,(SNR)), and N = O (SNR<1+6)((K‘1)S‘L+1) for any 0 < § < ~,
the probability Prc tends to one for increasing SNR. Note that taking the limit\ofpolynomially

increasing with SNR comes merely from the strict conditidnZa Since increasingV for given ny
lowers the LIF and thereby increases the achievable ratedoh selected useF, tends to one for any
N = w ( SNRE-DS=L+1) "which completes the proof. |

Interestingly, Theorernl 2 indicates that the requirgdor the random codebook is the same as that for
the Grassmannian codebook. This is an encouraging reswgk sinalytical construction methods of the
Grassmannian codebook for large have been unknown, and even its numerical constructioniresju
excessive computational complexity. We complete the aehiéty discussion by providing the following
remarks.

Remark 1 (Random vs. Grassmannian codebobk}the previous work on limited feedback systems,
the performance analysis has focused on the average SNIR avénage rate loss [28]. It has been known
that the Grassmannian codebook outperforms the randonbooklien the average sense. However, in our
OIA framework, the focus is on the asymptotic performanceif@reasing SNR, and it turns out that
the asymptotic behavior is the same for the two codebookaagpes. In fact, our result is consistent
with the previous work on limited feedback systems (see)[28here the performance gap between two
codebooks was shown to be negligible as the number of fekdiitcincreases.

Remark 2 (Comparison to the MIMO broadcasting chann&Rr the MIMO broadcasting channel with
limited feedback, where the transmitter hasantennas employing the random codebook, it was shown
in [13] that the achievable rate loss for each user, denoyedh B, coming from the finite size of the
codebook is given byA < log, (1 + SNR-2-/(L=D) Thus, to achieve the maximum DoF for each
user, or to make the rate loss negligible as the SNR incretisegerm SNR 2-"//(:=1 should remain
constant for increasing SNR. That is; should scale faster thail — 1) log, SNR. Although the system
model and signaling methodology under consideration dferdnt from our setting, Theorem$ 1 apd 2
are consistent with this previous result.

Vi € K,Vj ES’D} =1, (29)

V. ASYMPTOTICALLY OPTIMAL RECEIVER DESIGN AT THE BSs

While using the ZF receiver is sufficient to achieve the maximDoF, we study the design of an
enhanced receiver at the BSs in pursuit of improving the esclfile rate. Recall that each BS is not
assumed to have CSI of the cross-links from the users in tier aells, because no coordination between
BSs is assumed. In this section, the main challenge is thaetode the desired symbols with no CSI
of the cross-links at the receivers. For convenience, leeusite the received signal at BSin (1) as

K S
yi=H %+ Y Y HM bl g, (30)
k=1 ki m=1
where H\” £ Hl[i’l]w["vl],...Hl[i’s]w[i’sq e CM*S andx; £ [261,... 268" € 5. The channel

capacitylc is given by [30]

Ie — log, det [ R=V2H© (A©) R-V2 1 T
C ng € c 7 1 c + M 9 (31)
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where
K

s
H
R.= Z Z B o] (Hz['k’m}w[k’m}) + Nolns, (32)
k=1 ki m=1

which is not available at BS due to the assumption of unknown inter-cell interferindkéinThe channel
capacity/c is achievable with the optimal ML decoder

M = arg min ( H( ) ) R;! (yi — I:IZ(-C)X) , (33)
which is infeasible to implement due to unknowR). After nulling interference by multiplyindJ;, the
received signal is given by

K S
yi = Ully; = Hx; + Z Z U?HEk’m}W[k’m}x[k’m] + Ul'z;, (34)
k=1,ki m=1

-~

g

z;

whereH, £ UHH Wyl UHH WSlwlisl| e C9%S andz, € C*! represents the effective noise. Let
us denote the covariance matrlx of the effective noise afiterference nulling by

RAE{zzZ }

H
Z Z U?Hgk,m]w[hm] (U?Hl[k,m]w[hm]) + NI, (35)

k=1,k#i m=1

Then, the ML decoder for the modified chanrlell (34) becomgsnin, <5ri — ﬂp{) R! < — H; x)

which is also infeasible to implement since the teHﬁHEk’m}w[’“m] (ke{l,....i—1,i+1,...,K},
m € {1,...,S5}) is not available at BS.

As an alternative approach, we now introduce the followingimum Euclidean distance receiver after
interference nulling at BS:

HX

E (36)

X; = arg, min ’

It is worth noting that the receiver in_(B6) is not univergatiptimal sinceR is not an identity matrix
for given channel instance. Now, we show the achievable rated on the use of the receiver inl(36).
The maximum achievable rate of any suboptimal receiveerred to asmismatch capacity31], [32], is
lower-bounded by the generalized mutual information, eéefias [31], [32]

Iowmi = sup (), (37)

6>0
where
Q(yilx:)’
E [Q(}N’Hxi)@‘yi,ﬁz}
andQ(y;|x;) is the decoding metric expressed in probability. The foll@pMemma characterizes the GMI
of the decoder with mismatched noise covariance matrix.

Lemma 4:Consider the modified channél (34) and the decoding mettic mismatched noise covari-
ance matrixR, given by

1(0) 2 E |log,

(38)

Q(yilxi) = exp (—(S’i - I:Iixi)HR_l(yi - I:szz)) . (39)
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Then, the GMIIgy, based on the metri€(B9) is given Hy [37), whété) for given R is expressed as
I1(0) = — 4

log 2
R is given by [35), and2 £ JRH,H" + L.
Proof: See Appendix]I. u

We remark that iR = R, then it is obvious to shovigy = /(¢ = 1). In this case, using (40),(0 = 1)
can be simplified ta/(# = 1) = log, det(R™'H,;H} + I5), which is equal to the channel capacity. The
following theorem characterizes the achievable rate optioposed minimum Euclidean distance decoder.

Theorem 3 (Asymptotic capacityl:he GMI Igy of the codebook-based OIA using the minimum
Euclidean distance receiver in_{36) is given by

r(RV2RRV2) + [tr (Q—lﬁ—l (HHH + Rm tlogydet(Q2),  (40)

log 2

Tomt = sup ———tr(N; 'R) + [tr (No—ln"1 (H HY 4 R))] Flogydet(Q),  (41)

o>0 log?2 log 2

which asymptotically achieves the channel capakitif N = w (SNI%K‘l)S‘LJFl) andn; = Q (Llog,(SNR)),

whereQ)' = ON; "H;H" + I.
Proof: The decoder in[(36) is equivalent to the one that utilizesdéeoding metrioQ(y;[x;) in
(39) with R = NyIg. From Lemmd 4, the GMI based the minimum Euclidean distamoeder is thus

given by [41).
Now, we show that asV increases,/gy approachedc with increasing SNR. Recall that the user
selection and weight vector design are performed such ti@tférence is aligned to the reference basis

matrix Q; € CM*(M-5) 35 much as possible. From TheorEm 1 Bhd 2y it w ( SNRE-V9-L+1) and

ny = 2 (Llog,(SNR)), then the sum of received interference aligned’tocan be made arbitrarily small
with high probability, thereby resulting in

H""wlkbml ¢ spanfQ;) (42)

from the fact that the interference term &F¥30) is given ¥/, , ., 325 H*"Iwlkmlzleml - Since

UHH['“ mlwlkml — 0, the interference term of (84) is canceled out, and thuélﬂv&s thatR — R = NyIg.
In thls case, we have

Tom — Iy = log, det (No‘lﬂif{? + Is) . (43)

Now we prove that’g,, in (43) asymptotically achievek. Since[U;, Q;] € CM** s an orthogonal
matrix, /§,, can be rewritten as
HM)

—177H 0\
:lodeet<UZ,Q [NO Ui H (HZ ) Ui 0] '[Usz’]H—i—IM)

H
T = 1og2det< NyURRE (H(C)> UZ-+IS),

H
—1yTH %10 _
~ log, dot [ | NoT'UMHL (H ) Ui 0

0 0

— log, det DH<c H D+IM) (44)

where

NI 0

Dz[Ui,Qi]{ 0 }[UZ,Q] =N, Puu i



SUBMITTED TO IEEE TRANSACTIONS ON SIGNAL PROCESSING 14

From the fact that fronﬂEZH[km [kml can be represented as a linear combination;ef. .., q; m—s,
. in [32) is written as

K S M-SM-S
Z[k,m
R. = Z Z Z gl[,t ]quqzt + Nolys
k=1,k#4im=1 [=1 t=1
M-S M-S
= Z Z gl tqs, lqlt + N(]I]\/[

=1 t=1
M-S M-S

= &,tqi,zqﬂt + No[Qi, U] - [Q, U

=1
=1Q.U) | § oy | QU
(2 K3 0 NOIS (2] 7 9
Z[k,m] . . k,m) [k,m] - H o K S Z[k,m]
where&;;"" denotes the component coefficient -t w ON Qi iGigs &1t = D ey poti Dme1 S1t o
and
§11+ No 1,2 T §1,m-5
- §2,1 S22+ Ny -+ §o,M—5
Ev-s1 Em-s2 o Sm-sm-s+ No

Since each coefficieng;; is chosen from a continuous distributioB, has full rank almost surely, and
thus is invertible. Therefore, we get

R;Y? = [Q;, U] g _(1)/2 [Q;, U,J".
0 Ny Is
For given channel instance, &% decreasesR. "/ becomes
R_Y? — N,"2U, UM (45)
Applying the asymptotidR. '/ of [@8) to [31) finally yieldslc, which is equal tol%,, of @4). This
completes the proof. [ |

As shown in Theorernl 3, the minimum Euclidean distance receigymptotically achieves the channel
capacity even without any coordination between the BSs ersusiowever, it is worth noting that if the
interference alignment level is too low due to smilllor n; to satisfy the conditions in Theorerns 1 and
[2, then the achievable rate in_{41) may be lower than thatcbasethe ZF receiver. Thus, in small
andn; regimes, there may exist crossovers, where the achievat#deof the two schemes is switched,
which will be shown in Section VI via numerical evaluationeWonclude our discussion on the receiver
design with the following remark.

Remark 3 (DoF achievability of the optimal receiveElven with the use of the ML receiver if_(33)
based on full knowledge dR., the user ancdh; scaling conditions to achievk'S DoF are the same as
those based of the ZF receiver case, which make the amountesfarence bounded even for increasing
SNR.

VI. NUMERICAL RESULTS

In this section, we run computer simulations to verify thefgenance of the proposed two types of
codebook-based OIA schemes, i.e., the Grassmannian ashohnacodebook-based OIAs, for finite system
parameters SNRY, andn ;. For comparison, the max-SNR scheme was used, in which eattemploys
eigen-beamforming in terms of maximizing its received SNR ¢he belonging BS selects titeusers
who have the SNR values up to tls¢h largest one. The SVD-based OIA scheme in [7] is also coatpar
as a baseline method.
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Figures[B show a log-log plot of the sum-LIF (or equivalenttye sum of generating interference)
versusN for the MIMO IMAC with K =2, M =3, L =2, and (a)S = 2 or (b) S = 3. From Theorems
and[2, the system parametgrgoverns the trade-off between the achievable DoF and thebeuwf
users required to guarantee such DoF [4],E[Tt].is seen that the sum-LIF increases.agrows for any
given scheme. However, as addressed in [4], [7], note thamaller LIF does not necessarily leads to
a higher achievable rate, especially in the high SNR regimeddition, the trade-off betweem; and
the sum-LIF is clearly seen from Figl 3. Although the sum-ldfel of the codebook-based OIA scheme
decreases as; increases, its decreasing rate of the sum-LIF with resmeé{ trepresenting the slope
of the sum-LIF curve, slightly differs from that of the SVIaded OIA unless.; increases according to
increasing/N.

Figure[4 illustrates a linear-log plot of the sum-LIF versyswhen K =2, M =3, L =2, S = 2
and N = 100. As expected from Theorems$ 1 2, it is seen that the decgesste of the sum-LIF is
almost the same for both codebook-based OIA schemes, Ascreases, even with finit®’, the sum-LIF
level for both codebook-based OIA schemes becomes closetddr the SVD-based OIA.

Figured b depicts the achievable rate versus SNR wtiea2, M =3, L =2, S =2, and (a)N = 20
or (b) NV = 100. We consider the following four receiver structures for gneposed codebook-based OIA:

« Scheme 1: ZF receiver with the Grassmannian codebook (ddste

« Scheme 2: ZF receiver with the random codebook (x)

« Scheme 3: minimum Euclidean distance receiver with the <Bnrasnian codebook (solid line)

« Scheme 4: minimum Euclidean distance receiver with theaandodebook (0)

A relationship between the sum-rate for givéhand the number of feedforward bits,, is observed.
It is first seen that as; = 8, the proposed codebook-based OIA schemes closely obtaiadhievable
rate of the SVD-based OIA. It is also seen that the gain corfioigp the Grassmannian codebook over
the the random codebook is marginal. From Theoiém 3, we fethat the achievable rate based on
the minimum Euclidean distance receiver asymptoticallji@®s the channel capacity if interference
Hgk’m}w[kvm] is perfectly aligned toQ, at BS i; that is, the covariance matrix of interference [in](35),

H
S ks oy UHH o] (UHH " hwlkm]) - becomes negligible compared 16,5 due to the
fact that interference is sufficiently aligned for large In addition, it is observed that in the low to mid
SNR regimes, using the minimum Euclidean distance recdeams to a higher sum rate than the ZF
receiver case even for practicAl. However, as the SNR increases beyond a certain point,in.e¢he
high SNR regime, the covariance matrix of interference beeodominant, thus yielding a performance
degradation of the minimum Euclidean distance receiverti@mother hand, since the ZF receiver has no
such limitation, its achievable rate increases with SNR.dnsequence, for giveN, there exist crossovers,
where the achievable rate of the two schemes is switched.fltrihermore seen that whe¥i increases,
these crossovers appear at higher SNRs, because our sgskess affected by the covariance matrix of
interference owing to a better interference alignment.

Figure[6 shows a log-linear plot of the achievable rate \@uvhen K =2, M =3, L =2, S = 2,
SNR=20dB, and:; = 6 when the random codebook is used. As shown in Thedlem 3, &8 that the
GMI of the codebook-based OIA using the minimum Euclideastatice receiver asymptotically achieves
the channel capacity a¥ increases. On the other hand, the achievable rate of thébocokdased OIA
using the ZF receiver exhibits a constant gap even in |afgegime, compared to that of the minimum
Euclidean distance receiver. This observation is congistéh previous results on the single-user MIMO
channel, showing that there exists a constant SNR gap bettheechannel capacity and the achievable
rate based on the ZF receiver in the high SNR regime.

2While the sum-LIF withS = 1 is lowest compared to the cases with= 2 and S = 3, the case withS = 1 provides the smallest
achievable DoF. For more discussions about optimidngve refer to [7].
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Fig. 3. The sum-LIF versu®/ whenK =2, M =3, andL =2. (@) S =2. (b) S = 3.
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Fig. 4. The sum-LIF versus; whenK =2, M =3, L =2, 5 =2, andN = 100.

VIlI. CONCLUSION

For the MIMO IMAC, we have proposed two different types of ebdok-based OIA methods and
analyzed the codebook size required to achieve the samescakmng condition and DoF as the SVD-
based OIA case. We have shown that the required codebookssaémg is the same for both of the
random and Grassmannian codebooks. In addition, we hawensti@mt the simple minimum Euclidean
distance receiver operating even with no CSI of inter-cg#iifering links achieves the channel capacity as
N increases. Numerical examples have shown that it suffigeinite », to almost obtain the achievable
rate of the SVD-based OIA, e.g., the case whefe= 8 and L = 2, and that the minimum Euclidean
distance receiver enhances the achievable rate based @i tleeeiver especially in the low to mid SNR
regimes.

APPENDIX |
PROOF OF(24)

By usingr; < SNR™*7) in (A8), p. defined in[(21L) can be lower-bounded by
pe > Pr{ 1% > (1 4 §)ol i SNR-0H) i € K, j eN}

[i.4]2 KN
(Pr{a[ a<( +6)‘1SNR1+’Y}> , (46)
(25

where [46) comes from the fact th@t"7! is mdependent for differentor j, and thus their singular values
are independent for different users. Note tﬁ?& is the condition number ofl71"Gli7l. At this point,
we introduce the folIowmg Iemma on the CbF of the conditiammber.

Lemma 5:The CDF of"1 i —=, denoted byF.(z), is lower-bounded by

wherep is a constant determined by, S, and L.
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Proof: Since each channel coefficient is assumed to be chosen frcmntm]m:ous distributionG!7!
has full rank almost surely [33] Moreover, assuming that— 1)S > L, GIl "Glidl s the full-rank
central Wishart matrix, i.e. G Gl ~ ¢W;, (K —1)S,1;). Using the high-tail distribution of the

complementary CDF in [34, Theorem 4], the CDF is bounded &Y, (#herep = (Zle ffzuz)- Here,x; =

1(1—1)/2 0 _1)S—
((I((I))W and M = fO )\g(K s L+1)9L 1,(K-1)S <)\1>d)\1) Where)\l - 01 and gL—l,(K—l)S(') de-

notes the distribution of the largest eigenvalue of a redWishart matrixG ~ CW;,_; (K —1)S,1,_;).
Thus, p is determined only by<, S, and L. [ |
Now, from Lemmdb,[(46) is further bounded by
Do <1_p(1 n 5)(K—1)S+L—1SNR—(l—i—fy)((K—l)S—L—l—l))
>1-pKN(1+ 5)(K—l)S+L—1SNR—(1+7)((K—1)S—L+1)’ (48)
where [(48) follows from(1 — z)¥ > 1 — zy for any0 < x < 1 < y. Therefore, if N scales slower than

SNRIFNE=DS=L+D) for given~, i.e., N = O SNR“*ﬁ)((K‘l)S‘L“)) wheres < ~, thenlimsnr_ e Pe —
1 for any givend, which proves the argumerit (24).

KN

APPENDIX I
PROOF OFLEMMA [4]

Let us first consider the numerator of the logarithmic tern{38) as follows.

E [log2 Q(yi|Xi)6|ﬁi] _

logQE [(S’z - ﬂixi)HR_l(yi - ﬂzxz)}ﬁz]
- - ) Rz
og?2

] . .
= ———tr((R"/’"RR™/? 49

where [49) follows fromE|[zHAz] = tr(A/?2RA'/?) for any random vector with F{zz"} = R and
E{z} = 0 and for any conjugate symmetric matri. .

Let us turn to the denominator of the logarithmic term [in](3Bre, given thatH, and y; are
deterministic, the expectation is taken ower Sincex; is an.S-dimensional complex Gaussian random
vector, i.e., the probability density function &f is given by1/7 exp (—||x;||?), we have

E [Q(f’ﬁxi)e‘f’uﬁi]
- ~ N - 1

_ / exp (—Q(yi ~Hx)R s ) g exp (— ) dx,

_ L /exp )P R — Hix) — [xi]?) dx,

=3 /exp (—A) dx;. (50)
Here, A can be further expressed as

A2 0y — Hx) "Ry — Hixi) + [|xi|?
= xH(PH"R'H; + Is)x, — 0y R'Hx; — 0x""H'R 'y, + 03" R 'y, (51)

Letting Q = ¥H"R'H; + I, it follows that

A=~ oy + oRy - sicroy, (52)
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whereC is given byC = Hﬂ_l/zflfff{—l, which comes from the equivalence 6f51) ahd] (52). Now let
us further simplify the last two terms df (52) as
o5"R "y, — yHCHCy, = oy" (R— _GRTEOQ HIR- ) ¥,
= gy"R /2 <IS — RV?H,Q FI{'R‘”2> R /%y,

Without loss of generality, it follows thaR—'/2H, = ®AT", where® € C5° and T € C5*5 are
orthogonal matrices and is an (S x S)-dimensional diagonal matrix. Then, we get

Q= 0H'R'H; + Is = T (0A* + 1) T (53)
Inserting [53) toR~"/2FL,Q HI'R-V/?2 gives us

RVHQ TH'R Y = A% (0A° +15)

(I)H
which yields
0y;R™'y, - y'C"Cy, = 03/R @ (Is — OA? (DA? + Tg) )<I>HR—1/2~
= gy"R 2@ (AA? + 1) @R V%, (54)
A A PRV -1
= 9}7?1:{—1/2 <9R_1/2H2‘H;—|R_1/2 + IS) R 1/2}72
L~ N 1
=03t ((ELEY+R) 3,
= QyHQ 1R i, (55)

where [54) follows immediately from evaluating the diagdeams, and[(55) follows frorf2 £ ¢R~H,HH+
Is. Inserting [(5b) and(52) td_(50) gives us

E [ (yi‘xi)g‘yiaﬂi}

L oo

Q2 x;—Cy;
1P ~1/2 ~
:—exp< Oy IR y2> exp —HQ x; — Cy;
s

—Hyz Q'R yl) dx;

2
) dXi

_ W—lsexp( o5t 1R-1yi) 75 det (Q‘l) (56)
— exp ( _o5HQ IR y,) det (271, (57)
where [56) follows from the fact that fot, m € C5*! and conjugate symmetrid, B € C5*%,
/exp (—(Ax —m)"B7'(Ax — m)) dx
= /exp (—(x—A"'m)"A"BT'A(x — A7'm)) dx
=% det (AT'B(A")7),
and [57) follows fromdet(£2) = det(€2). Inserting [49) and(87) td_(38) gives us

1(0) = _loZQtr(R_l/ZRR_l/z) —F [log2 <exp ( Oy IR yl> det (Q~ )) }H]

0 . . 0 . i
—_— " y(RV2RR )+ —F [”-*Q‘lR‘“Z- H} log, det(€2).
oz 2 r( )+ oz’ i yi|Hi| + log, det(£2)
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From

E [ym—lﬁ—lyi\ﬁi] —E [(x;*f{;* + z;*) Q'R <Hx + z)}
—tr (Q—lf{—lﬁifl?) +tr <Q‘1R‘1R> ,

we finally have

1(0) = tr(R™?RR™/?) +

[t (R ) 4 tr (Q7RTIR)] + log, det(€2),

B log 2 log 2

which completes the proof of the lemma.
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Fig. 5. The achievable rate versus SNR whén=2, M =3, L =2, andS = 2. (&) N = 20. (b) N = 100.
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