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Abstract—Convergence constrained power allocation (CCPA)
in single carrier multiuser (MU) single-input multiple-ou tput
(SIMO) systems with turbo equalization is considered in ths
paper. In order to exploit full benefit of the iterative receiver,
its convergence properties need to be considered also at the
transmitter side. The proposed scheme can guarantee that éh
desired quality of service (QoS) is achieved after sufficign
amount of iterations. We propose two different successiveonivex
approximations for solving the non-convex power minimizaion
problem subject to user specific QoS constraints. The resudtof
extrinsic information transfer (EXIT) chart analysis demonstrate
that the proposed CCPA scheme can achieve the design objeei
Numerical results show that the proposed schemes can ache&ev
superior performance in terms of power consumption as com-
pared to linear receivers with and without precoding as wellas
to the iterative receiver without precoding.

Index Terms—Power minimization, soft interference cancella-
tion, MMSE receiver, multiuser detection

I. INTRODUCTION

SP-CODR, OTH-NSP

assigned to distinct users. User separation at the recsiler
is straightforward due to the orthogonality of the subclesin

Single-carrier FDMA can be viewed as a form of OFDMA
in which extra discrete fourier transform (DFT) and inverse
DFT (IDFT) are added at the transmitter and receiver ends,
respectively. DFT precoder spreads all the symbols across
the whole frequency band forming a virtual single carrier
structure. The advantage of FDMA as compared to OFDMA
is its lower peak-to-average power ratio (PAPR). However,
the optimal multi-user detection in single carrier FDMA in
the presence of frequency selective channel results in pro-
hibitive high computational complexity. A linear minimum
mean squared error (LMMSE) detector provides an attractive
low complexity scheme for the detection of FDMA signal in
the presence of ISI and multiuser interference (MUI) utiliy
the circulant structure of channel matrices [5], [6].

Iterative FDE technique can achieve a significant perfor-
mance gain over linear FDE in ISI channels [6]. In iterative
FDE, the key idea is to utilize the feedback from a soft-ottpu

Frequency domain equalization (FDE) for single-carrigpyard error correction (FEC) decoder that is updated atco

transmission[]1] and multi-carrier schemes based on Ofthqgg to "

onal division multiplexing (OFDM) [[2] are two efficient
techniques for tackling the inter-symbol-interferenc&l)l
problem in frequency selective fading channels. Both ofefo

mentioned techniques can be extended to multiuser comngcfer (EXIT) analysi¢

nications yielding single-carrier frequency division ttiple
access (FDMA)[B] and orthogonal frequency division mugtip
access (OFDMA)([4], respectively. In OFDMA all availabl
subcarriers are grouped into different subchafinéist are
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1The bandwidth of each subchannel is less than the coheremmwixith
of the channel which results in flat fading subchannels.

turbo" principle. To exploit the full merit of iterae
receiver, the convergence properties of a receiver based on
the "turbo" principle needs to be taken into account joirly

the transmitter and the receiver. In [7], extrinsic infotioa

18] is utilized to determine thetioral
power allocation in a multiuser turbo coded code divisiod-mu
tiple access (CDMA) system. 1nl[9], the convergence anglysi

&or MMSE based iterative equalizer is performed by using

signal-to-noise (SNR) ratio variance chaits [6]. Furtheren
the authors in[[9] use the convergence analysis to formulate
the transmitter power allocation problem in frequencycidle
single-input single-output (SISO) channels with the ities
receiver mentioned above, assuming the availability ofgoér
channel state information (CSI) both at the transmitterthied
receiver. In[[10], [11], the impact of precoder design on the
convergence properties of the soft cancellation (SC) faqy
domain (FD) minimum mean-squared error (MMSE) equalizer
is demonstrated. In_[12], precoder design for multiuser MU
multiple-input multiple-output (MIMO) ISl channels based
on iterative LMMSE detection is considered. The design
criterion of the precoder ir_[12] is to maximize the signad-t
interference and noise ratio (SINR) at the end of the itegati
process. In[[13], in-depth analysis of the power allocation
problem in single-carrier MIMO systems with iterative FD-
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SC-MMSE equalization has been presented. 1 n 1

EXIT chart is one of the most powerful tools for analyzinéq—'
and optimizing parameters in iterative processing [14}-[1 .
The convergence of an iterative process can be predictet by i
vestigating the exchange of extrinsic information of th& 5o :
/ soft out (Sftl/SftO) blocks in the form of mutual informati xl,.c_U.L”{ bY . . ._1 .
(MI) of transmitted bits and the corresponding log-likeliu
ratios (LLRs). This analysis can be made independently fbe- 1. The block diagram of the transmitter side of the systeodel.

each block which eliminates the necessity of time consuming

chain simulations. When applied to joint equalizer and FEC . , ,
decoder design, the objective is to guarantee an open congld Pinary number fields, respectively, denotesN x N

gence tunnel between the equalizer's and the decoder's EXfNtitY matrix. The operator ayg} calculates the arithmetic
function. To be more specific, the EXIT function of the equa/é@n of its argument, di&g generates diagonal matrix of its
izer has to be above the inverse EXIT function of the decod@igUmentsi denotes the Kronecker product afid || is the
until so called MI convergence point, which determines thiguclideéan norm of its complex argument vector.
communication reliability represented by bit error proitigb

(BEP) achieved by the iterative equalizer. Therefore, thttiw Il. SYSTEM MODEL

of the tunnel as well as the Ml convergence point are the keyconsider uplink transmission with’ single antenna users
parameters when optimizing an iterative process using EXghd a base station wittVz antennas. The transmitter side

charts [17], [[18]. _ _ of the system model is depicted in FIg. 1. Each user’s data
The contributions of this paper are summarized as folloWgireamx, € BE<NeNr 4 = 1,2,...,U, is encoded by

We extend the convergence constrained power minimizatiggC codeC, with a code rateR* < 1. Ng denotes the
problem [13] for multiuser (MU) single-input multiple-quit  number of bits per modulation symbol ank is the number

(SIMO) system which results in joint optimization of mulep of frequency bins in discrete Fourier transform (DFT). The
transmitters and the iterative receiver. The presence &ifpt&l encoded bitse* — [, cl,... engny]T € BNeNF are bit-

users makes the problem considerably more challenging digrleaved by multiplying:® by pseudo-random permutation
to the multidimensionality of the EXIT functions. In_[13], matrix «r,, € BNeNrxNoNr resulting a bit sequence’® =

only quadrature phase sift keying (QPSK) modulation wag ¢, After the interleaving, the sequenc# is mapped with

considered. In this paper, we also derive a heuristic apbrogy mapping functionM,,(-) onto a2¥e-ary complex symbol

for 16-ary quadrature amplitude modulation (16QAM). Thglu € C, 1 =1,2,...,Np, resulting a complex data vector

aim is to minimize the power consumption in single-carrighs — by, by b% |7 € CNr. After the modulation, each

L . . . . . »V2s 9 YNp ,

FDMA with iterative detection subject to quality of servicq;ser's data stream is spread across the subchannels by multi

(QoS) constraint. This can be adopted for example in long teblying b* by a DFT matrixF € CNFXNr vy =1,2,...,U

evolution (LTE) type of systems [19]. Unlike in_[13] the jain \where the elements & are given by

optimization of the multiple transmitters and the receigarot

convex. Thus, we use block coordinate descent (BCD) method fmi =

[20] where the non-convex joint optimization problem isitspl VNF

to separate transmitter and receiver optimization problemn,! = 1,2,..., Np. Each users data stream is multiplied

. . . e 1

Furthermore, we show that this type of alternating optiti®@®a \yith its associated power allocation mati; , whereP,, =

converges to a local solution. Two efficient algorithms blasejiag([pu 1 Puo, ... Py NF]T) € RNrxNr with P,, being

on successive convex approximation (SCA) mettiod [21] afige power allocated to th&h frequency bin. Finally, before

proposed for solving the transmitter optimization probfem transmission, each user's data stream is transformed heto t

fixed receiver. _ _ time domain by the inverse DFT (IDFT) matriR—!' and a
The rest of the paper is organized as follows: The systefclic prefix is added to mitigate the inter block interfezen

model of single carrier uplink transmission with multiplegy).

single-antenna users and a base station with multiple Bagn  The receiver side of the system model is depicted in Fig.

is presented in Sectidnl Il. In Sectignllll, iterative frequg [ After the cyclic prefix removal, the signal can be exprdsse
domain equalizer is described. Convergence constrainedpo 5§
allocation (CCPA) for turbo equalizer is derived in Section U
V] In Section [ﬂ the algorithms for solving the CCPA I‘:HuF_IPéFbu+ZHyF_1P§Fby+V, @)
problem are derived. The performance of proposed algosithm
are demonstrated through simulations in Secfioh VI. Bnall v
conclusions are drawn in Sectiba VL. where H, = [H HZ ... HYs]T e CNeNrxNr s
Nomenclature — Following notations are used throughouthe space-time channel matrix for user and H; =
the paper: Vectors are denoted by lower boldface letters and
matrices by uppercase boldface letters. The supersé’riansj 2The same amount of frequency domain resources are assumbd to
T L L. allocated for each user in a cell.
denote Hermitian and transposition of a complex vectors, ;s paper, single cell scenario is considered and theadmpf inter-
or matrix, respectivelyC, R, B denote the complex, real cell-interference is excluded.

e(ier(mfl)(lfl)/NF)’ Q)
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Fig. 2. The block diagram of the receiver side of the systendeho Tyre— - — b I Xy
e (e
Ly
: . e by
cire{[hy, 1, 5, - - .,hfL’NL,leNF,NL_]T} € CNrxNr jg the XH?H@ E{}
time domain circulant channel matrix for useat the receive ry pl
U

antennar. The operator cirf} generates matrix that has a_ ) ) )
circulant structure of its argument vectal; denotes the 93 The block diagram of frequency domain turbo equalize
length of the channel impulse respongg,, ! = 1,2,..., Ny,
r=1,2,..., Ng, is the fading factor of multipath channel. A
vectorv € CV#r in (2) denotes white additive independen e residual and the estimated received signal of usare
identically distributed (i.i.d.) Gaussian noise vectothwari- summed int, € CNaNF as [23]

2 . . . . u e
ancec-. The signak is transformed into the frequency domain .
by using DFT matrixFy, = Iy, ® F € CNrNrxNeNr f, =1+ T, ,P2Fb". (8)
resulting

E:ovided by the decoder of user After the soft cancelation,

3) The time domain output of the receive filter for théh user

~ 1
r=IP2Fyb+Fy,v, can be written as

. o H
whereT' = [I'},Ty,...,Ty] € CNeNrxXUNr gnd T, = b =F'Q, ¥, 9)
bdiagT, 1, T2, ..., Tun,} € CVNeNeXNFE s the space- 5 o1 .9 o Nn
AT u2y s T, _ T NpNpxNp
frequency channel matrix for userexpressed as where 2, = [2,,€,,...,Q, ] ¢ CTririris the
filtering matrix for theu™ user andQ2, € CNr*Nr is the
r,=Fy,HF, (4) filtering matrix forr" receive antenna af" user. The effective

andT, ,, € CNaxNz is the diagonal channel matrix font™ SINR of the prior symbol estimates far" user after FEC
wm decoding can be expressed as

frequency bin ofu™ user. The power allocation matrix is com-

posed byP = diagP;,Ps,...,Py) € RUNFXUNr Fp, = 1 32 P Yo @Wam
Iy @ F € CUNexUNe andb = [b!',b2",...,bUT|T € Cu=~— —ret——, (10)
U y ) PR NF — wumzf'mwu,m
(CUNF. m=1 ) ’
wherey,, ,,, € CN= consists of the diagonal elementsItf ..,
I1l. RECEIVER i.e.,v,., is the channel vector fom'" frequency bin of user
, ) ] e 1
The block diagram of the frequency domain turbo equalizer w., » = [[Qi][m,m], [Qi][mm] oo €2, R][m,m]} € CNr
is depicted in FiglB. The frequency domain signal after thg the receive beamforming vector fas™ frequency bin of
soft cancelation can be written as useru, and X; ,, € CN=*Nr is the interference covariance
fF_ I‘P%FUB, () matrix of them™ frequency bin given by
U
~ ~T ~T ~ T _
whereb = [b! ,b? ,... bV ]T € CYN* is composed by Sim = Zpl,m% o A+ 0PIy, (11)
bt = [b}, by, ..., b |7 € CNr. The soft symbol estimat: =1

is calculated as [13] A; = avg{1y, —b'} is the average residual interference of the

b = BE{bi} = Y b Pr(bt = by), (6) soft symbol estimates arl = [|b}|2, 4]2,. .., bk, |°]" €
b, B CNF-
whereB is the modulation symbol alphabet, and the symbol|
a priori probability can be calculated by [22] IV. CONVERGENCECONSTRAINED POWER ALLOCATION
In this section, the joint power allocation and receive beam
forming optimization problem for iterative receiver is ted.
The general problem formulation follows from [13] where
CCPA is derived for single user MIMO systems. However, the
1\ Ne B u major difference compared to [[13] is that the EXIT space now
- (5) H(l — Sigtanh(, 4/2)), (7) hasU + 1 dimensions which makes the problem considerably
=t more challenging.
with 5, = 25,4 — 1 and's; = [Si_rl,Si_’Q,...,Si_’NQ]T is This section is outlined as follows: at first, the general
the binary representation of the symtig] depending on the problem formulation for multiuser SIMO systems is provided

modulation mappingd;;  is thea priori LLR of the bit c’Z_’q, We show that the convergence is guaranteed as long as there

Nq
Pr(by =b;) = H Pr(clfl_’q = Siq)
q=1



exist a tunnel between theé + 1-dimensional EXIT surfaces.

After that, we introduce a noveliagonal sampling approach ./t '
which makes the problem solvable without performing e» e Gonvergencs point-
haustive search. Then, we show how to transfer the M 87
constraints to LLR variance constraints in the case of BPS 0.7 Equalizer surface for user 1\

and QPSK. Finally, we apply CCPA to the case of 16QAN 06+

éLu

EF

and show that the proposed convergence constraint guasan 05+ i
the convergence also for 16QAM. Gray mapping is assum 04 g iea,s "
throughout the derivation. 034 =

Decoder surface for user-1

il

A. General Problem Formulation 011
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Il
i

i

1

g

Let IE denote the average MI between the transmitte LS
interleaved coded bite’* and the LLRs at the output of % s
the equalizei., [13, Eq. (18)]. For notational convenience Dol
equalizer refers to the comblne(_:i t_JIOCk of the recel_ve filt i9. 4. An example of 3 dimensional formulation of the prabléor user
and soft mapper / demapper. Similarly {0 [13] maximum @75, — 5 v, =8 N = 1, K = 11, [o®9_ g jE@Get_ o gg99
posteriori (MAP) soft demapper / mapper is used in this papet = 0.1, w = 1,2, Rc = 1/3, N = 5.

Moreover, let/” denote thea priori MI at the input of the

equalizer andf, : [0,1]Y — [0,1] denote a monotonically e
increasing EXIT function of the equalizer of thé" user. again, the output of the equalizer becomslT,, IF- ). If
Using similar definitions for the decoder of thé" user the condition [IB) does not hold at the poifi€, IE, IF) =
replacing’ with , the essential condition for the convergencg/E, JE. ,fl(ffz,f;z)) in the 3-dimensional EXIT chart,

f the turb i be writt Yy .y
of the turbo equalizer can be written as i.e., fl(IEQ,Ig’%z)) < fi'(IE,) + e, there exists at least

HIF e 0,1}, fuldF,... 15, I5) > fu "(I5) +eu  onelf,, that satisfies[{13). Hencé; can be increased, i.e.,
i#u decoder 2 can be activated until the condition Hbldhis can
Vu=12....U,  pe repeated for all the points until the convergence point.
(12) To make the problem tractable, continuous convergence
i.e., for all u, there exists a set of outputs from the decodegondition [I2) is discretized and replaced with

0.8
06 . e
0.2 : Il

of all the users except such that the EXIT function of the . U
equalizer of user is above the inverse of the EXIT function of H{IEI% €0,1]: ki e{1,2,..., K}}z_-:l 1

the decoder of user plus a parametet,, which controls the | | . . . e
minimum gap between the -+ 1-dimensional EXIT function  Ju(lTky s+ s Lops - loky) = fo ' (LG k,) + €uks

of the equalizer of user. and the inverse of the decoder’s Vk, =1,2,..., K,Yu=1,2...,U, (14)

EXIT function of useru. In other words, the convergence is

guaranteed as long as there exists an open tunnel betweenV\ngree%ku = €u, Vhu < Ky andey g, = 0. Without IOS.S of
.generality, we can assum§, = K, Vu = 1,2,...,U, i.e.,

two EXIT surfaces until the convergence point. The constrai . v .
(I2) is much more challenging to deal with thanl[13] wher@e number of discrete points in the EXIT chart is the same for
Il users. Furthermore, we will assume thgt, , > I, |

the EXIT chart was 2-dimensional. This is illustrated in th ; . .
case of two users in Fif] 4 where we can see the impact of thg — 1_’ 2,..., K _.1' €., _the indexing is ordered such that
a priori information coming from the other user’s decoder. the MI increases with the index.

We demonstrate thaf {IL2) guarantees the convergence: Let
U = 2 and assume that there exists an open tunnel betwd®nDiagonal Sampling
the EXIT surfaces until the convergence point as presemted i A 3-dimensional EXIT chart for user 1 is depicted in Fig.
Fig. [. Let ;"% 0 < I;"**'< 1, be the target MI point of @ for the case ot/ = 2. [*, /IE, ,u = 1,2, denotes the
useru after iterations. Furthermore, léf € N be the index of priori information for the equalizer of the user 1 provided
iteration andeiiu denote the MI after iteration, such that py the decoder of the use:. Double arrows withé, 4.,

IE, ., >1IE, . Focusing on the user 1, the conditiénl(12) i#; = 1,2,...,11, are placed at the diagonal sample points
written where the conditior (14) is checked a&d, > €1 k,. In this

s g oE s 1, op example, we have selectéd = 11 even though in many cases
fllr I3) = fi (IT) + e, (13)  smallerk is enough to guarantee the convergence. Intuitively,
0 < jEi] < [5%there exists at @ sufficient value ofik” depends on the shape of the decoder
least onel§, , 0 < I, < I'™*%*that satisfies the condition. Eﬂ-hr functlgn. Hfowever, this is |ef:1 ajza fl;'ture study. find
Let the output value after the first activation of the decodeﬁ € r_luml erlo _constralnts 'dtﬂll IZ U.h owever, f n h
1 be I1E,1’ such that[(I3) holds for som%z . Due to the the optimal solution, we need to know how to pick up the
monOtO.niC.ity of the EXIT fU.nCtilon the COﬂ&itiOlﬂN) holds 4t 7 - 2 al the decoders (excluding the decoder of user 1) can be
for all indices iy > 5. Activating the decoder of user 1activated until[IB) holds.

such that for each’®

1,i1



optimal set of sample points frofiE € [0, 1] i_, for each where a—ﬁ(ffk, L IE ...,IDE_’,C) =

s tu,ko

w=1,2,...,U. For finding the best set of sample points, i.ed ' (fullEy, .. IE,,....IF,)), is the variance of the
the path from origin to the convergence point which leads gonditional LLR distribution at the output of the equaliz#r

a minimum power consumption, one should be able to chegReru depending on the Ml at the output of all the decoders
all the possible paths itV + 1 dimensional EXIT space from and o;, , = LIS ,) + eunr) is the variance of the
origin to the convergence point and choose the one whiégnditional LLR distribution at the input of the decoder of
gives the best result. This leads to a combinatorial optition  Useru depending on the Ml at the output of the decoder of
problem which is difficult to solve. useru.

If the EXIT surfaces of the decoder and the equalizer IN [13], aresult presented in [25] is used to find an analytica
do not intersect at any Samp|ed point, the 0n|y active Coﬁxpression of the LLR variance at the output of the equalizer
straints are the ones where there is a@riori information in the case of QPSK. We can use the same result by noting
available from the other users. This can be justified BfatA; in (1) is a function of the output of the decoder of
the fact that the EXIT function is monotonically increasingSer! and hence, the SINR(L0) is a function of the outputs

with its arguments, i.e.f,(/f, ,...,15, ... If, ) < of the decoders of all the USGC§(IO1E,k,---,f57k,---7i5,k)-
ulE, . IE. LB IE, < IE vu = Equation [I3, Eq. (17)] can be extended to the multiuser case
1,2,...,U. In Such a case, we can write the ‘constraini (14°
aSA o o o &3(101E,k77105k33i5k):
fu(0,0,...,O,IE,ku,O,...,O) Zfil(IE,ku)‘f'eu,kua 4Cu(IO1E,k7-..,jE,ka-..7IO5,k) 19
Vu=1,2...,0Yk, =1,2,...,K. (15) 1= Cu(IEy, IE, T5 DAk (19)

This is the tightest possible constraint and it clearly cann
provide the best solution because with high probabilityehe
is another sampling which guarantees the convergence
lower power consumption. However, if the user does not know <u(I°1Ek jEk IOE;C) > Eun
the modulation coding scheme (MCS), i.e., FEC code and TR T -
modulation mapping, of other users at the transmitter, oag m 2., K, (20)
consider of using the constraiff {15) to guarantee thebieliawhere
communication. 52

A pragmatic approach is to check only the points inthe Cuk = %’k_, (22)
1-dimensional EXIT space where all the decoder’s outputs are A+ 0y pBuk
equal, i.e., we check th& points on the line from the origin ig 5 constant that depends on the FEC code.
to the convergence point. Thus, we can write the constraint
(14) as

fu(leW N "I:.ik’ - 7105,1@) > f;l(iik) +eurs D. A Heurigtic Approach for 16QAM

Vk=1,2,... . KYu=1,2... U (16) Similarly to QPSK case, the MI at the output of the
o _ _ _ ~demapper can be transformed to the variance of the conadition
A sophisticated guess is that the active constraints lie QR distribution by using[(1l7). However, the parametéfs,
the line from the origin to the convergence point due tgy, and H; are found by fitting the functior[ {17) with the
the smoothness of the decoder surface. We will denote t'@@rresponding 16QAM results [26]. Let &nd J denote the
approach asliagonal sampling. J-functions for QPSK and 16QAM, respectively. With these
notations, the MI constraint of_(1L6) in the case of 16QAM
C. BPX/ QPX can be written as
Similarly to [13], the MI constraint of((14) can be trans- = . o o or 1 e1.3E
formed to variance constraint using the approximation ef thJ1~ (fu(lT -+ Ly -+ To)) 2 I (fu (Lik) + €up),
inverse of the so called J-function [16] VeE=1,2,..., K,Yu=1,2...,U.
1 (22)

Substituting [(IP) to[(18) the convergence constraint igtemi

Vu=1,2...,UVk=1,

1 A\
oy =J (Iz) = (- H, logy(1 — 1,7 )> ’ (17) The difference in the system model of different modulation
schemes arises in the soft demapper. To achieve the final form
whereo? is the LLR variance/ is the Ml and the param- of the convergence constraint in {20) we used the expression
eters Hy, Hy and Hz can be found by least squares (LSJI9) where Gray mapped QPSK is assumed. In 16QAM this
curve fitting with the constellation constrained capac@ZC) mapping between the SINR and the variance of the LLR
equation [[24]. Now, the MI constraint of (IL6) can be writtemistributions does not hold anymore. However, substittire
as parameter values fronl [26, Table I] to {17), it can be easily
([ I8y B 2 62, verified that J'(I;) > J;'(Iz), VIz € [0,1]. Using this

Vk=1,2,...,K,Vu=12...,U, (18) 5Equality holds when/; = 0 or I; = 1.



result, we can obtain that when modulation order increasgsm,es@ P© and calculate the optimal receive filter. After

larger LLR variance is needed to achieve the same SINR, igat, the problem{24) is solved for a ﬁx@{“_ A monotonic
convergence of alternating optimization to a local optiraa ¢

—1,¢ (7E rE rE
Iy ({“({1”“1 o {“’ku’ o ’{U”“U)) = be justified by the fact that each step improves the objective
Ll gy IS Ggy)) = The overall algorithm is presented ilgorithm [, where

ACu (I8, I8, IR ) P* represents a solution of problefi124) for fixéd and
[0 NN Y - Ve Q" represents the optim&" for fixed P. In the following
’ o ’ sections, we will be focusing on solving the probldml (24) for
We can conclud(_e thz_;lt for 16QAM_the convergence constraif.q Q’“’ denoted as power allocation problem (PAP).
(20) is conservative, i.e., the resulting EXIT curve of tygial-
izer is never above the trué& , , Yu, k. Hence, the convergence
constraint [2D) guarantees the convergence for 16QAM. Afgorithm 1 Alternating Optimization.
should be noticed that the difference in convergence cainstr 1) 1. Initialize P=PO
between the QPSK and 16QAM arises [inl(21) whefg, is 2: repeat
obtained using either,J or J;* depending on the modulation. 3 Calculate the optimai?” from
v k ~ L
Q= sgpre T el P
2 SetQ’ — Q" and solve probleni(24)
In this section, algorithms for solving the transmitter- with variablesP.
receiver (Tx-Rx) optimization problem is presented. Intec UpdateP = P*
[V-A] the joint Tx-Rx optimization problem is split to sep&ga until Convergence
transmitter and receiver optimization problems. The non-
convex Tx optimization problem for fixed Rx is considered
in Sectiond V-B an@ V-C. To ease the handling of (R4), we write the problem in
The power minimization problem with the convergencequivalent form by splitting the convergence constraint as
constraint derived in the previous section is expressed as follows:

(23)

V. TRANSMITTER - RECEIVER OPTIMIZATION

minimize  tr{P} | N
P,Q i
. ° ° ° - t > w
subject to Cu(Ify, ... 15, 15 ;) = Euk, ) Ny 2—:1 um = Euk
Vu=1,2...,UVk=12,.. K, (24) = ]
P |wk |2
Pu,m > 0, E o _ u,n|{*u,n ’Zu,n . (26)
U:1,2,...,U,m:172,...7NF, o Zlel‘Pl;n|w’ﬁ,nH’Yl,n|2Ak+0-2||w1]i,n||2
" i i th i . . . . .
where(} is the receive filter at thé™ MI index. At the optimal point the constraints hold with equality and
hence, we can relax the equality [n26) leading to equivalen
A. Alternating Optimization formulation

Our objective is to jointly optimize the power allocation at | U N
- i ; inimize >, _ ;> 7, P,
the transmitter and the beamforming vectors at the receiver™ P& u=1 Lum=1" u,m
while the convergence of the iterative receiver is guahte 1 Nr oLk
. e ) ) subject to ot >
Differentiating the Lagrangian of (24) with respect to the : N7 Lm=t bum = Suk

: : _ ! w=1,2,....Uk=12,... K,
receive beamforming vectors and equating to zero, the aptim Punlwh Py P2
receive beamforming vector fen™ frequency bin ofu™ user ST Bk Py PAr e[l P = s
at thek™ MI index is given by k=1,2,....K,u=1,2,...,U,
k kg —1 / nzla 7'-'3NF7
Waym = nuzf',m,kﬁyu,m Pu,m, (25) P,,>0
wheren® € R. Hence, the optimal receivel (25) is actually u=12...,Un=12..., Np.

the MMSE receiver used iri_[23, Chapter 5] up to a scalar (27)

multiplier leading to exactly the same SINR. The scalingdac
n* should be chosen such that it matches with the assumptions
made in soft demapper. With the notations given in Secti%p
. . . . Succ

[T turbo equalizer works properly only if the scaling fact

k TORVE 1 L. _ . .
M 1S chqsen to be_["ebu T avg(b¥}Cu 1 Similarly to [28], we introduce new variables, ,, € R,

The joint transmitter-receiver optimization problem can bgy,cp, thatP, ,, = e*m Yu=1,2,...,U;m=1,2,..., Np.
solved by using the alternating optimization where we gpét
non-convex joint optimization problem to separate trattEmi
and receiver optimization. We start with a feasible initial éCan be found by e.g., using zero forcing algorittim] [27].

essive Convex Approximation via Variable Change



The PAP with new variables can be equivalently written asAlgorithm 2 Successive convex approximation algorithm.

L . ko _ 7k(0)
minimize Y.U_, SNF eowm 1 Setty ,, = tun , Yu, k,n.
ot L <Nr 2: repeat
1 F
subject to 5>, 5, > Suk 3:  Solve Eq.[(3NL).
u:1,2,...,U,k:H1,2,...,K, 4 Updatefﬁmztﬁg;‘l)’vu’k,n.
() e Wi Vunl” > ¢k 5. until Convergence.
Sl et brwk iy L PAo?|wk ]2 = T

k=1,2,...,K,u=1,2,...,U,
n:1,2,...,NF, .

(28) geometric mean states that for any set ®f,,«,, > 0,
wheret = {th  :u=1,2,...,Uk =1,2,...,K,m = m=12,....Nr,
1,2,...,Np}, and e = {aym : v = 1,2,...,Um =

N
1,2,...,Nr}. Taking the natural logarithm of the constraint 2ome1 Pmm > (32)
(xx) yields @ B
kH . - R
o+ 2In(jwy , Vunl) where® = V" ®,,. Choosing®,, = Eﬁ’;f y tm > 0,
U . ) ot n=1""
(Y ey 2By ok ) 2 Itk T e N and denotingsy, = g, we have
=1 (29) Np Np "
tn > 2 yEm 33
mz—l a 771;[1(‘1””) %9

It is well known that logarithm of the summation of the
exponentials is convex. Hence, the left hand side (LHS) ef tifor all ®,,,,t,, > 0, m = 1,2,..., Np. Therefore, the summa-
constraint [(2P) is concave. The RHS 6f|29) can be localtjon constraint can be replaced by its monomial underestima

approximated with its best convex upper bound, i.e., lineghd a local approximation of (P4) for fixed" can be written

approximation ofint% , at a pointé® , : in the form of GP as
. . th 1k minimize tr{P
vk % ) =Init, + (Mtkiun) (30) Pt {P} L
o un _ subject to T]F, (go)®un > Npy
A local convex approximation of (28) can be written as w=12 Uk=1.2 .. . K
L H
minimize 5, S e Pam 0 nf? >
’ U r H 2A 21,k |2\k
subject to ZrZXil th > Np&ur,u=1,2,...,U, = Pim|@um Yiml™ Bk + 07wy 0 [Py s
S w=1,2,....Uk=1,2,...,K,
k=1,2,...,K, S "
r H . m=1z,...,/Vp,
O‘Uan;;?ln(""uvz zu,nl)r o Py >0, u=12....Um=1,2,... Np.
ln(zl:Leal,n |wu,n 7l,n| Ak to ||wu,n|| ) 2 (34)
Y(tq’j_’n, t’;yn), u=1,2,...,U, Now the objective is a posynomial, the LHSs of the inequality
k=1,2,..., K,n=1,2,...,Np, constraints are monomials and the RHSs are posynomials.

(31) Hence,[[3Y) is in the form of GP, which can be transformed to
and it can be solved efficiently by using standard optimarati 5 convex optimization probleri [29]. Nowlgorithm [2 can be
tools, e.g., interior-point methods [29]. X used replacing(31) in step 3 by {34). Because the monomial

The SCA algorithm starts by a feasible initializatidfy, = approximation is never above the approximated summation
fﬁfg),Vu,k,n. After this, [31) is solved yielding a solution [33), the same arguments about the convergence used in Sec.
#:(*) which is used as a new point for the linear appro®¥Blcan be used here. Hence, SCA with approximation (34)
imation. The procedure is repeated until convergence. Tiseguaranteed to monotonically converge to a local optimum.
SCA algorithm is summarized iAlgorithm [2. By projecting
the optimal solution from the approximated probldml (31) to VI. NUMERICAL RESULTS
the original concave function (RHS ih_(29)) the constraint
becomes loose and thus, the objective can always be redu?ﬁ
Hence, this algorithm is guaranteed to monotonically campee
to a local optimum.

ép this section, we will show the results obtained by
‘simulations to evaluate the performance of the proposed
algorithms. The following abbreviations for the algorithiare
used: SCAVC stands for successive convex approximation via
) S _ variable change presented in Secfionlv-B and SCAGP denotes
C. Successive Convex Approximation via Geometric Program-  gccessive convex approximation via geometric programmin
mng presented in Sectidn VAC. The stopping criteriorAdforithm

Another algorithm for solving the PAP can be derived bl andAlgorithm [2 is that the change of the objective function
using the approach introduced ih [30] where the SCA is less than or equal to a small specific value between
implemented via series of geometric programs (GPs) [2%vo consecutive iterations. In simulations, we used 0.05 fo
The inequality of weighted arithmetic mean and weightefligorithm [ and 0.01 forAlgorithm [2.



OES stands for the best possible orthogonal allocat fEk/j;:k‘ v
obtained by performing exhaustive search over all possi 0ol Lt
combinations and ZFSCMMSE denotes spatial ZF conce 0sl ii; ?GPQSAKM?ZZ
nated with FD-SC-MMSE. The power allocation for both OE “|| —=©—U=4, QPSK, u=3
and ZFSCMMSE is simplified to a single user loading [13]. E 0.7+ U=4, 160AM, u=4 7
denotes the single carrier transmission without precadiag 06 AT
equal power is used for all users across the frequency b - Q// //
where the power level satisfying the convergence constra 05( J—— = =
is found by using bisection algorithm. 04F B A
The results are obtained with the following paramete O.Ser /,A*/ =
Nr = 8, QPSK (Vg = 2) and 16QAM (No = 4) with T
Gray mapping, and systematic repeat accumulate (RA) ¢ 02 e
[31] with a code rate 1/3 and 8 internal iterations. The dign 01 /
to-noise ratio per receiver antenna averaged over freque
bins is defined by SNR tr{P}/(NzrNrao?). We consider two % 01 02 03 04 05 06 07 08 09 1
different channel conditions, namely, a static 5-path cle&n LW
Where_ path ga'”s are generated random_ly’ and a quasi-st |tgIC 5. Verification EXIT chart in static channel for SCAGP
Rayleigh fading 5-path average equal gain channel. with Np = 8 K = 5 Np = U, [e@% _ (9999
For verifying the accuracy of the method, EXIT simulationsu, (f'lf‘a’gef [5eree! jLarge! ff"a'ge‘f = (0.9999,0.9,0.8,0.7) and

were carried out in a static channel and the trajectoriesew%ﬁd?;i’ E‘*S)ed: (0-2,0.1,0.05,0.01). WhenU = 2, parameters of users 1

obtained through chain simulations with a random intedeav
of size 240000 bits. The EXIT curve of the decoder is obtained
by using 200 blocks for each a priori value with the size of 7E target 7Etarget _
) . . g fo the MI targets(/;"9 7% = (0.99,0.6185),
a block being 6000 bits. EXIT curves of the equalizer Wltfaﬂ target jE,targe§ — (0.9987,0.673) (I”E,target fE,targes 7
SCAGP and the decoder as well as the trajectories for ngg o | °E targe e O N

. M 19998, 0.7892), (I5'9 [5'29%) = (0.9998,0.9819), re-
and four ysers with QPSK and 16QAM are depicted in Big. o ectively. K = 1 denotes the case where only one of the con-

WhenU = 2 and QPSK is used, the gap between the EXI . , .
L - . vergence constraints for each user is taken into accounte Mo
curves satisfies the preset condition and the convergemats po o : £A target e °E target
~ " “specifically, it means thaf, =0,and/l;, = 1.7,
are very close to the preset values. Furthermore, trajecto % .
AN u = 1,2, k = K. The feedback from the decoder is not taken
matches closely to the EXIT curves which indicates that . . .
Into account and hence, it corresponds to the linear eaaraliz

_the algorithm works properly. _\Nhen_ the modulaﬂon order i} can be seen that OES, SCAGP and SCAVC achieve the best
increased to 16QAM there exists slight discrepancy between

the EXIT curves and the trajectory. This happens due Soult whenk' = 5. ZFSCMMSE withK = 5 is 1.77 dB -

the inequality [(2B). Hence, due to the conservativeness o'? dB worse In terms of SNR, depending on the BEP target
arlld the algorithm used.

the convergence constraint in the case of 16QAM, the real . . . .
chain simulation provides larger Ml than the approximate Itis W(.)rth potlcmgthat the so-lut|on obtained by SCAGP and
CAVC in this particular case is very close to the orthogonal

EXIT curves and therefore, the actual trajectory reaches t X O d
] y solution (OES). This is due to the fact that whén = 0,

convergence point. Therefore, due to the lower bound nafur =19 i Il the interf ) led and
convergence constraint if_{24) the convergence is guaareinte%I = 5., 0 N @) all he Interierence 1S canceled an
the optimal receiver is the filter matched to the channel. In

alS_lt_JOV\Sg; %l?rth@';Ainsight for the tradeoff betweenand the this case, the optimal allocation stratggy to maxim (%0)
fo allocate power on the strongest bin. However, this would
not necessarily satisfy the constraint in(24\f = 1, VI =
t2’ ...,U. Thus, the power has to be distributed to several
s which results in higher power consumption. Hence, if
e tightest constraint, i.el; = 1, Vi = 1,2,...,U, can be

rithms in a static channel with variousand checked the SNR
and the number of iterations required to achieve the targe
point. The results are shown in Talile I. It can be seen t

decreasing from 0.2 to 0.1 requires only one or two moret o . A
iterations and the required SNR can be decreased roughl a#'Sf.'ed using only one frequency t."n’ it is indeed thg best
dB depending on the algorithm used. The required SNR ¢ glution. This is the case when the interference level is low

be further reduced about 0.5 dB by decreasifig 0.01 while as it is in the case presented in Hig. 6. When the number of
the number of iterations is approximately tripled users increases, so does the interference and the ortHogona

. olution may not be feasible. This can be seen by writing the
For QPSK, MI target can be converted to bit error prob INR constraint for OES as

bility (BEP) by using the equation [8]

— — 1 Pun |1V I

I (jAtarge L3t jEtarge - ’ u,m > Euks 36

VIR + I (35) e 2 Fomlralthero? 260 @)
2V2

meNE
In Fig. [8, four different BEP target values were considerethere N/ is the set of frequency bins allocated to useand
for u = 1,2, namely10~3, 1074, 10-5, 105 correspond- NLNN% = &, VI # u, J'_, N = Nr. Now, (38) can be

1
P, =~ 5erfc<



TABLE |
REQUIRED SNRAND NUMBER OF ITERATIONS WITH VARIOUSe FOR ALGORITHM. THE ELEMENTS IN THE TABLE ARE IN THE FORM OFSNR(DB)/
ITERATIONS FOR USERL / ITERATIONS FOR USER2. U = 2, Ng = 2, N = 2, K = 11, [ATARGET — (.9999, Vo, [ETARCET — (.7, JETARGET — (g

€1 =€z | OES SCAGP SCAVC ZFSCMMSE | EP

0.01 456/23/16| 453/19/16| 454/17/17] 656/11/10| 12.79/2/2
0.1 529/6/6 512/6/5 513/6/5 7.08/5/4 12.79/212
0.2 6.89/4/4 6.28/4/4 6.30/4/4 796/3/4 12.79/212

35
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EP, K=1
, —— SCAGP, K=1
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SCAGP, K=1 301 —O— ZFSCMMSE, K=1
EP, K=5 —O—EP, K=5
ZFSCMMSE, K=5 —+— SCAGP, K=5 /

OES, K=5 1 —E— SCAVC, K=5
—A— SCAGP, K=5 25| | —— ZFSCMMSE, K=5 __——

——— SCAVC, K=5 /r %

BEP

SNR (dB)
\4

157
il ————F
1Y 14 16 18 22
SNR (dB) 10
0.7 0.75 0.8 0.85 0.9 0.95 1

f‘E‘targa/I'f«‘tavga
Fig. 6. Thea posteriori BEP comparisonl/ = 2, Np = 8, Ng = 2,
targets =[1073,107*,107°,1075], e, = 0.1, Vau. Fig. 7. SNR using the correspondmg MI target for useb/l= 2, Ny = 8,
Ng =2, Ng = 4, [5®9®— 0.8, [E@9°'= 0.9999, u = 1,2, €, = 0.1,
w=1,2, N =5.

written in the form of

Z 1 < N — unNrAk (37) precoding withK' = 1. This is due to the fact that the scenario
Pyl [V um PAk + 02— o? 7 is interference limited, i.e., when the power is increadesl t
interference is also increased because all the users titansm
where Nj: is the cardinality of the sefj. From the non- yith equal power using the entire bandwidth. As expected, EP
negativity of the right hand side (RHS) of E@.(37) we get ith K — 1 requires the highest SNR among all the algorithms
necessary constraint for the minimum number of the frequengged.
bins that has to be allocated to useas Fig. [8 shows the minimum SNR required to achieve the
N& > €, NpAy, Vk=1,2,...,K. (38) corre_spond?ng MI target for user 1 for each of the_ proposed
algorithms in the case dff = 4. The results are similar to
As it was seen in Section V¢, » and A, depend on the the case of/ = 2: ZFSCMMSE with K = 1 requires more
channel code used. Thus, we can conclude that the feasibifipwer than SCAGP and SCAVC witkk = 1 when the MI
of OES algorithm can be controlled by varying the channirget is low. However, when Ml target increases ZFSCMMSE
code. The following results are presented for 16QAM witherforms roughly equal to SCAGP and SCAVC. EP with=
R. = 1/3 only where the OES algorithm is not feasible dué requires smaller SNR than ZFSCMMSE when the Ml target
to (38). is low. The linear receivers SCAGP and SCAVC with= 1
Fig. [@ shows the minimum SNR required to achieve thare 10-13 dB away from nonlinear receivers, depending on the
corresponding Ml target for user 1 for each of the proposéarget MI.
algorithms in the case d = 2. It is shown that precoding As it was seen in Sectidn]V both SCAGP and SCAVC are
with K = 1 yields 5 - 8 dB worse results in terms of poweto be solved via series of convex problems. For solving a
consumption than the best solution with= 5. ZFSCMMSE convex problem, there exist many efficient todls![29]. Hence
with K =1 gives roughly the same results than SCAVC antthe complexity analysis boils down to the comparison of how
SCAGP with K = 1 due to the high SNR regime. Howevermany times the optimization problem needs to be solved for
when the precoding is performed witli = 5, SCAVC and each of the algorithms to achieve the convergence according
SCAGP achieves 2-3 dB gain compared to ZFSCMMSHEo criteria described in the beginning of this section. The
EP with K = 5 performs close to SCAVC, SCAGP andnumber of times tha®lgorithm needs to be performed
ZFSCMMSE with K = 1 when the target is low. When thevaries typically between 1 - 8 depending on the simulation
target is /"9 = 0.9999, the EP algorithms withk = 1 setup. The more users, the more iterations is needed. The
and K = 5 are approximately equal and 3-4 dB worse thanumber of times thaflgorithm [2 needs to be performed in

meNE
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Fig. 8. SNR using the corresponding MI target for uset/l= 4, Np =8, Fig. 9. g?DFt for user 1U = 4, NFEt: 8{ Np =4, Ng =4, [ =
Ng =4, Ng = 4, [®® = 08 o = 2,34, [P = 09999, vu, 0.9999, [, = 0.8, u = 2,3,4, I;9 = 0.9999, Vu, e, = 0.1, Vu,

€y, = 0.1, Vu, N, = 5. Ny =5.
Algorithm [1] varies between 3 - 13. main multiuser SIMO detector. Furthermore, with our novel

The motivation of using SC-FDMA is its favorable PAPRoroblem derivation the generalization for higher order olad
properties. The PAPR of EP is only 1.27 dB for 16QAM dugions is straightforward. Moreover, we derived two suciess
to the equal sizes of DFT and IDFT at the transmitter angbnvex approximations for finding a local solution of thelpro
receiver. However, the PAPR is increased when power allogam. Numerical results indicate that significant gains ime
tion is performed across the frequency band. To demonstrateaverage power consumption can be achieved compared to
the effect of power allocation on the coverage of a cell, wée linear receivers with and without precoding as well as to
measured the PAPR at the output of IFFT in the transmittgfe iterative receiver without precoding. Furthermorewits
and constructed the complementary cumulative distributighown that the peak-to-average power ratio (PAPR) increase
functions (CCDF) ProtP AP R > §) for each algorithm. The due to precoding is minor compared to the gain in the average
results are shown in Figl] 9, wherecorresponds the PAPR power consumption. Thus, the maximum cell size is increased
value in horizontal axis. It can be seen that power allocatigyy the precoding. Algorithms proposed in this work allow

increases the PAPR significantly. Furthermore, with= 5 the full utilization of iterative receiver and its converge
the PAPR is higher than witlk' = 1 due to the fact that the properties.
allocation with K’ = 5 is more orthogonal. However, it can be
seen from Fig[18 that the required SNR is reduced.
Let us consider an example where the maximum trans- REFERENCES
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