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Parallelized Structures for MIMO FBMC under
Strong Channel Frequency Selectivity

Xavier Mestre, David Gregoratti

Abstract—A novel architecture for MIMO transmission and
reception of filterbank multicarrier (FBMC) modulated sign als
under strong frequency selectivity is presented. The propsed
system seeks to approximate an ideal frequency-selectiverep
coder and linear receiver by Taylor expansion, exploiting he
structure of the analysis and synthesis filterbanks. The radting
architecture is implemented by linearly combining conventonal
MIMO linear transceivers, which are applied to sequential
derivatives of the original filterbank. The classical per-sibcarrier
precoding/linear receiver configuration is obtained as a sgcial
case of this architecture, when only one stage is fixed at both
transmitter and receiver. An asymptotic expression for the
resulting intersymbol/intercarrier (ISI/ICI) distortio n is derived
assuming that the number of subcarriers grows large. This
expression can in practice be used in order to determine the
number of parallel stages that need to be implemented in the
proposed architecture. Performance evaluation studies edirm
the substantial advantage of the proposed scheme in practt
frequency-selective MIMO scenarios.

be FBMC based on offset QAM (FBMC/OQAM)I[1],][2]. This
modulation is constructed via a critically sampled unifyrm
spaced filterbanks modulated by real-valued symbols. Given
the fact that there is no CP and since the filterbanks are
critically sampled, FBMC/OQAM achieves the largest polesib
spectral efficiency in the whole class of FBMC modulations.
Furthermore, by conveniently selecting the prototyperslizt
the transmit and receive side, one can perfectly recover the
transmitted symbols at the receiver in the presence of &nois
less frequency flat channel. For this reason, this modulasio
widely considered as the most prominent FBMC modulation.
A second important class of FBMC modulations are typi-
cally referred to as Filtered Multi Tone (FMT) or FBMC/QAM
[3], [4]. The idea behind these modulations consists inatliye
modulating complex QAM symbols instead of real-valued
ones, avoiding again the introduction of a CP. The approach
is clearly more versatile than FBMC/OQAM and since the
signalling is carried out on complex symbols, the modutatio
operative becomes very similar to classical CP-OFDM. How-
. INTRODUCTION ever, it can be seen that if the filterbank is critically saeapl
The increasing demand for high data rate wireless servide®s not possible to perfectly recover the transmitted sghap
has recently motivated a renewed interest in spectrally effiven in the presence of a noiseless frequency flat channel.
cient signalling methodologies in order to overcome the cuFor this reason, FBMC/QAM is typically implemented using
rent spectrum scarcity. In this context, filterbank multiex  oversampled filterbanfswhich clearly reduce the spectral ef-
(FBMC) modulations have become very strong candidatfisiency of the system. As a consequence of using oversampled
to guarantee an optimum spectrum usage while maintainifiigerbanks, the different constituent filters have littreedap
the nice processing properties of multicarrier signalshsas in the frequency domain, which minimizes potential protdem
reduced complexity equalization. Unlike cyclic-prefix OWD in terms of inter-carrier interference (ICl) with respeat t
(CP-OFDM), FBMC modulations do not require the use of BBMC/OQAM. For all these reasons, FBMC/QAM is today
cyclic prefix and can be constructed via spectrally conthina valid alternative employed in commercial systems such as
pulse shaping architectures. This significantly increabes the professional mobile radio system TETRA Enhanced Data
spectral efficiency of the system, improves the spectral I8ystem (TEDS)[[6]. However, due to the introduction of
calization of the transmitted signal and reduces the need fedundancy (oversampling) in the transmit/receive fikgiks,
guard bands. FBMC modulations can be combined with mulFBMC/QAM can only achieve a portion of the spectral effi-
antenna MIMO technology in order to boost the link systemiency of a classical FBMC/OQAM modulation.
capacity, leading to an extremely high spectral efficiency. Several other alternative FBMC modulations have been pro-
Even though several alternative FBMC modulation formafsosed in the literature, although they typically rely on the
have been proposed over the last few years, the most inter@siduction of CP, which simplifies the equalization but chga
ing one from the point of view of spectral efficiency remaims tincurs in a significant spectral loss. This CP is not needed
) in FBMC modulations, because under relatively mild channel
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single-tap per-subcarrier weighting is in principle suéfit to is typically the case in practice. Finally, the analysisif]is
equalize the system, as it is the case in CP-OFDM. Unfortanly valid for finite impulse response (FIR) channel models.
nately, in the presence of strong channel frequency seiigcti Here, the analysis is generalized to more general channel
the channel can no longer be approximated as flat within edohms, not necessarily having finite impulse response.
subcarrier pass band, and FBMC modulations require moreBefore going into the technical development, it is worth
sophisticated equalization systems (see €lg. [7] anderedes pointing out that the present study assumes linear, time
therein for a review of FBMC equalization techniques). limvariant and perfectly estimated channel responses. eThes
practical terms, if the receiver keeps using a single-tap passumptions are not perfectly met in a practical situation,
subcarrier equalizer in the presence of a highly frequenayainly because of the presence of amplifier nonlinearities,
selective channel, its output will appear contaminated byDoppler effects and the use of finite training sequencel, Sti
residual distortion superposed to the background noise. e assume that all these imperfections are negligible for
FBMC/QAM modulations, this distortion will eminently bethe sake of analytical tractability. The detrimental effe€
related to the inter-symbol-interference (ISI) caused lby tthese nonidealities could in principle be reduced by irgiren
channel within each subband. In FBMC/OQAM modulationghe cost of the power amplifier and by employing channel
the strong overlap between the different subband filters wéstimates are refreshed frequently enough and obtainédawit
result in both ICI and ISI at the output in the presencaufficiently large training sequence. However, in practicese
of a frequency-selective channel. Consequently, the &eéfec ideal conditions do not hold, and therefore some degraudlatio
channel frequency selectivity becomes more problematic iim the performance should be expected. Previous analyses
FBMC/OQAM modulations, a fact that has prevented a moestablish that the negative effect of these non-idealities
widespread acceptance of this modulation in spite of itarcleFBMC is similar to the one in CP-OFDM_[20],_[21], [22],
superiority in terms of spectral efficiency. which leads us to believe that the associated performance
This residual distortion under channel frequency seligtiv degradation will not be dramatic.
is much more devastating in MIMO transmissions, basically The rest of the paper is organized as follows. Section
due to a superposition effect of the multiple parallel antelll presents the general MIMO signal model and the ideal
nas/streams_[8],]9],.110]. This incremental distortiorieef frequency-selective transceiver that is considered & fhper
in MIMO contexts has traditionally been mitigated usingnd Section[Ill presents the proposed parallel multi-stage
complex receiver strategies, such as sophisticated eqtialh approach for general FBMC systems. The asymptotic per-
architectures [11],[112],113], or algorithms based on ssec formance of the proposed MIMO architecture is analyzed in
sive interference cancellation [14], _[15],_[13]. More rate SectionIV for general FBMC/OQAM modulations under the
approaches have additionally considered the optimizatfon assumption that the number of subcarriers grows largellfina
the transmitter architecture in order to mitigate the efi@ic Section[V provides a numerical evaluation of the multi-stag
the channel frequency selectivity. For examgle] [16] cdersi  technique and Sectidn VI concludes the paper. All technical
the optimization of the precoder/linear receiver pair idesr derivations have been relegated to the appendices.
to achieve spatial diversity while minimizing the residual
distortion at the output of the receiver. A related approze
be found in [17], [18], where a polynomial-based (multifap We consider a MIMO system wittiVy transmit andNg
SVD precoder is applied together with an equivalent malgi-t 'eceive antennas. LeH(w) denote anNp x Ny matrix
equalizer at the receiver. containing the frequency response of the MIMO channels, so
Here we take an approach similar to the one [in] [1dat the(i, j)th entry of H(w) contains the frequency response
and propose a general architecture that can be used to hgtween thejth transmit and theth receive antennas. We
plement multiple MIMO transceivers (precoder plus lineg&Ssume that the MIMO system is used for the transmission of
receiver) in highly frequency-selective channels. Ourrapgph Ns parallel signal streamd, < N < min {Ng, Nz}, which
is substantially different from the one in [16], [17]. llg],correspond to FBMC modulated signals. More specifically, we
because rather than focusing on a particular objective Will denote bys(w) an Ng x 1 column vector that contains
optimize the transceiver, the proposed architecture pesvi the frequency response of the signal transmitted at eadteof t
a general framework that can be used to construct a varié¥y Parallel streams. Hence, each entry of the vestas) is
of MIMO transceivers. On the other hand, the results @€ Fourier transform of a FBMC modulated symbol stream.
this paper generalizé [19] in several important aspectspey L€t us assume that the transmitter applies a frequency-
under the SISO configuration. First, the approach [in [1§fPendent linear precoder, which will be denoted by the
considers the specific case where the transmitter does plyt ap'7 < Ns matrix A(w). The signal transmitted through the
any precoding/pre-equalization processing, while theiver Vr transmit antennas can be expressed as
performs direct channel inversion. Here, we consider a much x(w) = A(w)s(w) (1)
more general setting with a generic precoder/pre-equadize
the transmitter together with the corresponding equatizéne
receiver. Second, the asymptotic performance analysidh [
is based on the assumption that the prototype pulses a®gcpe
reconstruction (PR) filters. Here, the analysis is geregdlio
the case where the prototypes are not necessarily PR, which y(w) = Hw)x(w) + n(w)

Il. SIGNAL MODEL

where x(w) is an Ny x 1 column vector containing the
frequency response of the transmitted signal. On the other
IJfand, lety(w) denote anVg x 1 column vector containing the
requency response of the received signals in noise, namely



wheren(w) is the additive Gaussian white noise. We assume Let us consider the combination of the FBMC transmission

that the receiver estimates the transmitted symbols byilipe scheme with the frequency-selective MIMO precodefw).

transforming the received signal vectp(w). More specifi- More specifically, consider thith subcarrier associated with

cally, we consider a certailVy x Ng receive matrixB(w) so the ngth MIMO signal stream that is sent through theth

that the symbols are estimated by transmit antenna. Assuming that titeeal frequency-selective
3(w) = BY (w)y(w). precher matridA (w) is impleme.nt.ed (Fig.11), this.streanj will

effectively go through a transmit linear system with eqléna

The whole ideal frequency-selective transceiver chaimi@é- frequency response proportional to

mented in Fig[ll for a FBMC-modulated system. The number

of subcarriers is fixed to be even, and will be denote@by. P(w—wp){Aw)}

The main problem with the MIMO architecture presented

in Fig.[1 comes from the fact that, in practice, the frequencyhe traditional (per-subcarrier) implementation of thie-p

dependent matricesA (w), B(w) need to be implementedcoder is based on the assumption that) is almost flat along

using real filters. However, these filters have very large (8¢ bandwidth ofP (w — wy) so that we can approximate

even infinite) impulse responses, which may be difficult to

implement in practice. This can partly be solved in multiear P (w — wp) {A(W)}nT,ns ~ P (w—wg) {A(Wk)}nT,ns :

modulations, as long as it can be assumed that the frequency =~ 2)

selectivity is not severe, so that the channel response!fisthis situation, we can apply a constant precodety)

approximately flat at on each subcarrier pass band. When tifisall the symbols that go through thigh subcarrier, which

is the case, one can construct the MIMO precoder/receifBfans that we can in practice change the order of precoder

operations by applying the matrice$(wy,), B(wy,) to each and F_BMC modulator with respect to the |_d(_eal mpler_nentaﬂon

subcarrier stream, where hesg denotes the central frequency(Cf- Fig.[2). Under strong frequency selectivity of the itjeee-

associated with théth subcarrier. This is further illustrated inc0derA(w), the approximation in({2) does not hold anymore

Fig.[2 for the particular case d¥r = Ny = 2 antennas in a and a more accurate description&fw) aroundwy is needed.

FBMC modulation transmission. Observe that the traditiona Assume that the entries of the precoding mathikv) are

(per-subcarrier) implementation in Fig] 2 is the result gnalytic functions ofw, so that they are expressible as their

changing the position of the precoder/linear receiver witheylor series development aroung, namely

respect to the FBMC modulator/demodulator in the ideal

implementation. Aw) = Z
=0

nr,ns *

| =

A W) (w - wp)f

=

As pointed out above, the traditional solution essentially
relies on the fact that the channel frequency selectivity is
mild enough to guarantee that each sub-carrier observesvlzere A(“)(w;,) denotes theéth derivative ofA (w) evaluated
frequency non-selective channel. However, under severe fat w = wy. The idea behind the classical precoder implemen-
quency selectivity, the system will suffer from a non-ngiglie tation in [2) and in Fig[R2 is to truncate this Taylor series
distortion that will critically impair the performance ohé development and to consider only its first terfn= 0). Here,
MIMO system. This will be confirmed below, both analyticallywe suggest to go a bit further and consider the truncation of
and via simulations. Next, we propose an alternative smiutithe above series representation to include its fitgt terms
that tries to overcome this effect. (T denoting transmit side), so that the transmitter filter has a

effective frequency response equal to
I1l. PROPOSED APPROACH

In this section we propose an alternative solution that,
with some additional complexity, significantly mitigateset
distortion caused by the channel frequency selectivity. We
assume that the transmit and receive filterbanks are catstiu for w sufficiently close tav,. The main advantage of extending
by modulating a given prototype filter, which may be differerthis truncation to the cas&r > 1 comes from the fact that
at the transmit and receive sides. We will denotepfag and one can effectively implement the above filter by usiiig
q[n] the real-valued impulse responses of the transmit apdrallel polyphase FBMC modulators corresponding to the
receive prototype pulses, with Fourier transforms respegt K+ sums in [B), so that each of thE€r parallel precoders
denoted byP (w) and @ (w), w € R/27Z. Hence, the consists of single-tap per-subcarrier implementatiossde
frequency response of tfigh filter in the transmit filterbank is this, assume that the prototype pulge] is a sampled version
assumed to be equal fo(w — wy,) Wherews, ..., w2y denote of an original analog waveform(t) and define ap¥)[n] a
the subcarrier frequencies, assumed to be equispaced alsagpled version op(“)(t), namely thelth derivative of the
the transmitted bandwidth, namely, = 27 (k —1)/(2M). analog waveformp(t). These definitions will be more for-
The following approach could also be applied to the situmtianally presented in Sectidn]V. Then, under certain regtylari
where P (w) is different at each subcarrier, as well as ironditions on the waveform(t), the Fourier transform of the
situations where these subcarriers are not equispacede\gow sequence’)[n] can be approximated for largel as
we prefer to concentrate on the simpler case of uniform
filterbanks to simplify the exposition. PO (W) ~ (2Mjw)" P (w). (4)

Kr—1

Aw =~ Y %(w—wk)éA“)(wk). 3)
=0
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Fig. 1. Ideal implementation of a frequency selective pdetdA (w) and a linear receiveB(w) in a FBMC modulation system witBM subcarriers.

modulator demodulator

Fig. 2. Traditional implementation of the frequecy-selectlinear MIMO transmitter and receiver in multicarrier thdations, for the specific case of
N7 = 2 transmit antennasNr = 2 receive antennas artd/ subcarriers.
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Now, observe that each term of the above sum has exac
the same form as the first order (single-tap per-subcarrii 2™
precoder P (w — wy) A(wg), replacing the actual precoder
matrix A (wy) and the original prototype pulse (w) by their
derivative-associated CoumerpaME) (wi), P (w). From Fig. 3. Proposed implementation of the frequecy-seleqtirecoder for the
all this, we can conclude that th-term truncation of the specific case ofVy = 2 transmit antennas an¥ = 2 parallel stages.
ideal transmit precoder frequency response can be gederate

by combining a set ofk; parallel conventional precoders.

This is further illustrated in Fig]3, where we represent the

suggested implementation of the transmit precoder when thd-6t us now provide a more formal .de_scr|pt|on of the
number of parallel stages was fixedia — 2 and the number proposed algorithm. Consider the transmissiofvofomplex-

of transmit antennas td/; = 2. We have represented in redValued (QAM) multicarrier symbols through each of thg;

the additional stage that needs to be superposed to thearigM'MO streams. Vr\]/e will denote bys”'h”f:_ 1"I'NS’ a A
one (in black), which is the same as in Fig. 2 2M x N matrix that contains, at each of its columns, the

We can follow the same approach in order to approxima'?éu'tica”ier symbols that are transmitted through thih

the ideal frequency-selective linear receiver maiBxw) in MIMO stream. LetZ,, n = 1...Ns, denote the2M x N

combination with the receive prototype pulse. Flg. 4 itagts matrix of received samples corresponding to the~re_ceptfon 0
the proposed architecture for the simple caseNof — 2 the nth MIMO stream (see further Fidl] 1), wher® is the
receive antennas anl; — 2 parallel stages. From all the total number of non-zero received samples associated hgth t

above, we can conclude that we can approximate the igggnsmission of thev multlcar.rler symbols (note thaV’ > N
frequency-selective precoder/linear receiver as degpict&ig. QUe to the memory o_f thg filterbank). Observe tizf W'”,

[ by simply increasing the number of parallel stages { K ) inherently have contributions from all the symbol matrices
that are implemented at the transmitter and at the receivel; - - SNs-

In the following section we analyze the performance of the

proposed transceiver architecture in terms of the residiemark 1 In what follows, given a general frequency-
ISI/ICI distortion at the output of the receiver. dependent quantityX = X(w) we defineA(X) =
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""" ‘ this approximation into[{7) we see that
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If, additionally we forceBPHA =1Iy,, we will approxi-
mately havez,, ~ Y, , (S,) which will be a close approxi-
mation of the transmitted symbo$, if the prototype pulses
are well designed.

Fig. 4. Proposed implementation of the frequecy-seledtvear receiver for ~ Next, let us formulate the signal model under the proposed
the specific case aNr = 2 receive antennas ani p = 2 parallel stages. parallel multi-stage architecture, assuming that the remob
parallel stages i&'r at the transmit side anll  at the receive
side. In order to define the derivatives of the prototype gails
of (@) in a formal manner, we make the following assumption:

,,,,,,,,,,,,,,

diag{X (w1), ..., X (wa2nr)}, i.e. a diagonal matrix containing (Asl) The transmit and receive prototype pulsgi®],

the value of the functionX at the pointswy,...,wan.  ¢[n] have length2M«x, where k is the overlapping factor.

We will also write Hy, . = {H (W)}, 10 Aﬁf}_]ns = Furthermore, these pulses are obtained by discretization o

A9 (w) = {AO W)} and BY) ,, = Bff;n(w) — smooth real-valued analog waveform§), ¢(t), which are
0o LIS ) smooth function?+! ([-Tyk/2,Tsk/2]), R > Kr + Kg,

{B®(w)}, . We will sometimes omit the dependence A that

w in severa]f’frequency—dependent guantities when this fact |

clear from the context. pln]=p <<n _ %) 5\}) . n=1,...,2Mk

Let us first provide a formal description of the receive slgnand equivalently fog[n], whereT is the multicarrier symbol
samplesz,, associated with theth MIMO symbol stream un- period. Furthermore, the pulsgét), ¢(¢) and theirRk + 1 se-
der the traditional per-subcarrier design in Figure 2. Thth quential derivatives are null at the end-points of theirgarp
symbol stream matri$,, ; is precoded ad ( A,.;,n, ) S for namely att = +7x/2.
each of the transmit antennas- = 1,..., Ny and FBMC-  Thanks to the above assumption, we can defifié and
modulated. The signal that is transmitted through the ¢ as the sampled version of theh derivative ofp(t) and
antenna goes through the chanigl,, ., and is received by ¢() respectively, that is
the nrth antenna and FBMC-demodulated. We will denote by(r) . IMr+1\ T,

] = Tip ( (0= )

),n:l,...,QMFa

H

255" (A (Aurn, ) Sns ) 6
e s ) RS ©) and equivalently fo;("). In order to construct the proposed

- ) ] multi-stage equalization system, we will assume that adirgu

the2M x N matrix of received samples at the output of the COfjties are sufficiently smooth in the frequency domain, nigme

responding FBMC demodulator, whepeg are the prototype (As2) The frequency-depending quantities(w), B(w)
filters used at the transmitter and the receiver respegtiiel 5,q H(w) are CH'+!(R/277Z) functions, where R’ >

order to recover the original symbols associated withittte (o 4 1) (R + 1). Furthermof@, these matrices are con-
MIMO stream, a multiplicative coefficient is finally appliedstycted so thaB (w)H(w)A(w) = Ly..

at this signal at the per-subcarrier Ievel,*so that the matri paying established the definition of the time-domain deriva
in @) is left multiplied by the diagonah (B, ,,). The total e of the prototype pulses and the smoothness conditions
received signal associated with thth MIMO stream contains g, precoder and channel, we can now formulate the received

the contribution of all transmit streams, all transmit alld asjgnal model under the proposed parallel multi-stage pre-

receive antennas, so that it can be expressed as coding/receiving architecture. L") be defined as the

NN 2M x N received signal matrix (equivalent tg,), when
SRa N Hopong transmitter and receiver employ thigth and /;th parallel

Z Z A(B"RV") Zp.d (A (A"T’"S) S”S) stages respectively. Keeping in mind that thd parallel

! (7) stage is constructed by replacing the prototype pulse amd th

lus some additive noise that we omit in this discussion. Now
P N 2The following results can easily be generalized to the caserev

if the channel a_md the precoder a_'re sufficiently flat _in thﬁH(w)H(w)A(w) is not necessarily equal to the identity. However, we keep
frequency domain, one may approximate (see Appenilix A fifs assumption in order to simplify the exposition.

[z

Z, =

nr=lnr=1ng=
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precoder/decoder by their correspondiitiy order derivatives, number of columns of this matrix corresponds to twice the

we can write number of transmitted multicarrier symbolgN) plus some
additional columns k) that account for the tail effects of

Z(tta) = the prototypesp, ¢. From Y, , (S»), we can construct two
Ns Ng Nr matrices Y94 (S,,), Y&%e"(S,,) which contain its even- and

=> 3 3 a (Bv(fﬁ,);) Zj;ﬁ:;@) (A (Ag%?ns) Sns) odd-numbered columns, so that

ng=lnrg=1lnr=1 dd even
which is basically the same equation &$ (7), but replacing i - P
{p,A} by {p(el),A(‘el)} and {¢, B} by {q(52)7B(32)}_ The Wwhere ® is the Kronecker product. According to the
total received signal is therefore described by the lineBBMC/OQAM modulation, the original multicarrier symbols

combination of the signals that are transmitted and reddiye are retrieved by taking the real/imaginary parts of the appr
the multiple parallel stages, using the coefficients eistabtl Priate columns ofy3%(p, q) and Y*"(p,q), that is via a

in @), namely de-staggering operation
Kr—1Kgr—1 bt §n(€) — Re{yOdd(Sn)} +j|m {yeven(sn>} .
(=) (€1,62) i T o .
Zn = —Zn 1,€2 X 9
2 2 e ® @

A exact expression a¥2%(S,,) and V£¥e"(S,,) can be found
We claim that, assuming that precoder/receiver are castegiu in [19, (3)-(4)], see furthef (30) in Appendix A.

so thatB¥ (w)H(w)A (w)= I, the above signal model is a It is well known [Z] that one can choogeq to meet some
very good approximation of the multicarrier signal that wbu “bi-orthogonality” or perfect reconstruction (PR) condits,
be received under frequency flat conditions, nangly, (S,,). Which guarantee thad,.(¢) = s, (¢) in ([1). In order to
This will be more formally established in Sectibnl IV, wherdormulate these conditions, & and Q denote two2M X x
we provide an asymptotic characterization of the resultifgatrices obtained by arranging the original prototype @uls
distortion error. In order to provide these asymptotic tssu samples in columns. In other words, tié row of P (resp.Q)
we specifically focus on FBMC/OQAM modulations, whicteontains theith polyphase component of the original pujse

allow perfect orthogonality conditions under an ideal arein  (resp.q). Next, consider tw@M x (2x — 1) matricesR (p, q)
andS (p, ¢) obtained as

A. Specificities of the FBMC/OQAM signal model R(p,q) =P ®JIapQ (12)

The conceptual form of the FBMC/OQAM modulator and SPq)=T201y)P®InQ (13)
demodulator is illustrated in Fif] 5. As mentioned abovis th - . . .
modulation is widely considered in the literature, tharkghie Wher§® mdlcat_e_s row-wise cpnvolu_tlon betvv_een matrices and
higher spectral efficiency with respect to other filterbank-m Jau 1S the anti-identity matrix of size M. It is well known
ticarrier modulations and the possibility of achieving fpet _that one can Impose PR conditions on the pujsemdg by
reconstruction of the transmitted symbols under perfeaheh imposing [19]
nel conditionsl[2]. It can pe described as a pniform, crityca UtR(p,q)=Z, U S(p,q) =0 (14)
sampled FBMC modulation scheme with different prototype
pulses as the transmittep)(and the receiverq), where the whereUT =T, ® (In; + Ju), U~ =L ® (Iny — Jas), and
transmitted symbols are drawn from a QAM modulation anghereZ is a2M x (2x — 1) matrix with ones in its central
staggered into an offset QAM (OQAM) format. column and zeros elsewhere. The above PR conditions can

As in the general description above, we consider thatbg significantly simplified whep = ¢ and assuming that the
total of N complex QAM multicarrier symbols2(V real- Prototype pulses are symmetric or anti-symmetric in theetim
valued symbols) are sequentially transmitted throughyitne domain [2].
stream, and le$,, denote &2M x 2N matrix that contains the
symbols after the staggering operation. Each pair of cokimn |V, PERFORMANCE ANALYSIS UNDERFBMC/OQAM
of S,, corresponds to a complex multicarrier symbol, and
will be denoted bys,(¢), £ = 1,...,N. We will write
b, (¢) = Res,(¢) andc,,(¢) = Ims,(¢), and we will denote
as B,, and C,, the 2M x N matrices obtained by stacking
these vectors in columné,,(¢) and c,(¢), so thats,(¢) =
b, (¢) + jen(¢). The signal matrixZ,, in (@) gathers the
samples of the received signal associated withritheMIMO
substreanbefore the de-staggering operati¢see Fig[h). Zn = Vp,q (Sn) + Epq (Sn) (15)

Fqllowing the notation in[{8), under an ideal SISO channghr some erroi€, , (S,). More specifically, decomposing,,
and in the absence of precoder/receiver, the received samphto zodd and Zeven as in [I0), one would estimate thih
matrix Z,, corresponding to the complex symb@&s will be  mylticarrier symbol as
denoted by, 4 (S,,). It can be seer [19] that matrdX, , (S,)
can be constrained to have dimensiahel x (2N + 2x). The 8,(0) =Re{Z™} . +ilm{Z*Y ., . (16

Ideally, one would like to haveZ,, as similar as possible
to the signal of the output of the decimators in the FBMC
demodulators when the ideal frequency-selective precaier
linear receiver are used (Fig. 1). In practice, howeverdhiy
holds approximately, in the sense tt} in (@) can be written
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Two different sources of error will be present in this estiilma PR conditions may not hold
of the symbols: an implementation error due to the frequency

T
selectivity of the system, namefy, , (S, ), plus arepresenta- 5§ — 5 s trl <R (p,q) — 11> <R (p,q) — 11) Ut

tion error which arises from the fact that the PR conditions i M 2 2
(I4) may not hold. In this section, we characterize the biemav

of the total resulting error by assuming that the number of + S (p,q) ST (p,q) U]

subcarriers is asymptotically largd/( — o). The following

additional assumptions will be needed in order to provide th

i : P, 1
corresponding result: o = ot <R (prq) — —I> RT (p(m), q(")) U+
(As3) The transmitted complex symbols are drawn froma 2M 2

bounded constellation.
(As4) The real and imaginary parts of the transmitted sym- +S(p,q)S" (p(m), q(")) U_]
bols are independent, identically distributed randomalses
with zero mean and power; /2. _(K) ¢ I IAVEES!
Under these assumptions, it is possible to characterize thed'(m) ~ 2, (1) (]) (K - 1) Higm=3)-

behavior of the residual distortion at the output of the neare =K

assuming that the number of subcarriers is asymptoticalfjdeed, observe that these two quantities are zero under the
high (M — oc). In order to formulate the result, we need®R conditions in[(T4): clearly™S (p, ¢) = 0 whereas

some additional definitions, that are presented next. Given N 1 N

integersm, n, m’,n’, we definengl:;,)m,m,) as the following U (R (pa) — 51) =U"R (p,q) —Z=0.

Ise- ifi ntity: . . - :
pulse-specific quantity We will additionally need some channel-specific functions

alsY (W), BIY (w) and . (w), defined as

(+:-) _ 5 m) () RT (,m) )+ _pym _
n(m7n,m/7n/) 2Mtr R (p » 4 )R (p »d )U agr;l,é) — \/5( J) m {(BHH)(m ) A(@)} (18)
ns m' f n,ns
m n T m’ n’ — m \/5 )™ m m—
+8 (7, ) 8T (p),¢") U ] Bims = %@) {BOT A 0} ws 9
NKr+Kr

o C Apm = V2 (=TT {B(KR)HHA(KT)} . (20)

whereR(-,-) andS(-,-) are defined in[(12)-(13). The quantity ™" Kr\Kp! n,ns

77&’7:) is equivalently defined, but swapping™ and U~  where we have omitted the dependence of all quantities on
in the above equation. Lg[/gj") denote a2 x 2 matrix w to ease the notation and whefe< m. We have now all
constructed as the ingredients to characterize the asymptotic distonpianer
associated with thesth parallel symbol stream observed at
the kth subcarrier output of the FBMC/OQAM demodulator,
] which will be denoted byP, (k,n), 1 < k <2M,1<n <
Ng.

(+7_) (+a_)
(o) _ | Moscole=r) n((l(,o,()),K)]I{KR:KT}
=1 - Fija
n(K,O,O,K)H{KR:KT} n(o,K,o,K)H{KR:K}
wherel , is the indicator function. Le¥'|."* be constructed Theorem 1 Consider the linear parallelized MIMO FBMC

as \Iff;’_) but changing all instances df+,—) for (—,+). system presented above, wilfi > 1 parallel stages at the
The following quantities will take into account the fact thatransmitter andKr > 1 parallel stages at the receiver. Let
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8, (¢) be as defined if_(16), i.e. as the estimates,0f¢), the On the other hand, one should also observe from the
¢th column vector of the complex-valued symbol matrix. Aexpression of?, (k, n) that the total residual distortion power
sume that As1) — (As4) hold and letK = min (K7, Kg). thatis observed at theth receive symbol stream is an additive

Then for anyl € {k,..., N — k} one can write combination of the distortion associated with each of the
) - transmit symbol streams (note the sum fram = 1 to Ng
E {8 (O}, — {sn (O}l } = P.(k,n) +o(M~*%) in the asymptotic expression fdt. » (k,n)). This justifies the

) claim that general MIMO processing is very vulnerable to
as M — oo. The termP (k,n) can be decomposed in tWoihe presence of highly frequency-selective channelsesine
terms, namely’, (k,n) = Pe1 (k,n) + Pe .2 (K, n), with higher the number of parallel streams, the higher the rasidu

_ distortion power that will be observed at the output of the
P&l (k, n) = 25 B ) A
ol . receiver. Furthermore, the expressionif(k,n) provides a
Z 22 (m,¢ ) very convenient way of fixing the number of parallel stages at

22 Re (57 | xing .
~ 2M)™ P HiomRe\ Sl the transmitter and receivek() in order to guarantee a certain
Mm=nKRr =AR

oK . degree of performance. Given a triplet of channel, precoder
B Z 2v/2 ~(KT)Re(a(m7g)) and linear receiverA(w), H(w) and B(w)) one only needs

S eM)” A Hiem) to evaluateP, (k,n) in order to obtain the minimund that
;\;5 7 guarantees a sufficiently low distortion power.
+ ————ReVn ik, ) L K ne e} Finally, it is worth pointing out that the asymptotic residiu

(QM)QK distortion expression presented in Theofgm 1 generalizes t
one obtained in_[19] for SISO channels in different impottan

and
N aspects. Here, both transmit and receive frequency-sedect
1 2 _ rocessing structures are considered, whereas only esceiv
_ (K,K)] q,(+-) { (K,K)} p g ) y
Pe (k,n) = 2K Z Re’ [gnv"s } Vic' Re & processing (equalization) was assumedLin [19]. Furthezmor

the above expression dt. (k,n) above does not assume PR
1 Ns T [0 R gD m [0 conditions on the prototype pulses, which was not the case in
+ (2M)2K Z m [’fn,ns } x m |:€n,ns } [19]. SectiorL Y shows that this asymptotic expression ptesi
s =1 an extremely accurate description of the system behavibeun
T severe channel frequency selectivity.
where {9 () = [aﬁ{fﬁ{ﬁ) (w), O (w)} and where all

the frequency-dependent quantitiest’;”, 82,

Yn.n) are A. Computational Complexity and Latency
evaluated atv = wy,.

Contrary to multi-tap filter-based solutions that procéss t
Proof: See AppendiXCA. B signal per subcarrier using a finite impulse response (FIR)

According to the above result, the inherent distortion @ tHilter, the proposed parallel multi-stage architectureumscin
FBMC/OQAM modulation can be asymptotically decomposenb additional penalty in terms of latency. This is because
into two terms, P. ;1 (k,n) and P. 3 (k,n). The first term all the constituent stages can be implemented in parallel,
basically accounts for the fact that the prototype pulses avoiding all the unnecessary delays of other multi-tap thase
need not have PR conditions. It can readily be observéliering approaches. Note that the insertion of a multi-tap
that this term is identically zero when the conditions iprocessor per subcarrier will generally incur in a latency
(I4) hold. The second tern®. » (k,n) inherently describes increase proportional to the product between the number of
the effect of the residual distortion caused by the chanrtaps and the number of subcarriers, which may not be tokerabl
frequency selectivity, even when PR conditions hold. Taist in delay-critical applications.
essentially decays a@ (M*QK) when M — oo, where K As for the associated complexity of the proposed multi-stag
is the minimum between transmit and receive parallel stageschitecture, we can evaluate it in terms of the total number
This means that if both the transmit and the receive proegssof real-valued multiplications and sums. We will consider
matrices are frequency-selective, it does not make muctesea transmit/receive filterbank implementation using an FFT-
to increase the number of parallel stages at one side of thesed polyphase architecturé [2], assuming that the nuaiber
communications link beyond the number of stages at the othsubcarriers is a power f and that the prototype pulses are
since the asymptotic behavior will ultimately be dictated bsymmetric in the time domain. Using the split-radix algiomit,
the minimum between the two. The situation is different whesne can implement an FFT by only usiag/ (log, M — 1)+4
only one of the matrices (eithek(w) or B(w)) is frequency- real-valued multiplications an@M log, M + 4 real valued
selective. In this case, the frequency flat matrix can be agensums [23]. Using this together with the fact that the prgbety
its exact representation in Taylor series, which is egeival pulse is real-valued and that each complex product can be
to stating that the matrix is approximated using an infinitenplemented with3 real-valued multiplication plus real-
number of terms (most of which are zero), il§;y = co or valued sums, we can establish the total number of real-gdalue
Kpr = oo. In this situation, increasing the number of stagesums and multiplications of the multi-stage architectuveig
that implement the frequency-selective matrix will alwégse in Table [I. In this table, we have disregarded the terms
a beneficial effect. of order o(M) and have also introduced the complexity of



Algorithm Real-valued products Eigenvalues of the simulated EVA channel
Multi-stage (TX) | 2M K1 [Nrlogy M + (k + 2) Ny + 2Ns Nr]
Multi-stage (RX) | 2M KRr [Nglogy M + (k + 2) Nr + 3NgNg]
Multi-tap (RX) 2M [Nrlogo M + (k +2) Nr + 3NsNg (Ntaps + 1)
Algorithm Real-valued sums

Multi-stage (TX) | 2M K [3N7 logo M + (26 + 1) Ny + 2NsNr]
Multi-stage (RX) | 2M Kgr [3Nglogy, M 4+ (2k +3) Nr + (TNr — 2) Ng
Multi-tap (RX) 2M[3Nglogy M + (25 + 3) Ng + (TNgr — 2) Nss

+ ((7NR _ 5) Ntaps — 2) N]

TABLE | 0 50 100 150 200 250 300 350 400 450 500
TOTAL NUMBER OF REAL-VALUED SUMS AND MULTIPLICATIONS Subcarrier
ASSOCIATED WITH THE PARALLEL MULTI-STAGE ARCHITECTURE AND A Eigenvalues of the simulated ETU channel

MULTI-TAP MIMO EQUALIZER WITH Ntqps MATRIX COEFFICIENTS.

a MIMO multi-tap equalizer([12] for comparison purposes 2| V 7
These numbers will be used in the numerical analysis of tl ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
fO||OWing Section 0 50 100 150 200 250 300 350 400 450 500

Subcarrier

V. NUMERICAL ANALYSIS Fig. 6. Eigenvalues of the MIMO channels used in the first mdrthe
In this section, we analyze the performance of the prgimulations, drawn from the EVA and ETU channel models.
posed precoding/linear receiver architectures in an LK&-|
FBMC/OQAM system with an intercarrier separation of
15kHz and QPSK modulated symbols. We will assume that the
channel state information is perfectly known at the reaeivéesults are virtually indistinguishable from the theasationes,
and also at the transmitter whenever the use of frequen€yen for relatively moderate values d@ff. The only rare
selective processing is considered. As for the actual FBMtifferences between simulated and asymptotic performance
modulation, we consider the PHYDYAS non-perfect recofRecome apparent in situations where the coefficient of the
struction (NPR) prototype pulsé [24], [25] with overlapgin Second order term becomes substantially high and the first
factor equal to: = 3. The same prototype pulse is used at botrder characterization so that the first order fails to captu
transmitter and receiver. All MIMO channels were simulatefie actual distortion behavior.
as independent, static and frequency-selective with a powe
delay profile given by the ITU Extended Vehicular A (EVA) Signal to distortion ratio, EVA channel, Substream 1
and Extended Typical Urban (ETU) models [26]. 5 5
X

K
N

A. Validation of the asymptotic ICI/ISI distortion express

In order to validate the expressions for the residual ICI/I¢ | % ¥
distortion provided in Theorefn 1, we considered a noisele x  Simulated K =K 3K =1 DU
Asymptotic Ry T R

scenario with512 subcarriers and two fixed channel impulst  zwz——F— 1 —————————
responses drawn from the EVA and the ETU channel mode Subcarrier

The number of antennas was fixed2at both the transmitter Signal to distortion ratio, EVA channel, Substream 2

and the receiver, namely§yr = Ng = 2, and two different
symbol streams were transmittells = 2. Fig. [@ shows
the eigenvalues of the simulated channel in the frequen
domain. A set ofl0000 multicarrier symbols was randomly
drawn from a QPSK modulation and the corresponding sigr
to distortion power ratio was measured at the output of tt Asymptotic Kkt

receiver. The simulated transceiver consisted of an eigetow B0 s 100 10 00 20 300 30 40 40 50
based precoder, wherA(w) was selected as the dominant St

eigenvectors ofH (w)H(w) and whereB(w) inverted the _ o _ _
Fig. 7. Signal to distortion power ratio measured at the wugb the receiver

reSl_JItlng channel. . . when the transmitter uses SVD-type precoding and the rexcgierforms
Figs.[7 and B compare the simulated and asymptotic pekannel inversion. The simulated channel was the one remesin the upper

formance as predicted by Theordm 1 for different valuedpt of Fig.[8.

of the number of parallel stages at the transmitter/receive

i.e. Kr, Kgr. In these two figures, solid lines represent the As for the actual performance of the multi-stage transceive
theoretical performance as described By(k,n) whereas architecture, it is clearly seen that substantial gains loan
cross markers are simulated performance values. Obsate #dthieved in terms of residual ICI/ISI reduction by simply-im
there is a perfect match between them, and the simulag@dmenting a second parallel stage at the transmitteieace

x  Simulated =2 KRzl

K=1, Kg=2
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s __ Signa to distorion rato, ETU channel, Substream 1 technigue in terms of real-valued multiplications (M%) and
wf, ] o ‘ additions (A%) with respect to the traditional single tap-pe
asf | ¥ subcarrier channel inversion (obtained /dg = 1). Observe

that the parallel multi-stage architecture withy, = 2 presents

a computational complexity that is comparable to a multi-ta
processor withV,,,, = 3, but achieves a much better output
SNDR, especially at low values of the background noise. In

dB

KTZZ' KR:1 KT:l, KRZZ !
Il Il Il Il Il Il Il I

so 10 150 200 250 300 30 400 450 s00  terms of the global SNDR distribution, two parallel stages a

K=K T

Subcarrier

sufficient to provide a performance comparable to a mufti-ta
filter with Ny, = 7 taps at a much lower computational
complexity.

Signal to distortion ratio, ETU channel, Substream 2

dB

SNR=25dB, EVA, Spatial Multiplexing SNR=35dB, EVA, Spatial Multiplexing
1

1c
K =1, Ko=1,(M=100%,A=100%)
K =1, K =2,(M=169%,A=172%)

K::Z, KR:j_ KT:KR:1 KT:1 /K = X — - KL, KR:3'(M:238%'A:244%)
-10 I I I I 1 I I I I L —&— Multitap 3,(M=162%,A=149%)
0 50 100 150 200 250 300 350 400 450 500 Mulitap 5,(M=203%,A=183%)

Subcarrier —A— Multitap 7,(M=245%,A=217%)

Optimum (freq. flat)

Fig. 8. Signal to distortion power ratio measured at the aiug the receiver
4 5 6 7 8 7 8 9 10 11 12

When the tran_smitter us_es SVD'type preCOding and the rgcqjerforms Mutual Information per Stream (bits) Mutual Information per Stream (bits)

channel inversion. The simulated channel was the one remexs in the lower

p|0t Of Flg B SNR=45dB, EVA, Spatial Multiplexing SNR=55dB, EVA, Spatial Multiplexing
.1Q. 1 .

0.8

0.6

On the other hand, simulations confirm the fact that tr 04

performance is roughly dictated by the minimum number « 02

parallel stages used at the transmit and receive sidess ttet S i o s F o
minimum betweenkK'z and Kr. In other words, when using Mutual Information per Stream (bits) Mutual Information per Stream (bits)

frequency-selective processing at both transmitter aceiver,

the most important gains can be obtained by considering thg. 9. Mutual information distribution (bits per streanor ifferent levels
proposed architecture at both sides of the communicatioks | of the background noise wittVy = 2, Nr = 4 and spatial multiplexing
but using the same number of parallel stages. (EVA channel model).

B. Performance under general frequency-selective channel

SNR=25dB, ETU, Spatial Mt SNR=35dB, ETU, Spatial Multiplexi

0/ )0/ 1
In this subsection, we evaluate the performance unc " Kt M=00eAm00

K=1, K =2,(M=169%,A=172%)

background noise and under a large set of randomly dra ., « -su-zas0a-20a%)
channel frequency responses. The total number of SUDGRIT = vutsap 301623041430

Multitap 5,(M=203%,A=183%) &

was set t01024 and the number of antennas was fixed t-s— wuitp7.m=245%a-217%) F

Optimum (freq. flat)

Np =2 and Ni = 4, and two different symbol streams were o3
transmittedVs = 2. The transmitter was fixed tA (w) = Iy,

0.8

0.6

0.4

0.2

ot 2
7 8 9 7 8 9 10 11 12

(pure spatlal m UItIpIeXI ng) Whereas a LM MSE processor Wi Mutual Information per Stream (bits) Mutual Information per Stream (bits)
ConSIdered at the recelver’ 1.e. SNR=45dB, ETU, Spatial Multiplexing SNR=55dB, ETU, Spatial Multiplexing
1 s

B(w) = H(w) (H” (\)H(w) + 0/ PsIn,) "

Figs.[9 and_10 represent the cumulative distribution fumcti 06
of the measured mutual information per stream correspor 04
ing to 100 realizations of EVA and ETU channel models
respectively, for different values of the signal to noisevpo ) ) L
ratio. These mutual informations were estimated assumi VBt mfomoon v st Gt m:mt?mméﬁrs.reaé“(bns) 1
Gaussian signaling and disregarding the statistical digrese

between distortion and information symbols. Apart from the i9. 10. Mutual information distribution (bits per streafoy different levels
performance of the proposed receiver with multiple pakallgf the background noise withz = 2, Nx = 4 and spatial multiplexing
stages, we also represent the performance of the multi-t&pU channel model).

MIMO equalizer in [12], based on the frequency sampling

technique, as well as the optimum performance under fre-Next, we considered a scenario witfir = 4 and Nz = 2
qguency flat equivalent channels. In the legend of the figureghere the precoder used the two left singular vectors asso-
we represent the percentage of increase of the corresgpndiiated with the largest singular values of the channel matri

0.8

0.2
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The linear filter at the receiver was fixed in order to invelinear receiver at the central frequency of each subband.
the resulting channel matrix. Figs.111[fol 12 show the distiBy properly exploiting the filterbank structure, it has been
bution of the estimated mutual information obtained witt®
random realizations of the EVA and the ETU channel modetenventional per-subcarrier precoders/linear receivecom-
respectively and for different values of the backgroundsaoibination with parallel filterbanks constructed from sedian
power. Here again, we observe that high gains can be obtaimkedivatives of an original prototype pulse. For the spedcifise
with the proposed multi-stage MIMO architecture using onlgf FBMC/OQAM, an asymptotic expression for the ICI/ISI
two stages at the transmitter and at the receiver.

1r

SNR=25dB, EVA, Spatial Multlplexmg

—— K71, K=1, (M=100%,A=100%)
—— K72, K=1, (M=165%,A=161%)
—— K71, K=2, (M=135%,A=139%)

K172, K=2, (M=200%,A=200%)
- — K;78, K=3, (M=300%,A=300%)

Optimum (freq. flat)
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Fig. 11. Mutual information distribution (bits per streafoj different levels
of the background noise wittV; = 4, Ng = 2 and SVD-based precoding

(EVA channel model).

SNR=25dB, ETU, Spatial Multiplexing

i

K1, K =1, (M=100%,A=100%)
e K2, K =1, (M=165%,A=161%)
K1 K =2, (M=135% A=139%)| /
K,=2, K =2, (M=200% A=200%) {f

— -~ K;=3, K_=3, (M=300% A=300%)
Optimum (freq. flat)

.
3 4 5 6 7 8
Mutual Information per Stream (bits)

SNR=45dB, ETU, Spatial Mulllplexlng

Mutual Information per Stream (bits)

SNR=35dB, EVA, Spatial Multiplexing
e

7 8 9 10 11 12 13
Mutual Information per Stream (bits)

SNR=55dB, EVA, Spatial Multiplexing

- " g
8 10 12 14 16
Mutual Information per Stream (bits)

SNR=35dB, ETU, Spatial Multiplexing

Mutual Information per Stream (bits)
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6 8 10 12 14 16
Mutual Information per Stream (bits)

Fig. 12. Mutual information distribution (bits per streafoj different levels

of the background noise witN; = 4, Ng = 2 and SVD-based precoding

(ETU channel model).

V1. CONCLUSIONS

shown that the global system can be implemented using

distortion power has been obtained. It has been shown that
the global performance of the system essentially depends on
the minimum between the number of parallel stages imple-
mented at the transmitter and the receiver. Finally, nuraéri
evaluation studies indicate that the asymptotic perfooean
assessment provides a very accurate approximation of the
reality for moderate values of the number of subcarrierd, an
that significant gains can be obtained using the proposed
architecture under strong frequency selectivity.

APPENDIXA
PrROOF OFTHEOREM(]

We begin the proof by introducing a technical result that
will be used throughout this appendix, which will be sepelsat
proven.

Proposition 1 Let Y, , (S,) be the FBMC receive sample
matrix corresponding to the symbol matrl®, when the
channel is ideal and the prototype pulsesq are used
at the transmit/receive sides respectively. LBt{w) de-
note a C®'*+!(R/2xZ) function for some integerk?’ >
(2R+1)(R+2), and let Zf (S,) denote the matrix of
received samples at the output of the decimators correspgnd
to V.4 (Sn), when the signal goes through a channel with
frequency responsé’(w). Under (Asl) — (As3) for any
integer R > 0 we can write

Z;:fq (Sn) = i T!((QJ]\);)TA (F(T)) ypqu (Sn) +0 (MfR)
- (22)
7274 rym ( (F(T)) Sn)+o(M*R)
(22)

where F(") denotes therth order derivative of the function
F and whereo (M ~*) for an integerR denotes a matrix of
potentially increasing dimensions whose entries decagto z
faster thanM—® when M — oo. Furthermore, the above
identities hold true also if eithep in (1) or ¢ in 22) are
replaced byp®) and ¢(*) for any integerk < R.

Proof: The identity in [21) is proven i [19, Proposition
1] when F (w) is the Fourier transform of a finite length

A novel parallel multi-stage MIMO architecture for FBMCsequence. The proof of the present result follows along the
transmissions under strong frequency selectivity has begdine lines, see further Appendix B. -
presented. The rationale behind the approach consists in

implementing a Taylor expansion of the ideal precoder and
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Corollary 1 Under the above conditions, lef(w) denote where
anotherCE'+1 (R/2x7Z) function. Then,
5",71T7NR (Sns)

R Nk
- Kr+Kr 0
Zr0(s,) => iA GM) ZE o (Sp)+o (MR (=i)” (£2)%) ZHnrnrAnging
" =k an* ( ) . - eZ;R 0! (2M)" A (B"R’") Zp gt (Sns)

R Nk
(71) F k — Kr+Kr A
=y —~Z A(GR) S, ) +o (M. (=) B Hupm
A (k) n _ nRp,n INRNT (1)

l;) kL(2p)" P ( ( ) ) ¢ ;( 6! (20" 2y g (A (A";"’"S) S"S)
Furthermore, the above identities also hold when the zeroth | Knt+Kr
order derivativesp and ¢ are replaced byp®) and ¢(*) for (=) —r
any integerk < R. KrlKg! (2M)™"07

Hnpon (K —(Kr+K
Proof: We will only prove the first identity, the proof of Z <K§~> T(Km (A (AnTTJ ) Sns) +o (M T R)) .

s%c%nd one being cgmpletely equivalent. Noting iat € Now, using the linearity of the transmission from different
C*~" and replacingz, ., (S») by the corresponding expres-yntennas and the fact that’ (w)H(w)A (w) = Ly, we obtain
sion in [21), withR replaced byR — k andgq replaced by;*), v N

WeRsee th.at’ Z, = yp q Z Z Z En T, NR ns)

k
J r nr=1ln ln
o MY (67 250 (S0) =

A (B(KR)*) X

ngr,n

k=0 sing now Propositiofi]1 and disregarding all terms of higher
Kt (2M)" Usi P itioR]1 and di ding all f high
R R—k Py order, we can readily see that15) holds with
A(GTDFRE) Y » (Sh,
; ;) kil ( 2M YN ( ) p,q(k+m) (Sn) Ena (Sp) = 5;}3 (Sn)+51§,23 (sn)+glgi; (S,)+o (M—(KT+KR))
+o(M~F) _ _ (23)
R i where we have introduced the matrices
@ Z - A (FG)(m) Y -R
=D T it (Sn) +o0 (M™F)
= m! (2M) ( ) 1()713 Z Yos (24)
Qzro(s,) + o0 (M)
- - - Ns Krt+Kr Vp.qm (Sn )
where in (a) we have replaced the indeby the indexm = (2) Z Z A Z gm0 pa s
k + r and swapped the two sums and in (b) we have useﬁ’q = = . s V2 (@2M)™
NnNg=1 m=KRr 2=
again [21) withF replaced byF'G. [ | (25)
This corollary will be very useful in order to characterize Ns
the asymptotic distortion error. Consider the expressicth® £ (S,) = Z A ) Vo) ok (Sng) (26)
received signal matrixz,, in (19]) which can be expressed as 74 * " ) Tnins V2 (20 rt KT
ng=
Z, = Z Z (B'Ezé;)n) where 8{"x2 and~,.,.. are defined in[{19) and(R0) respec-
ng,nTnR £2=0 tively, and where
K1 e Kr+K
% an nT2 A A%&)ﬂ S, B T R m
éz_o 4! 2M G @y P )( ( v S) S) Tos = z;:( 2M (M) m! Zlgz 0
m=Kr nr 1
Applying Corollary(1 forR = Kt + Kr, we can write m—t
pplying Yl T R XA{(BHH)( 1)} Ve gt (A (Ag%n )Sns)-
Kr—1 (_J)[l " n,nr ’
Z WZZ,(Z?:Z@) (A (Agf;?ns)sns) Next, we transform?,, ,, into a linear combination of
£1=0 1! (2M) matrices of the type),« ,» (S,y) for some integers, j.
— ZHﬂ(lj’?TA"T’"s (S») The following lemma will be instrumental in this objective.
p,q(é2 "
Krdlin (b P N IO Y Lemma 1 Under the assumptions of Propositibh 1, we have
USO8 (42, )50
o =xr 01 (2M) g (=)™ (m) ) y(m)
4o (M_(KT+KR)) yp,q (A (F) Sn) = Z() WA (F ) yp-,q (Sn)
and therefore inserting this into the expressionZf above +o (M_R)

and applying again Corollafy 1 with respect to all the sums Where we have defined
the index/,, we obtain

Z,= > [ngR,anR,nTAnT’"s (Sns) + Ennrmn (sns)} Vi (Sn) =Y (

Ng,NR,NT r=0

m

) (=1)" Yy gom=m (Sn).

r
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Proof: For £ = 0,..., R, we consider the identities in Using the fact that
@1)-(22) in Propositiofi]1 withh and F' replaced byp'® and

F®) respectively, that is YRy mekth (29)
ey » k )\l k-1 4
Z (=) — Vprte) (A (F("H)) Sn) and with the appropriate change of indexés=(m — k + ¢1),
(2M) we see that
R—¢ NG
B U I (F(T”)) Y (Sn) + 0 (M5 Krtfn
= .l (QM)T-M p&) q(m) \(Pn : _ Z Z a(ml
r=0 T \/_(2M e n,ns

This forms a system oRR + 1 linear equations withR + 1 -
unknowns, which can be expressed in matrix form as « Z < 14 )y(m—k) (Sna)+0 (Mf(KTJrKR))

_ (k=(m—18)) q(m—¢)
Arxp=yr+o (M) pmrime N R q
wherexg = [z, . .. ,xR]T, Yr = [Yo,- .- ,yR]T, whereaﬁfﬁg? is defined in [(IB). Finally, using the change of

(—j)" - indexes { = k —m + £ +r) together with[(2D), the additional
Ty = (QT)T () g (A (F ) Sn) change of indexes = (j + m — ¢) — k and the identity

R—r smA+r —K : 1

_ (_J) (m4+r) ! " s (J j—Kr j—1

Yr = n;) WA (F ) yp(r)_’q(m) (Sn) (27) ;) (71) (S) = (71) (] _ KT)

and whereAr is an R x R upper triangular Toeplitz matrix

we finally obtain
with the entries of thenth upper diagonal fixed td /m!, y

m = 0,...,R. We are interested in obtaining the solution Kr+Kg m
i i i i _ m,l)
asso<_:|ated with the first entry of, so that we will be able Z \/_ g ( Z a% s )
to write m=Kr (=Kr
I )
j 14 ji—1
o =Vpq (A ijyj +o(M™F) (28) X Z (—1)/ KT () (K B 1) Yy gtm=1 (Sns)
j=FKr J/ART
where¢; are the entries of the upper row @f}zl. We can +o0 (M*(KTJrKR))
iteratively obtain the solution tg; by observing that we can
partition this matrix as Inserting this into the expression @) (S,,) in @4), we
Ap_1 Jr_1ap end up with an expression of,,(S,) in (23) that is a
Ap = 0 1 linear combination of matrices of the for®,.») ) (Sns) for
T different integersn, n. Therefore, we can analyze the asymp-
wherearp = [a1,...,ag]", so that totic distortion variance by simply analyzing these teriive.
Al ARl —AR' Jroag provide more (J!e'Fglls in what follows. -
0 1 From the definition of the complex estimated symip|$/¢)

in (18), we see that this column vector is a function of two

and this basically implies thgp = 1 and :
y imp % e columns of the matrixz, , (S,), namely
— - 1
_ - _ - def
Z_OgmaRim Z—0 (R — m)'gm Z%dg (p ) = [ZOdd (Sn)] L l4+k—1
We can solve this recurrence by noting that it can be rewritte 750 (p,q) = oer [Z5v"(Sn)]. .
as
Bl op Let us equivalently defing% (p, ¢) andy2's"(p, ¢) as above,
Rl¢p = — Z < )m'fm replacing Z by V. We define the error associated to the
m=0 estimation of thefth multicarrier symbol of thenth stream

which basically implies thatn!¢,, = (—1)™. Using this ase, ¢ (p,q) =8, (£) — s, (£), so that
together with the expression gf. in (24) and swapping the odd _ oven
two indexes we obtain the result of the lemma. ] ent (p,q) = Re[z0% (p,q)] +1Im [277"(p, ¢)] — sn ()

Applying Lemmal1 we can rewrité,; as Now, from the asymptotic description provided above we have

Kr+Kpg ( been able to expresg, (p,q) as a function of matrices of
T, = Z ' 2M L — Z Z ( ) ( ) the form Y, n) 4o (Sn) When M — oo for several pairs of
m=Kr " k=Kr 6= integersm, k. Consequenths,, (¢) is asymptotically described

A ({(BHH)(k—él)A(g1+m_k)} )y(?})k)(w (Sn) as a weighted linear combine_xtion gﬁ’ldg (p™,¢®) and
nng )~ P gt RS y&'en(pt™), ¢¥)) for several pairs of integers:, k. In order

to (M*(KT+KR>) to analyze the structure Q¥,, let F denote the2M x 2M
orthogonal Fourier matrix, and 1&; andF, be the matrices
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formed by selecting thé/ upper and lower rows df respec- and for the FBMC/OQAM signal model we can write
tively. The expression g/°% for FBMC/OQAM modulations

dd dd
can be shown to bé [19] E {Re{yz,e 1}, Re{ynis } =E {Im {ymint, Im{ynes }
== 77(+7) (RlRQ 78182 )
odd _ H *
Vo (Sn) = 2@F" (F®'B,,0,0/® R (p.q)) E[im {yo% ) im {y2%,}, | = E [Re{yere1}, Re{yesn}, |
0,F,®*C,,,0 -
1 20F" ([F’lg*jc‘ . O} S q>> (30) — ) (RARE, 6,87
E[Re{y2,}, m{y2%,},| = E [Re{y=/en}, m {20}, |
where R (p,q), S(p,q) are defined in [(A2):(13),® is -0
a diagonal matrix with itsmth diagonal entry equal to
exp (—jmM+L (m — 1)) and 0 is an all-zeros column vector Where we have defined fei, s> € {+, -},
of appropriate dimensions. A similar expression can bergive T T P, S Trs
for Yeven see further[19, eq. (4)]. ) (RiRS, 8187 = oM [RiRy U™ + 8,8, U™

Now, recalling thatZ is a2M x (2x — 1) matrix with ones
in the central column and zeros elsewhere, we observe t
we are able to write

urthermore, ifty") , is replaced byd"") ; = d") (pi, ;) in
y of the above expressions, the same results hold reglacin
Ri by R; —

b, (0) = {2<I>FH ([F@*BH,O,O] ® 11)} (31) APPENDIX B
2 lHR—1 PROOF OFPROPOSITIONT]

Let ZI (p,q) denote the2M x 2 (N + 2x) matrix con-
taining the received samples at the output of the receive
FFT corresponding to theath transmit stream, assuming
that the transmit and receive prototype pulses j@arand q

respectively. For the rest of the proof, we will drop the
?f’?(p, q) — by, (¢) dependence om in that matrix, and we will decompose

and this identity holds true if we replace the phif (¢), B,
by ¢, (£), Cn. Using [31) and replacing® (p, q) by the
asymptotic expansion, we see that

=% (p.q) 27 (p,q) = Zeaven(p: @) @ [1, 0] + Zg49 (P, @) ® [0, 1] . We will
No KrtKn denote byf [¢] thefth coefficient of the Fourier series &f(w),

F (w) €““dw.

N Z Z \/— B Z A( n"lz?) e. 1 2

s=1 m=Kr {=Kr f[f]:%

% Z a Kr (f) ( J—1 ) odd ( () q(m—j)) Furthermore, in order to describe the effect of the frequenc
1 )

Py J) \Kr — Vst selectivity of F' (w), we introduce the following pulse-specific
Ne Kr+Kn ( ) ( ) matrices, defined for ang € Z such that-M < ¢ < M,
-y A (B ) yolle (p.at™ P ®JyQa(()
2M n,ns ng,l R - P J /) = 1 M2
ng=1 m=Kg \/_ £ (pv Q) ® QMQ( ) |:1:)2 @J]MQI(E)
Ns
1 odd [ (Kr) (Kr) _ [0, P2®JnQ2(f)
+ \/_(QM)KR+KT nz_lA Tn, ns)yns, (P g R ) Sy (p7Q> Pl@JMQl(f),O

‘o (M,(KTJFKT)) whereQ(?) is defined as

Q(ﬁ) _ |:O70’ {Q}2M2+1:2Ib[,::| , 0 < / < ]\47

(%) X : (%) 07 {Q}1:2M7L: 70

whered,’, (p, q), (x) € {odd,even, is defined ay,; (p, q) 0,{Q} 0

by simply replacingR (p, ¢) with R (p,q) — $Z in (30). An Q) = { 7{Q} ’”1:216["0’ ] , —M<0<0

equivalent expression can be derived iQYe“(p q) —jcn (£), L=t

which is omitted here due to space constraints. The expressiso thatQ(0) = [0, Q]. Furthermore, given a column vector of

presented in Theoref 1 are obtained by computing the v}/ entriesu, we defineM(u) as the2M x 2M matrix

ance of{e, ¢ (p, q)}, and disregarding the higher order terms. oL H X

This cai be Eaasi?jkdone using the following result, which can M(u) = OF " diag(Fo"u)

be proven as in[19, Appendix B]. where F is the 2M Fourier matrix, {F}ij =
(M)~ g2r(i-DG-D/@M) 1 < 45 < 2M, and
where & is a 2M x 2M diagonal matrix with entries

Lemma 2 Consider now four generic prototype filters{®}, = e In(M+D(=1/CM) | =1 2M.

P1,q1, P2, q2, and denoteR; = Rgpuqz') andS; =S (pi,¢;),  We will provide here the proof of(21), the proof df {22)

i =1, 2. Write for compactnesﬁsz_i = yg‘% (pi»qi),i=1,2, following the same line of reasoning. Furthermore, we will

() € {even,oddl and let? € {x,..., N — k}. Under (As4), only show that[{Z1) holds for the odd columns Bf (p, q),
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namely 2, (p, ), since the proof forZZ..(p,q) is almost Now, since the two pulse®,q and their derivatives are
identical. Using the above definitions and following [19, ecbounded by assumption, the absolute value of the entries of

(14)-(15)], we can wrif Re (p,q) and Rg (p,q")) are upper bounded by a positive
» constant independent of/, denoted here by’. Therefore,
{2544 (P, Q)}:i = since|¢| < M in the definition ofE} ,
: LR

= E @ R - S _ t 3 _
2 E E_ f[ ] { )anr p’ q)}:,l—J—V]2M+2 ‘{gjaR}m,n‘ <C+C E % ‘2514‘ <C <1 + Z 2ﬂt>
=0 t=0

l=—00 j=1

+ Mc;) {Sin),,, ’q)};7i—j—[é]2M+2‘| which is bounded by a positive constant independedt/ofA
4 imil [ b lied to show t h
where® is a diagonal matrix with entrieg9},, = ewr k= o [oaooniNgG Can be applea fo Show et R} | has
1,...,2M, [f],,, returns the integer that is closestq2)/) the same property. Therefore, we see that (using the triangu
(with the convention thaf(2m + 1) M]sy; = m whenm € and the Cauchy-Schwarz inequality),
Z) and wherg¢),,, = {—[¢]2as. Now, following the approach

in [19], we see that we can write }{Xl}k.,i} <2 )
Ry 0| 01
{Zci‘]d(pzfﬁ _277,! (2M)7'A<F(T)) Yodd (p,q(r))} H{M N H H }
r=0 0 et k,: smoc{l M),R Ji—j+[e/(2M)]+2

%) N
=2 > Y flge‘|Mm

l=—o00 j=1

Nlgl }
J){ Do B Li—j—[€yp +2

Li—j[e/(2M)])+2

|

 enties | | [Ezmaean.s]

. 9 .
M) (€t H] (2) < KoV (|[{M)} ||+ [IMGend]) X 171
2M |€|>M?3
where we have defined, forM < ¢ < M, < Ko/ M Z 171
e]>n18
SZR—Repq (7(]()) . .
! for some positive constanfs;, K, independent of\/, where
, R (76) © in the last equation we have used the faCtj'h@M(u)}k-ﬂ‘L
Er=Se(pa) — Z 4 (QM)tSO (p’ q ) is bounded above if the entries afare bounded (see further
t=0 7"

[19, p.3604]). Finally, we need the following result:
and where we have used the fact that (using the integration

by parts formula) Lemma 3 If F e CF'*! (R/2xZ), the kth Fourier coefficient

27
2i F' (w)@%dw = ¢ (=)' f[0], 0<t < R. f[k] can be bounded by
T Jo

Now, we separate the global sum[inl(32) into two terms, which [FIR]] < mﬁ
will be bounded in a different way. Consider a paraméter
(0,1) and divide the sum with respectfan (32) in two terms, for some positive constant
corresponding td¢| < M° and |¢| > M?°. Let us denote by
X1 and x» these two terms, so th#B2) = x1 + x2, where Proof: Applying the partial integration formula to the
Z ¢ sys() and xo = Z\ZKM‘S( ). These two terms definition f [k] consecutivelyR’ + 1 times,
WI|| be bounded using different methods, as it is described ( 1>R,+1 .
next. _ = (R/-i-l) ik
Ik o (T / F (w) €“%dw

A. Bounding the termy;

First observe that we can bound the,n)th entry of &}
as

and therefore the result follows by the triangular inegydbr
integrals, taking: = sup,,cp o,z | F% 71 (w)|. u

Applying this lemma, we readily see that there exists some
positive constan& such that, for any > 0,

1
SEVM Y WS

£>M9

‘{5&3}%”‘ < ’{Re 2D} mm

R
Jth"QM‘ ‘ RO P4 ())}m,n '

[e

3In the following expression, matrices indexed by values #r@ either < K
nonpositive or higher than the matrix dimension should beeustood as - MR —e)—1/2 £1+€
zero. Observe that the number of terms of the sur i, in fact, finite. >M°

-0 (M75(R/*6)+1/2) '



16

B. Bounding the ternys

In order to analyze this term, we will use the following
result, which can be proven as in [19, Lemma 1].

(7

8l
Lemma 4 Let ¢/ € Z be such that|¢| < M. Then, under

(As), [9]

. R+1 ) /
‘{EevR}m,n ) ‘{SLR}mm < K‘M

for some positive constarit, independent of\/, m,n and ¢.

R+1

4
<K|—
<K |37

[20]

Using this, we readily see that, by the Cauchy-Schwarz
inequality, (11]

[(xah

ORIAGIE

|| < M [12]

Z\{M
<EVM Y

|| < M8

i 6] i H MG [E20) o]y

R+1
-0 (M—(1—5)(R+1)+1/2)

”'\M »

for some positive constart’.
[15]
C. Concluding the proof

With all the above, we have been able to show that the
entries of [3R) are of the ord&?(M —), where [16]

D=min{(1-6)(R+1),6(R —¢)}—-1/2 [17]

foranyé € (0,1) ande > 0. As a function of, the maximum

D is obtained when
[18]
(R+1)

(RM—e+R+1)

and the corresponding exponent is given by
(R+1)(R —e¢)
— = —1/2.
(RM—e+R+1) /

Now, if we require thatR’ > (2R+ 1) (R+ 1) and we fix
e € (0,RR—(2R+1)(R+1)), we haveD > R, showing
that @2) = o (M 7). (21]

5=

[19]

D=
[20]
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