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Abstract—Interference alignment (lA) is a promising technique
to efficiently mitigate interference and to enhance the capzty
of a wireless communication network. This paper proposes a
grouping-based interference alignment (GIA) with optimized IA-
Cell assignment for the multiple cells interfering multiple-input
multiple-output (MIMO) multiple access channel (MAC) network
under limited feedback. This work consists of three main pats:
1) an improved version (including some new improvements) of
the GIA with respect to the degrees of freedom (DoF) and
optimal linear transceiver design is provided, which allovs for
low-complexity and distributed implementation; 2) based @ the
GIA, the concept of IA-Cell assignment is introduced. ThreelA-
Cell assignment algorithms are proposed with different bakhaul
overhead and their DoF and rate performance is investigated3)
the performance of the proposed GIA algorithms is studied uder
limited feedback of IA precoders. To enable efficient feedhek, a
dynamic feedback bit allocation (DBA) problem is formulated
and solved in closed-form. The practical implementation, te
backhaul overhead requirements, and the complexity of the
proposed algorithms are analyzed. Numerical results showhat
our proposed algorithms greatly outperform the traditional GIA
under both unlimited and limited feedback.

Index Terms—Interfering MIMO networks, interference align-
ment (IA), IA-Cell assignment, limited feedback, Grassmain
subspace quantization, dynamic feedback bit allocation.

I. INTRODUCTION

turning inter-cell interference (ICI) into an advantagdéting

BSs share their data and perform joint precoding/decoding.
This requires the exchange of global channel state infoomat
(CSl) as well as (possibly) user data via high data rate
backbone connections, which might be a problem when the
BSs belong to different operators or have conflicting ittt

In these cases, coordination schemes among BSs without
global CSI and user data exchange might be feasible [4].

In this work, we consider an interfering multiple-input
and multiple-output (MIMO) multiple access channel (MAC)
network, which is well matched to the multi-cell multi-user
uplink scenario. Multiple cells share their spectrum so@s t
form a coordinated cluster. Each BS serves multiple users
within its own cell and each node is equipped with multiple
antennas. The uplink signal is corrupted by both ICI and
inter-user interference (IUI). In order to eliminate bottteir-
ference terms, simplénear transceiverimplementations are
preferred. This was addressed[in [5] by applying a coordihat
zero-forcing (ZF) scheme to mitigate both IUl and ICI in the
interfering MIMO broadcast channel (BC). However, ZF alone
fails if a BS does not have sufficient antennas or if degrees of
freedom (DoF) maximization is the goal. With this respect, a
well-established technique called interference alignnfkx)
is helpful [6], [7]. A is applied to suppress the interfecen

Small cells is considered the most promising technique & a given receiver, thereby reducing the number of antennas

keep up with the exponential increase of data-rate dem

disgluired to implement ZF receptian [8]. IA for DoF and sum-

foreseen for 5G networks§[1]. However, more base statiofd® Optimization in&-user MIMO interference channel is
(BSs) sharing the same spectrum result in increased mallti-€considered in[[9][11] by designing the linear IA precoders
interference, which is a major limiting factor if not profer and decoders. Generally, it is difficult to obtain the clogauin

managed([2]. Cooperative Multi-Point (COMP), already stafinear A transceiver and iterative algorithms based orbglo

dardized in long term evolution advanced (LTE-A) [3], ainis
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LSl are usually required, except for the special case ofrequa

and invertible channel matrices, e.g. [in [9]. More recertly

has been applied to MIMO cellular networks. In[12], a multi-
cell MIMO downlink channel is studied and a distributed 1A
algorithm is proposed to suppress or minimize the interfege

to non-intended users. Als@, [13] develops an IA technique f

a downlink cellular system with CSl-exchange and feedback
within each cell. In[[14], [[15], conditions for the feasibjl

of IA and DoF for MIMO cellular networks are investigated.
To reduce the complexity and CSI requirement, the concept
of grouping-basedA (GIA) is proposed for a two-cell single-
stream interfering MIMO-BC in[[16]. The idea is to let each
cell align its interference to another cell, which will then
require less antennas to implement ZF reception. Moreover,
the GIA enables to compute the closed-form IA transceiver
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based on only local CSI. This GIA is extended to a multi- scenario, the GIA precoders need to be fed back to the

cell interfering MIMO-BC in [17], where both the feasible users. We employ Grassmannian subspace quantization,
condition on the GIA and a low complexity 1A decoder developing a novel quantized subspace characterization
design are studied. In addition, some works extend the GIA  which allows one to derive a closed-form upper bound
to the limited feedback scenario in the two-cell singleain of the single-cell residual interference to noise ratio
interfering MIMO-MAC, e.qg., [18]-[20]. (RINR). Based on this upper bound, we formulate and

The implementation of IA requires a closed-loop transmis-  solve in closed-form a feedback bit allocation problem
sion. The feedback is needed in either the downlink or the  for sum-cluster RINR minimization. Furthermore, the
uplink scenarid. Since the feedback links are usually capacity- effect of the sum feedback bit budget on the sum-cluster
limited in realistic scenarios, codebook-based feedback i rate is analyzed.

widely used and already defined in modern wireless standardsry,o three contributions above jointly provide a compre-

e.g., in LTE [21], to reduce the feedback overhead. The idgajye holistic design of the multi-cell MIMO MAC system
is to map a channel matrix/vector or precoder/decoder O der limited feedback.

an index of the closest codeword in a predefined codeboo

known at both transmitter and receiver. The feedb_ack Of. A on DoF and optimal linear transceiver design is provided
index takes only a limited number of feedback bits, Whl|ﬁ_| Sectior(1ll. In Sectiof 1V, the IA-Cell assignment probile
a performance |oss is inevitable because of the quantreatig o jyressed and solved. The limited feedback scenario is

?lslt/ort(ljon. IEUS’ |tfbecomes|an |mp(§)rtalnt .ltssdu? hg\l’)\/ th Czogénsidered in Sectiof V. In Sectidn]VI, we analyze the
rolfreduce the performance loss under limited feedba [ practical implementation, backhaul overhead requiremand

For a MIMO BC with ZF precoder, the performance loss du ; . . o i
to limited feedback is studied in [23], [24] and also with ¢ito (?omplexny of the proposed GIA algorithm with optimized IA

. N ! Cell assignment and under limited feedback. The numerical
d|ggonal|zat|on in[{25].[26]. For a MIMO m_terference chrmh 9sults ingSectio@ll show the effectiveness of the progose
with heterogengous path loss apd spatial correlationg, [ Igorithms under unlimited and limited feedb&ck.
develops a spatial codebook design and performs a subspace
guantization scheme via feedback bit allocation.[In [Z8G}H
the feedback bits scaling law to maintain the maximum DoF Il. SYSTEM MODEL
for IA on general MIMO interference networks is investighte

Motivated by this background, we focus on the GIA in Consider a MIMO cellular environment wit cells. In

a multi-cell interfering MIMO-MAC under limited feedback, each cell, a central BS simultaneously ser¥esisers in its
answering the following fundamental questions: own cell, where each BS and each user are equippedMith

1) How to design the optimal linear GIA transceiver andNy antennas, respectively. In order to increase the spectral
with low complexity? We further develop previous re- efficiency and occupancy level compared with classical FDMA
lated works (e.g[[16]/17]), providing a low-complexityand TDMA techniquesX cells form acoordinated cluster
restriction-and-relaxatiorapproach to compute the lin-and operate over the same time-frequency resource, wiale th
ear GIA transceivers which not only nulls out bothintroduced 1UI and ICI in return corrupt the received dedire
ICI and IUI but also maximizes the rate performanceignal and limit the detection efficiency or transmissiotera
The tightness of the proposed restriction-and-relaxatidius, interference management is required.
procedure is verified, which implies that the computed This work focuses on the uplink scenario, where the
IA transceiver is optimal. setup is modeled as an interfering MIMO-MAC system

2) How to determine a good IA-Cell assignment?By (K, L, Ng, Ny,ds). Each user in cell k, denoted by user
the GIA, each cell chooses to align its interference t@, k), transmitsd, symbolsz; ;, € C4*1 with E[z; yz ] =
another cell. However, this choice clearly impacts th&, to its corresponding BS:. The symbol vectorm;k is
rate performance. Optimizing the selection of the cefirecoded by a linear precoddr; , € CNv*d: subject to
to/from which a given cell provides/receives the aIigneW‘r(kaVM) < P; ;, whereP,; ;, is the transmit power budget.
interference, is a problem which was not considered in We assume that the local CSIR is perfectly estimated at each
previous works. We refer to this problem #&-Cell BS based on the orthogonal uplink pilot signals. The reckive
assignmentaind provide three IA-Cell assignment algo-
rithms: a centralized one, which yields global optimality 2Notations:N(f denotes the nonnegative integer domaiilenotes the Eu-
but requires high complexity and backhaul overhea@rs number[z];,. and [z]; , denote the integer and the nonnegative integer
and two distributed ones, which yield a stable or almosgtoundz, respectively. Give af x 1 vector x, arglist maxm—1,..,m

: T : nerates d/ x 1 vector where the elements are re-arranged in decreasing
stable assignment with limited complexity and baCkhalgrder. ()", rank(-) and Tr(-) denote Hermitian transpose, rank and trace,

overhead. respectively\; (X) andU x denote the-th largesteigenvalue and the eigen-

3) How to efficiently feed back the GIA precoders space ofX, respectivelySpan{ X } denotes the space spanned by the column
to the transmitters? In the uplink MIMO cellular space ofX. TIx £ X (X X)~* X" denotes the orthogonal projection

onto the column space oX, and Hf,-( 2r- IIx denotes the orthogonal
1In the downlink, the feedback takes two phases: 1) the dakriS| is projection onto the orthogonal complement of the columrcepd X. X+ is
first fed back to BSs and 2) the IA decoders designed at BSsepmeted to  defined as théeft null spaceof the matrix X, i.e., the eigen-subspace spanned
users (also called dedicated training phase). In the uptimk IA precoders by the eigenvectors associated with those zero-eigersadfieX X ¥, such
designed at BSs based on the perfect CSIR are fed back to ¢n& us that (X)X =o0.

he paper is organized as follows: a complete study of the
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signal at BSk for user(i, k) is expressed as nitions: The channel set from users in cdll to BS /:
L H, = {H;,}L, The local CSIR of BS¢: H* £
k k K i - Ft A
Yir = H Vi®in+ Z HY\Vjxn {HZ,C},C:l. The mgterference fro]r\r) Xcg!ik to cell ¢: Fy,
Tt [Hi Vi, ...,H; Vi € CVBxEds The Ul of user
desired signal ’ . o\, @IUT k —1)ds
e o (i,k): Fiy' 2 [{H} Vb, ) € CNox(Tmde,
K L
+ Z Z H" Voot 10 (1) Ill. I NTERFERENCEALIGNMENT AND MITIGATION
m, 3 ) ?
(=1,0£k m=1 In this section, we develop eestriction-relaxation two-

stage algorithm based on the GIA method.inl [16], [17], which
enables to compute the optimal IA transceiver in closedifor

ICI

where ka denotes the channel matrix from us@rk) to
BS ¢ and is modeled a nfykﬁf_’k, wherer!, denotes the A. Feasible Conditions for the GIA

effect of path-loss, andf, , € CVN5*Nv is a Rayleigh fading ~ The GIA method in[[1F] is a generalization of the non-
channel matrix. Each channel is assumed to be quasi-stéggative grouping scheme originally proposed(in![16] taneo
and frequency flat fadingz), € CV5*1 is the additive white Pletely suppress the interferenckhe basic idea of the GIA
Gaussian noise vector with zero mean and Variafgcb\]B, method in[[17] is to group all the users in one cell to generate
With the linear single-user decoding scheme, the receivadoint p;(icoder aligning their interference to anotherlcélet
signal vectory, , for user (i, k) can be decoded a8;, = Cell k — Cell k' denote that celk aligns its interference
Uy, . by the decodelU; , € CN5*d:_In order to make tO cell ¥’. The feasible conditions for the GIA method and its
efficient detection of the desired signal, the desired d$igndoF performance are shown in the following proposition.

should be linearly independent of the interference, e, tproposition 1 For a multi-cell interfering MIMO-MAC sys-
following conditions need to be satisfied: tem (K, L, N, Ni, d,), at leastd, DOF per user andk Ld,
Uka;ij,k =0, Vj#i (2a) sum DoF can be achieved by the GIA method if

H rrk _ L-1 1
UinHp (Vine =0, VlFk Ym  (2b) > =N+ 7ds and N > (K = 1)L+ 1)d;. (5)
rank(UL HY Vi) =ds, Vi, k, (2¢) _ _ . _
’ ’ Proof: Without loss of generality, to fix ideas we consider
where [28) and[(2b) enable the mitigation of Ul and ICkhe following scenario.

respectively, and{2c) guarantees the transmissiod, afata

1A 1A 1A 1A
streams per user. Then, the achievable rate for (iséj is Cell1 — Cell 2 — ... — Cell K — Cell 1. (6)
|- - H pyk,H ) In particular, the procedure a@fell k A Cell k+1 can
Ry =logydet ( Iy, + UL H* v, . VE H" U, , ). , ' ror ;
ok = 1082 6€ ( do T G2 Tk ak TR T ik g Sk be implemented by findingV'; ..} such that the following 1A
(3) condition
For the conditions[(ZaE(]Zc)‘ to be fulfiled in the system f:“ 2 Span{HY'V 14} = ... = Span{HE L V1 4,
(K,L,Ng, Ny,ds), any user(i, k) needs to satisfy @)
Ufk {{H?_’kvj,k}f:l_#i, {Ff}ﬁiu;ﬁk} is fquiIIed;ubject to the per-user transmit power constrai
(V) VE)Y< P Vi=1,..., L.
= Ukoi.,k =0 4) VirVii) < P, Ve

Since the transmit power constraints do not influence the IA

whereF; ;, € CNox(KL-1)d: denotes the interference matrix condition (i.e., subspaces alignmentlih (7)), we fiestrict the
Sufficient and Necessary Conditior@) is fulfilled if and A condition (7) to find those precoding matrices such that

only if Ng > rank(Fi7{€) + d? such that BS: could _provide H]f-ﬁl;l Vlf,lk - le+klvi£k_ ®)

at least arank(F'; ,)-dimensional subspace to nullify all the ’ ’

interference to usefi, k) and simultaneously guaranteg In thisrestriction stagg(in fact, only on the "power” oﬂ/ﬁ),

DoF per user. () is rewritten as

Due torank(F; ;) < (KL — 1)d,, it is sufficient to fulfill in
@) by only exploiting the ZF decoding iNg > K Ld,. In HYY' —HY 0 - 0 W
general, we haveank(F'; ;) = (KL — 1)d, if no restrictions : : C : 2k
is on the transmission through Rayleigh fading channels. In H’;“ O 0 _H'k+1
this paper, we study the interference mitigation in the non- Lk LRV
trivial case((K — 1)L+ 1)ds < Np < K Ld, where the sole A Aktlysin _ g (9)

k k

ZF decoding fails and IA is required. Instead of developing

iterative 1A algorithms, we deal with the problem &w- where Af*' ¢ CE-DNexINv and Vi* e CHVuxds, To

complexitylA transceiver design, also considering the probleffulfill (8], the joint IA precoderV;" should lie in the null

of 1A-Cell assignment and limited feedback. space ofA¥*!, which requiresL. Nyy > (L — 1) Ng + d; such
For future reference, we first give the following defi{hatAﬁJrl has a at leasf,-dimensional null space.



By (@), the originalLd,-dimensional interference subspacstage. The optimal precod®f; ,, can be determined by further
of F** is aligned to ad,-dimensional subspace @, = optimizing V%',
becausel{7) holds, while the interferenEg V¢ # k,k+1is  Also due toSpan(H , V7, V94") = Span(H% , V'), it is
still with Ld, dimensions. For the scenar(d (6), it is sufficiengufficient to design the ZF decodgf; . only based oV,
for each BSk to remove the complete interference for usesut without knowledge oV;”ff. The ZF decoder for usét, k)

(i, k) by the ZF decoding itNg > ((K — 1)L + 1)ds. B can be designed to nullify the total received interferenge b

Remark 1 By the feasible conditionEl(5) in Propositioh 1, we TAK—1\"
: ne feas ! Ui = (Fik ) , (16)
gain the following insights on system design. g

1) Given (K,L,Np,Ny), each user achieves at mosiwhere F!{"*~! defined in [IR) is aNp x (K — 1)Ld,

min(LNy — (L —1)Np, z=y¥77) DOF; interference matrix with the aligned interference froml cel
2) Given (K, L,Ng,ds), each user needs at lea§{L — £ — 1.
1)(K — 1) + 1)ds antennas to guarantee it4 DoF; With the IA transceiver in form of[{d5) and (L6), the

3) Given (K,Np,Ny,d;), each cell serves at mostachievable rate of each usgr k) becomes
: Np—ds Np—ds .
mm(NB_NU, (K—l)ds) users;

1~k ou ou —k,H
4) Given(L,Np, Ny, d,), at most¥2=4= 1 1 cells can be R[3 = log, det (Ids + ?Hi,kvi,ktvmt’HHM ), (17)
scheduled to form a cluster with the sum DoFf.d, k

if Ny > L7 Np + 1ds. whereﬁf_k is the effective channel from uséf, k) to BS k
If the inequalities in both feasible conditions (5) become ' _ _
equalities, the required number of BS and user antennas are H,, = Ukaf,kTiVL". (18)
the smallest.

We observe that after perfect interference mitigatiovi,'}
are decoupled across the users as shown[dn (17). Then,
B. Transceiver Optimization for the GIA {V?}} can be optimally computed by maximizing the in-

As in [17], [31], we hereafter focus on the worst-case thgﬂ'Vidu""'lt Late R[% in (I7) subject to the power constraints
out, i

N = (K — 1)L + 1)d, and Ny = f%NB + %ds] In Tlr(ViJC Vj,”,;HVZ}CV‘Z{?) < P;, Wwhere V", is given in
this case, the optimal GIA transceiver are computed in dosqrT). Clearly, the optimaV’%%* should diagonalizé?]?’,fﬁ]?k

form. maybe with the standard water-filing power allocation (if
Proposition 2 Let us define rank(Vé’fff) = d, to support thed, data streams per user).
N Due to practical considerations, we assume uniform power
Ti = Onu e Ins Onex—avul - (0) gjiocatiof]. It yields Vit = /Zes (Vi vin ) =4, thereby
in _ (Azm,H)l 11 @-T2). n
k k i . .
K The improvements of the derived results with respect to
Flph-12 [ wr {Féf}lﬂ i’ F, ,|. (12) previous works on the GIAT16][17] are two-fold.

o Lower complexity:The complexity of the GIA mainly
Considering[(b) and the uniform power allocation policye th depends on the singular-value decomposition (SVD¥ of

achievable rate of each usét, k) in (3) is maximized by the matrices{A’,j*l}. By the new formulation(@), our GIA
optimal transceiver takesK O((L—1)2LN%Ny) arithmetic operations, since
P _ o _ ) eachAﬁ+1 is a(L — 1)Np x LNy matrix. In contrast,
Vik= C; T.virvirtTiT, Vit (13) [17, Eq. (27)] (same a5 [16]) and [17, Eq. (12)-(13), (15)]
s N have the complexity ofKO(L?N%(LNy + Ng)) or
Uiy = (Ffj,j”“‘l) . (14) K (LO(N}, + N3Ny) + 2(L + log, (L)) O(2N2Ny)),

_ _ _ respectively. It follows that the complexity of our GIA
Proof: Without loss of generality, we consider the sce-  py (9) is always lower thari [17, Eq. (27)] and also lower

nario [B). First, we observe thd}" must lie in the null than that by[[17, Eq. (12)-(13), (15)] wheh < 3[4

space 0;‘;4’;2“ to fulfill (B), thereby [T1). Based on the fact , Tightness of the restriction-and-relaxatiom this work,

Span(V{ X) = Span(V7}) where X € C%*% is an we design {Vi%} and {V?4'}, respectively, in two

arbitrary full-rank matrix variable, the 1A precoder foraa stages: 1) désign in based on the IA condi-

user(i, k) can be defined as tion restricted from [{7) to[{8) (the restriction stage)
Vir 2VIVE =T, V'V (15)

SInstead of the water-filling based power allocation acrbgsdata streams,

s ; ; ; ; in the uniform power allocation policy is adopted because @ thllowing
whereT; is a selection matrix defined IIﬂllO) amk IS reasons: 1) it is known to be asymptotically optimal for @g§NR [25],

- ined i b o Odexds : be . ]
an inner precoderdefmed in [(1L), andv;jfg € C%x% is ~ 2) it guarantees the transmission &f data streams per user (i.e., condition
an outer precodersubject to the transmit power constrain{2d)), 3) it has lower complexity compared with water-fifiprocess and 4)
Tr(V%t’HV;%H ;72 V%t) < Pi,k, which is used toelax If not necessary to feed back the outer precoders to users.
he ” ’ " tri t 7f tol18 . the t .. “The computation of the left singular-space and the singuddues of a
the "power” restriction from([({7) to[{8), since the transmit,; . n' matrix whereM < N is AN M2 +8M3 arithmetic operationg [32].

power constraint was not jointly considered in the restitt Based on this the complexity comparison withl[17] is done.



and 2) desiganf,‘f subject to the power constraintaligns its own interference to others, this cell is called a
Tr(Vf,f"HVZ}C’HVZ}Cfo,?) < Pix (the relaxation coordinated cejl Otherwise, a cell is called done cellif it
stage). Such a procedure is termed here bydbgiction- does not receive an IA from others and also it has no incentive
relaxation two-stage procedureThe tightness of the to and will not provide its IA to others. a

proposed regtriction—and-relaxation procedure is prov%jefinition 2 (Strict/Weak |A-Cell Assignment) The assign-
by the following lemma. ment is called astrict IA-Cell assignmentf each cell is a

Lemma 1 The proposed restriction-and-relaxation two-coordinated cell, e.g., the example id (6). Otherwise, weeha
stage procedure — desigiV}, } and {V ¢’} separately a weak IA-Cell assignment a

in two stages — is tight in GIA precoder design. [ For the considered systefi, L, Ny, Niz), maximum DoF

Proof: Please refer to the proof in Appendix A. ® can be achieved only under the strict 1A-Cell assignment,
This tightness guarantees the optimality of the GIA-base¢hich can be easily proved by contradiction. Otherwise, the
linear transceiver in Proposition] 2 under the uniforrfone cell has to reduce its transmit data streams because it
power allocation policy, which is designed based on theceives K — 1) Ld,-dimensional interference and thus its de-
restriction-relaxation scheme. sired Lds DoF cannot be supported byg = (K —1)Lds+d,
Remark 2 The GIA as a non-iterative algorithm determines. o e antennas. Under_ a weak IA-Ce_II assignment, the_lone
S . . cell has onlyd, DoF, while other coordinated cells are with
the IA transceiver in a distributed way and with low complex:

ity. For the distributed implementation, BSs need to exglsh';lné)ds2 %Ofogecra%e!éﬁioervgsltg r;%?ﬁtgiéy&t%mg’lzL’ch’e%Bar;er a
their inner precoders{V}"}X | with each other, while the > " P

outer precoderV?* can be designed by each usé k) strict 1A-Cell a§S|gnment, while only0 sum DqF is achieved
independently 0 when there exists a lone cell DoF per coordmated c_eII _and
' 2 DoF of the lone cell). Therefore, lone cell is suboptimaf
IV. IA-CELL ASSIGNMENT PROBLEM FORMULATIONS ellther the sum DoF or falrness_ is concerned. Thus, the focus
will be on the strict IA-Cell assignment from now on.

AND SOLUTIONS . ) -
. . . . Question Q1 is answered by the following lemma.
In this section we introduce the concept of IA-Cell assign-

ment, motivate its importance for network performance arldemma 2 A K-cell IA-Cell assignment problem whefé >

propose three algorithms for assignment optimization. 3 hasK! ZkK:O <‘k1!)k — 1 strict IA-Cell assignments in totall

Proof: Let us label K cells with the index sequence

. o a 1,2,...,K. Under a strict IA-Cell assignment, each cell

1) Observation and MotivationFor Cell k — Cell k', simultaneously serves as an IA-provider and IA-receivet an
we label cellk as thelA-provider for cell ' and cellk’ as both for other cells. Therefore, the index sequenceéofA-
the IA-receiverfrom cell k. Clearly, this poses an assignmenproviders or IA-receivers of thé( cells in the sequence of
problem between IA-providers and IA-receivers — how should 2, .. .| K should not share the same index at a common
we select the 1A-receiver (or IA-provider) correspondingat position. It can be formulated as a well-knowlerangement
given IA-provider (or IA-receiver)? From the perspectivie oproblem: determine the permutations of theelements of a
spatial resources, a cell will waste part of its transmittigpa set such that none of the elements appear in their original
resources if it aligns its interference to other cells beeaupositions which haSK!ZkK—O (*k_1|)’“ derangements [33]. m
of the 1A constraint. On the other hand, a cell can save its B '
receive spatial resource if it receives the aligned interfee Corollary 1 Under different strict IA-Cell assignments, the
from other cells. Thus, providing IA and receiving IA carfystem(K, L, Ny, Np) has the same DoF performancel]

be considered asostsand gains respectively. In order to Proof: Under an arbitrary strict IA-Cell assignment, the

gain mutual benefits, it is expected that each cell in a ceordimension of the space spanned by the interference to and fro

nated cluster simultaneously serves as an IA-provider ARd lo5ch BS is the same. Therefore, Corollaty 1 is concluded in
receiver (i.e.gains with costs This is motivated by fairness o homogeneous system. -

reasons and allows for distributed implementations anfi sel 3) Effect of Assignment on Rate Performand@ifferent

organization. The mapping df potential aligned interferencestrict assignments have the same DoF, but they have differen

to K cells ina coordinated cluster can be.formul_ated as ah performance, because the achievable (17) is- deter
IA-Cell assignmenproblem. Now, two questions arise: _ ) ~k ~kH ] .
mined by the effective channell, , H, , . This effective

QL: :Sger?,?ny possible 1A-Cell assignments exist i el channel highly depends on the IA-Cell assignment, because

) = . V. and U, are thin matrices and could select multiple
Q2: How to find a good IA-Cell assignment? " o . S .

2) Effect of Assi ¢ DoH der t th possible singular-values (or their comblnatlons)Idﬁf,C in

) Effec ot Assighment on LOFN order 1o answer the (18), and thus they are varying with the IA-Cell assignment.
above questions, we start with the following definitions re- . .

: : Inspired by [(IB), each cell should have double preferences:
garding the IA-Cell assignment. ) X
the IA-provider preferenceand thelA-receiver preference

Definition 1 (Coordinated Cell and Lone Cell) If a cell re- based on which each cell could find its preferred IA-receiver
ceives the aligned interference from other cells and it alssnd IA-provider. However, it is not possible to determine

A. 1A-Cell Assignment Problems



the optimal preferences before assignment because they theeeffect of the potential aligned interference subspactne
coupled 1) the preferences of one cell depend on other cellsum rate of celk without knowledge of its own IA precoders.
assignment and 2) the IA-provider preference and IA-reeiNote that by[(IP) each BS has a singleomplete preference
preference of an individual cell depend on each other. Evést, which excludes itself because it does not desire to be a
if the approximate preferences are available, there it atil lone cell.
problem — how to balance the conflicts of multiple cells when 2) Modified Residence Exchange Model based IA-Cell
some of them have the same preferred objective. In orddatching: The one-sided matching problem is modeled by
to make the problem solvable and answer question Q2, e stable residence exchange mof8] in which K families
consider three scenarios with different practical comstsa wish to exchange their residences. Each family has a move-in
(e.g., different backhaul overhead and coordination 8yahd preference list consisting of up tA choiceswith the least
apply the stable matching or centralized assignment toirobtahoice being its own residence without chandée stable
a stable or optimal strict IA-Cell assignment for each sciena residence exchange demands that each family owns only one
As a desired criterion, the stability of the IA-Cell assignresidence and each residence can only be rented by one family
ment can be defined as follows. This allocation involves a one-to-one matching betwdén

Definition 3 (Stable Assignment) An IA-Cell assignment ifsamllles andK residences. Interpreting cells as families, IAs

. . . . asresidences, and IA-exchange as residence-exchanda; our
stableif there does not exist a subset of cells consisting 9 ga

. i . ?II assignment will be well-matched to the stable residenc
more than one cell, in which the reassignment of IAs makes a e
exchange model if itshcomplete preferencesan be relaxed

least one cell better off but none worse off than their curren . .
assignment. O by allowing the existence of a lone c_:eII. _
a) Relaxation to Weak IA-Cell Assignmen€irst, we relax

B. One-Sided IA-Cell Matching our strict IA-Cell assignment to theeak IA-Cell assignment
by adding itself as the last candidate in the preference list
of each BS. Then, the algorithm originally called tiiep
T&‘%Tding Cycle Methodn [35] and renamed as thieorward

aining Algorithm (FCA)n [34] always generates a unique
1) Preference GeneratiorSince each B only knows its stable solution for this weak IA-Cell assignment problem.

;1A .

desired channelZ? and interference channefd*},.y, it O Cell k' — Cell k, a cyclli chain, denoted as
; / /

can computek’ — 1 potentialIA precoders{ V" (k)},.x for .<Cell k,Cell k >,_ is formed ifC'ell k — Cell k’. The basic

the K — 1 cells (potential IA-provider} based on{Hg}#k idea of the FCA is to let each cell sequently choose its ctirren

where V" (k),¥¢ # k denotes the potential IA precoder fofmOSt preferred until a cycle chain is formeisy the FCA [34],
cell ¢ if cell ¢ serves as the IA-provider for cel, which @ stable weak IA-Cell assignment can be always obtained.

can be computed at B% by (9) and [(IL) based on thecCorollary 2 For a K-cell weak IA-Cell assignment, a stable
CSI Hj. Under a strict IA-Cell assignment, each BS hasolution always exists and is unique; The solution generage
only one IA-provider, and thus each BSneeds to rank the the FCA is stable; No cell can be better off by misrepresentin
K —1 potential IA-providers by evaluating their correspondings true preferences, assuming other cells keep their prefe
interference subspacgF’; .}, where F, , is the complete ences unchanged. Even when several cells try to collude by
interference subspace for us@r k) when cell¢ is the IA- misrepresenting their true preferences, it is impossiblmtke
provider for cellk defined in [(IR). However, each BS canncét least one better off and none worse off among themsElves.
construct the complete interference subspace becausest do Proof: See [34], [35] -

not know the 1A precoders of all cells before assignment but ’ R
only the potential IA precoders from its potential IA-prders. Corollary 3 For a K-cell weak IA-Cell assignment, the stable
Therefore, BSk cannot determine its |A-receiver preferencenatching by the FCA must fall in one of two cases: 1) no cell
but its IA-provider preference based on thé— 1 potential is lone cell; 2) only one cell is a lone cell. O

. . —k —k
aligned interference subspacgB’y }¢.x, where F,, Ve # k Proof: This corollary can be easily proved by contradic-
denotes the aligned interference from cetb cell k as shown yjon Assume that there exist two lone cells. Since eacthesl

In this part, we consider the case whea backhaul over-
head is allowed between BSs before assignnmerthis case,
each BS determines its assignment only based on its lo
CSIR.

in (@). > with | b dind i OIa complete 1A-provider preference list where the cell fté=l
Let 7, with K —1 elements be arranged in decreasing ordgle |ast choice, these two lone cells surely prefer to exghan
be the IA-provider preference list of BS i.e., IA with each other rather than keep them. N

L
. Remark 3 If a stable matching for the weak IA-Cell assign-
PP = arglist 1 dt(I H* HHLH’?). . or t :
= ; ogy det (Iny + (Hi) " e Hix ) - e i has no lone cell, this matching is also stable for thietstr
a (19) IA-Cell assignment. Otherwise, the strict IA-Cell assignin
has no stable matching. O

The performance metfidn (19) is to approximately measure ) ]
b) "Almost Stable” Matchln@ by a Breaking StepWhen

5The performance metric in (19) is derived froEiL:1 logy det(In,, + 5 ) ) ) o
H?’;fln;};n;k H?,k) based on the following propertieﬁj{*H =Tk For the assignment problem, if a stable matching does nat, eiiis

' desired to match as many pairs as possible, i.e., to find ahmmgtavith
and I'Ij'(’Hl'I)l( = H)l(. maximum cardinality (i.e., an as stable as possible mag¢HB6].



TABLE I: A toy example of4-cell assignment precisely, P} is defined i’IP) and; can be generated by
Cell || IA-Provider preference (utility)

P; =arglist max
k g )

Ist(3) 2nd(2) _ 3rd (1) | 4th (0)
T |3 2 4 1 L e
2 |1 3 4 2 > log, det (Ids + Vik(OH), Hi,kVi,k(f)) :
3 |2 1 4 3 i=1
4 |1 2 3 4 (20)

where the performance metric has a "rate-like” form based on
the available incomplete information.
2) Stable Marriage Model based IA-Cell Matchintn this

the stable weak IA-Cell assignment has a lone cell,khe 1 two-sided IA-Cell matching, each cell hopes to find its most
coordinated cells find their preferred IA-providers andteagreferred IA-provider and IA-receiver, respectively. Tddnce
achievesLd; DoF, but the lone cell with onlyl; DoF may the potential preference conflicts, the two-sided matctiing
reject to join the cluster because its desifeti DoF cannotbe required to determine a stable matching. In this case, the
supported. This in return may degrade tie- 1 coordinated problem is well modeled by the well-knowstable marriage
cells’ rate performance due to losing the spectrum or tinigatching with unacceptable partng7] by considering each
resource shared by the lone cell. To circumvent this dralwbagser group and BS as a man and a woman (or reversely),

we modify the FCA byallowing the possibility to break a respectively. Based ori [37, Theorem 1.4.2], the following
cycle and insert the lone cell to form a new larger cyclgasult holds.

(breaking stepkuch that each cell achievési, DoF. In this . ) )
case, an "almost stable” matching always has a better Dg,grollary 4 Consider the strict IA-Cell assignment where

performance than the stable weak matching with a lone cdffer groupk gnd BSk are ur_lacceptable to e_ach other. The
Additionally, it may also improve the sum-utility performee, stable m_atchlng may not exist (only one pair _Of_ USer group
as shown in the following toy example. In Talile I, by th@nd BS in a cell is not matched.) but is stable if it exists.
FCA, a stable weak IA-Cell assignment is first achieved, i.e. To obtain the stable matching, following the same line of
< Cell 1,Cell 3,Cell 2 > and < Cell 4 >. Then, by the the one-sided matching, the strict two-sided IA-Cell assig
breaking step, we insert the lone cé€lkll 4 into the cycle ment problem is first relaxed to a weak two-sided IA-Cell
chain Cell 3 12 Cell 1 12 Cell 2 12 Cell 3, e.g., by assignment problem. If the strict IA-Cell assignment has a
forcing the lone cell to choose its best preferred one, therestable matching, it can be efficiently determined by the dasi
forming an extended cyclell 1 2 Cell 4 2 Cell 3 12 Gale-Shapley algorithni [38]. Otherwise, an "almost stable

Cell 2 12 Cell 1. This "almost stable” assignment with sumatching can be obtained by a further breaking step.
utility of 3+1+3+3 = 10 and4Ld, sum DoF outperforms e remark that an assignment by either the one-sided

the original matching by the FCA only with the sum utility ofo" two-sided stable matching scheme does not necessarily
3+3+3+0=9and with (3L + 1)d, DoF. maximize the sum-cluster rate or the single-cell rate, esthe

goal is to find stable matchings and, additionally, only iprt
backhaul is used.

D. Centralized IA-Cell Assignment

C. Two-Sided IA-Cell Matching Finally, we consider the case whehere exists a central
authoritﬂ and high backhaul overhead is permittélithout
loss of generality, we assume BSserves as the cluster head

In this section, we consider a different scenario in whichng performs the assignment for all cells. EachilBSk’ # k
low backhaul overhead is permitted before assignm@ythe sends thek — 1 potential IA precodersV (k') } ¢z, and

GIA, each BSk can compute’ — 1 potentialinner prt;:;coders the direct channel matrice&I¥, to BS k. Then, the opti-

{Vi"(k)}eer for all the other cells based ORHj}ixr  mal assignment for a certain problem, e.g., sum-cluster rat

and then BSk reports the potential inner precoders to thg,aximization or minimum single-cell rate maximizationnca

corresponding BSs via backhaul links, e.g., sendiff (k) pe determined by B% by brute-force search and based on
to BS K. the collected information. Afterwards, BS announces the
1) Preferences Generatiorin this case, each cell not only@ssignment result to the cluster members. We stress tfsat thi

knows the potential aligned interference subsp@?éf}#k rate optimal assignment is not necessary to be stable.

(corresponding to the potential IA-providers in the oneéRemark 4 From LemmaR, there are few derangements for
sided assignment) but also itsotential inner precoders the cluster with a small number of cells, e.g..strict IA-

{Vi"(K)}rr (corresponding to the potential IA-receivers)Cell assignments foi = 3 and 8 strict 1A-Cell assignments
It is possible for each cell to compute double preferences fo

its IA-provider and IA-receiver. Le” and P’ be the IA- 7In the case of cellular networks this authority could be eita central
k k controller (e.g., the Cloud-RAN) or a BS who serves as thsteluhead and

prowder.preference list and IA-lrecelver preference lestd does the centralized optimization for the network. In pattr, the cluster
both areincomplete preferencesith K — 1 elements. More head could be a fixed or a rotating one.



for K = 4. In this case, the brute-force search is a reaRemark 5 Since popular performance metrics, such as trans-
sonable approach. However, ds increases, the number ofmit power, minimum square error (MSE) and achievable rate,
. . - . . ~ ~ H . . . . .

derangements increases significantly, e2§4 strict IA-Cell are functions of V'V, the quantization characterization in

assignments foK = 6, and the resulting backhaul overheadz3) can be further simplified to

and the computational load become too large. O ~ Lo N 1
V =VRI''? 4+ vis(y -1)"2 (24)

V. DYNAMIC FEEDBACK BIT ALLOCATION UNDER

~ ~H . . . .
becauseVV s independent of the unitary matri& in
LIMITED FEEDBACK

(Z23). This quantized subspace characterizatioriL g (24)asem
Given an IA-Cell assignment, each BB obtains from efficient than that in[[25, Lemma 1] wheie'/? is an upper
its IA-provider its own IA precoderVi". Let Vzlk £ triangular matrix derived based on QR decomposition indtea

T.Vo(VETET, V)2 be the precoder patternin (I3) of a diagonal matrix as in our formulation. O

where ffkélk = I, . In order to implement a closed- . .
: Based on a Grassmannian subspace sphere-packing code-

|§.0p tf?nsgt‘)issifrl‘_f/;i,k needs tollbe fed paclk to L(;S@'J‘, kg book(, thedeterministicsubspace quantizatio}g distortién¥22)
Ince feedback links are usually capacity-limited, subspa,. jofnoq pyg2(v, ¥) 2 N — Te(VVH VT, Based on
guantization is employed to reduce overhead. A subsp ¢

ce . ~
matrix is mapped to an index in a predefined codeboiﬂz" Theorem 4%}/”]6 maximum value af(V, V') can be

However, the use of a finite codebook inevitably causes"&P¢" bounded

quantization distortion. As a result, perfect IA is no longe dE(V,V) < max dﬁ(V,f/) < (M, N)2_m,
possible, and a residual interference term is to be managed. YV EG(M,N)

Therefore, the problem of DBA to minimize the sum-cluster (25)
RINR is of interest.

1

In @8),c(M,N) £ ¢~ ¥¥-™ is a constant coefficient, where
c is the coefficient of the metric ball volume of a subspace in
A. Grassmannian subspace quantization the Grassmann manifol@l( M, N) as specified in [45, Eq. (8)].

Due to Vﬁkm = I,4,,Vi, k, subspace quantization can
be applied to quantize the precoder patterns. Here, we give
a subspace quantization example of a subspace mEtrix
CM*N whereM > N by B feedback bits. Assume that bot
BSs and users know the common codebGoke.,

hB. Dynamic 1A Precoders Quantization and Feedback

By the Grassmannian subspace quantizatiod i (22), each
C={C,ecC"N. cHc,=1Iy,n=1,...,2%}, (21) subspace matri¥/;; can be expressed by an index, which
will be sent to usel(i, k) through the limited feedback link.

e s or B8 . cenoe h rumber o fedack it . subjc
P Y to a sum feedback bits constrai sz1 Zle B, < B.

measuring the chordal distance . _ T
~ 4 o Consider an IA-Cell assignmenitell k' — Cell k. After
V = arg min, de(V,Cn) subspace quantization and feedback ®f; , 1% ,, the inter-
= arg min N — Te(VVHC,cH). (22) ferencAe from celk’ to cell & ngh the quantized precoder pat-
Cnec tern{V,; »}L_,, denoted byF,.,, cannot be perfectly aligned
The considered quantization is well-known as Grassmanniato a d,-dimensional subspace. The imperfectly aligned in-
quantization on the Grassmann manifglg\/, N), defined as terference spreads into a higher dimensional subspacehwhi
the set of theV-dimensional subspaces in thé-dimensional cannot be completely removed by the ZF decoding. Thus,
complex Euclidean space. Optimal Grassmann codebook desidual interference exists.
signed based oGrassmannian subspace sphere-packisig  The total RINR from celli’ to cell & is defined as
a challenging problem, which has attracted many research L
efforts [39]-[43] and references therein. Tk & fo;’/kv (26)
=1

Lemma 3 (Quantized Subspace Characterization) The quan-
tization V€ C*** of the subspacd” € C*** based on whereZ’;* denotes the RINR from celt’ to user(i, k), i.e.,
the subspace quantization can be characterized as

L
~ , ~H P ~ S H .
V=VRI'?G" + VIS(Iy -T)'?6"  (23) pfem Uiry, dj; (Hik/vj,k/vj,k'H?;/?) Uik |,
1 Mx(M—N) j=1 °"k

whereV— e C spans the left null space &f, and 57

r2 diagA{al,...,ozN} wherea; € (0,1) and ijzlaj = (27)

N —-d*(V,V),and R € CN*N G € CN*N and S ¢

CM=N)xN SatiSfyRHR =G"'Gg=5"S=1y. O 8For engineering purpose, this upper bound is obtained bytiogiithe

Proof: Please refer to the proof in Appemﬂ]} B. - o(2 2N(M-N)) tejzgrm in [44, Theorem 4] for large codebooks due to

lmp_y 4o 2 INM=N) 0,



where the decodel?/'i,k is designed as whereN, € {1,..., KL} denotes the number of active users.
K n After determiningV,, the optimal solution for theV, active
b, . <[ﬁjc;1 {IA’?} H’»“;«VZ:%D (28) users in Problem[(32) is given in closed-form by
' e =102k MF T H ’
N,
. . 1 <
by which th.e interference from other cells# k' (except for B =|ds(Ny — ds)(logQ(/\l(Qﬁj;l)) S — Z a(n)
the IA-provider cellk’) can be completely removed at BS

n=1
Let 7 £ "% | 7F denote the total RINR from all cells to n B )} (35)
cell k, and thus we havé* = 7}, because ob_,,, Z; = 0 Nods(Ny —dg)/ Jint’

by the decodei(28). And no feedback bits is allocated to those inactive usdrs.
Proposition 3 Without loss of generality, under the IA-Cell
assignmentCell k' 24 Ccell k, the total RINR to celk is
upper bounded as

Proof: The Lagrangian function with multiplier, for
Problem[(3R) can be formulated as

_ i K L 5,
" <T" 2 1T, 29 LB ML =Y A (@2
—i. . . k=1 1i=1
whereIk’,k denotes the upper bound ﬁz’,’“, ie., K L
L s +H(Z B; i —B)- (36)
Tp' 2 o(Ny,d Bik y (@b, )2 75, (30 k=1 i=1
k' _C( U, S)Zazds 1( j,k’) vmes, ( )
j=1 "k With the definition¢ £ %u, the KKT conditions are
with .
oL Bl e ik
i, L\ : — =\ (QF2 a0 =0 (37)
k A in, L k,HyyL k in, L 2,
@by 2 (Vi) =Y Wiy ve Hiw VG (3D) 0B, "
o oL
Proof: Please refer to the proof in AppendiX C. = 5 = > Y Bix—-B=0; (>0, (38)
In order to reduce the RINR, efficient usage of the limited k=11i=1
feedback bits is desired. From [37)4{38), we derive

B; =dy(Ny — ds)(log, (M (2°F1) — 1o . (39
C. Dynamic Feedback Bit Allocation for Precoders #(©) (o )log2(Au( ik ) 82(C)). (39)

. : K L
In this section, a DBA algorithm is studied to minimize th&vhere¢ is determined such that,,_, >_;", Bix(C) = B.
upper bound on the sum-cluster RINR. Combining thatB; . is a nonnegative integer, we have

K P = [ds(Nu — ds) (logo (M (2F41)) — logo(Q))], (40)
min ZI

UBin} N o where( satisfiesy r_, S B, = B.

32 . . . .
K L (32) To obtain the closed-form expression without variable
s.t. ZZBm < B; VB;r € N§ the water-filling principle implies that only the active use
k=1 i=1 are allocated to the positive feedback bits. If there Afie

wherefk is given in [29) and{30). Observe that Problém (3 ctive users wheré&v, € :{1? ..., KL}, with the definition in
L ' ), the water-level satisfies

is a jointly convex problem of B; ».} when the non-negative

integer constraint is relaxed and yields the following tiohs. a(Ny +1) <logy(€) < a(Ny,). (41)

Without loss of generality, we hereafter assume that all the . . .
users transmit with the same uplink transmit power, fg,, = 1 the case ofl(41), plugging (#0) intb (38) yields

P Vi, k and all the BSs are with the same noise power, i.e., 1 e B

2 = ¢2,Vk, and define the transmit power to noise power logy(¢) = — Z aln)— ——————. (42
Ok = 0 10 P P 82 N Nuod,(No —dy)
ration (TSNR), i.e., SNR= £, @ p=1 als (VU = s

Again plugging [[4R) into[(39) yelid$ (35) under the conditio
(34) that is obtained by combinindg_(42) and(41). There
a? arglistg_l.%)é{{logQ(/\l(Qﬁzl))}le},f:l. (33) are KL cases, i.e.pn € {1,...,KL}. Given aB, we can

" determine how many and which users are active by checking

Given an arbitraryB, the number of active users whose al(34) and thus the closed-form bit allocation [n](35). =
located feedback bit is positive can be determined by chgcki

Proposition 4 (Bit Allocation Solution) Let us define

Ng B
a(n)—Nga(N,) <
n=1 ds(Nu — ds) D. Performance Analysis
Na
a(n) — Nya(N, + 1), (34) By treating residual interference as additive noise, weneefi

n=1 the throughput under limited feedback of userk) as [27]



SNR
X

S

Ei,k = log, det (Ids +

ek o i gk . \H -1

(U, H Vi )U,  HE W Vig) (I, +Cig) ), (43)
whereCi x = B3 )ik Uz WHE WV, E(Uz WH V00

denotes the overall residual interference matrix of sek).
In the unlimited feedback casé, {43) is the same_hs (3).

In order to further motivate the consideration of Problergy
(32), we study the effect of sum feedback bit budget
the average sum cluster-rate under the IA-Cell aSS|gnmen

Cell k' 3 Cell k.

~H PRES ~H k<
ii TI‘(UikH'kVik(UikH' Vik
E| log,
: SNRTI'(Id +C1/€)

)

k=1 1=1
(44)
K L o . R
> Z Z E(logQ(Tr(UmHﬁkVM (Uzkaszk)H)))
k=1 i=1
LRoum
KL d i,k
_ZZE(IOgQ(SI\iR(d”I’“’ ) (45)
- kj{l z:Ll L
~ Roum — Y Z E(log2 ( et )) (46)
k}:{l ’Lil ; Bj )
— _;um - Z Z E(10g2 (Z A1 (Q,l;,k’)2 ds(Ny —ds) ))
k=1 i=1 j=1 )
K L Bi k!
> R — > 3 B(logs (27705 3 X(R0)))
k=1 i=1 j=1 8)
— KoL Bik
=R, — E|( log 2 ds(Ny—ds) (49)
(1o (TT1I )
1
Rsum+d(NU_d)B (50)

10

recalling thaty";, >°% | B, = B.

Remark 6 From (44), we observe that the lower bound of
the average sum cluster-rate is approximately decreasiitiy w
RINR, which implies that it is reasonable to design the feed-
back bit allocation policy to suppress the residual intezfece,

as our formulated problen(@2).

From (15_0) recalling the expression oRsum, we observe
that in Rsum only the termR,,,, |s related to the feedback
bits, because the quantized precodé[k is a combination of
and VZ . with different Welghts (related t&). However,
e component¥’; ;, and V % of 2 & in @) are isotropic
nd have the same effect in probability diiiZ & SinceV, g
and alsoU ; j, are designed mdependentlyl&i‘ﬁ,C Therefore,

B has a slight influence oR,,,,,, and thusRsum In this case,
the proposed lower bound of the average sum-cluster rate is
linearly scaled by the third term with the rate m.m

Discussion on the Assumption ftk > ds: This assump-

tion is equivalent toIk,k > pds where p is a scalar much
larger than orfé By (30), it is equivalent to

c(NU,ds)Sd—'\iRzL:A (@ )2 T > pd, (51)
j=1
& oV d) DL pd, (52)
& logy(¢) > log, (Lc(#i)SNR) (53)
o B<d(Ny—dy)x
(Za a(n) — N, log, (Lc(#i)SNR))’ (54)

n=1
where [B2) is based or_(B7), since the feedback bits are

allocated based on Propositidh 4. Pluggingl (42) irital (53)
yields [54). Therefore, combining_(34) arid54), we have

pd;
SNR>
= Le(Ny, dy)2¢0Na)”

(55)

which implies that the assumptioﬁi’/k > ds has different
SNR requirements for different scenarios.

VI. IMPLEMENTATION AND ANALYSIS

In this section, we analyze the following aspects of the

where the inequality if{44) is based 6n|[46, Theorem 1] affoposed algorithm: 1) implementation, 2) required ovache
log(1 + x) > log(x), and the mequahty in[(45) is basedand 3) complexity.

on Tx(Cix) = I:F < TpF, whereZ,) is the RINR upper
bound of user(i, k) shown in [3D). The approximatiof (46) 5
is under the assumptloﬁzk > ds (we will discuss this
assumption in the following). Based dn{30) and the definitio The outline of the implementation of the proposed algorithm
of Rsum 2 Reum — KLlogy(c(Ny,ds)), we equivalently is shown as follows, where each step could be a time slot.

have [4¥). Under the assumptid®y ;» = ... = B (i.e.,

¥By Z; ;, = pds, we havelog, (ds +Z; 1) = logy ((1+ p)ds). In oder to
equal feedback bits among the users W|th|n each céll}, (4r§easure the accuracy of the approximatiorioat, ((1 -+ p)ds) ~ log, (pds).
surely serves as an lower bound of the DBA Equat@ (4g)efme77 2 log, (p)+logs (ds) logs(p)  Therefore. it

is obtained based on the definiton &. 2 R 082 (11p) Hloga(ds) = logz(149)

Implementation

10gz(ﬂds)
logy (1+p)ds)

sum sum — s sufficient to determine the value pfsuch thaty > 1olg0g(21(i)p) ~1,e.q.,
Zk:l Zizl IE(log2 (Z /\1(93 k,)) ) Finally, (50) holds # > 0.9900 and7 > 0.9978 for p = 29 and p = 100, respectively.
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« Step 1 (CSIR estimation) Each BSk estimates its local step has one "ask” action. The two-sided matching by the
CSIR{H}}}, based on orthogonal uplink pilot signalsBasic Gale-Shapley algorithr [38] takés, K (K — 1) + 1]

« Step 2 (IA percoder computation}) Each BSkE employs proposals. After assignment by the one-sided matchind) eac
the GIA method to comput& — 1 potentiallA precoders cell needs to send an explicit inner precoder to its corre-
{V@"(k)}le_#k for K —1 cells based OI{H’g}f:L#k; sponding IA-provider, while it is not necessary for the two-

« Step 3 (IA-Cell assignment) A suitable 1A-Cell assign- sided matching because it has been already exchanged before
ment is chosen from the following three schemes for tressignment. After the quantization of the precoder padtern
considered system configuration. each BS needs to exchange the corresponding indexes with

— With no Backhaul Overhead Before Assignment (D|§Iher BSs, based on which the new ZF decoder can be
tributed): Based on 0n|y{vz’n(k)}g<:u# at each designed. The resulting total backhaul overhead is regorte
BS k, one-sided matching is implemented; in Table[Il.
— With low Backhaul Overhead Before Assignment )
(Distributed): Each BS k reports its computed C- Complexity
{V@”(k)}ﬁll# to the K — 1 corresponding BSs.  As shown in Sectiofi ]ll, the complexity of computirfg
Based on the collected IA precoders and its locéh precoders by the GIA iFXO((L — 1)2LNE Ny).
CSIR, two-sided matching is implemented; For the one-sided matching, the complexity mainly depends
— With high Backhaul Overhead Before Assignmemn the preference generation {19). The generationkof
(Centralized): Assume that BSk is the cluster ranked preference lists takes((KX — 1)L(O(NpNyds) +
head. Each BSK +# k reports its computed 2L(O(NyNE)+O(NE))+20(Npd2)+20(d3) + KO(K))
{V@”(k’)}le#k, and its direct channelgf}, to arithmetic operations. The FCA witi + (N — 1) steps
the cluster head B% via backhaul links. Based onhas complexityO(K) where No denotes the number of
the collected informations, B% finds the optimal cycle chains. For the two-sided matching, besides gemnerati
assignment by brute force search and communicaf@€l), K ranked preference lists generation as ih(20) re-
the assignment to each cell; quiresK (K —1)L (O(2Nzds) + O(NuNpds) + 2(O(d?))+
Once a good IA-Cell assignment is found by the chosdhO(K) arithmetic operations. The complexity of the Basic
IA-Cell assignment scheme, its corresponding assign&d@le-Shapley algorithm with at mo&t” — K +1 steps is upper
perfect IA precoders and decoders can be determinedbounded bYO(K?). The centralized assignment needs to com-

—1)* . .
« Step 4 (DBA) After determining the perfect IA puteK! ZkK:O(,:!) — 1 possible rate performance with com-

transceivers for a given IA-Cell assignment, each Bfexity (K'! ZkK:o (_kl.)k — 1)K (L(O(2N2d,) + O(N3dy) +
k needs to feed back its IA precoder patteWs, (L + 1)O(NgNyds) + (L + 2)O(d3) + (L + 2)O(Npd?))).
to its users. In order to enable efficient feedback of Roughly speaking, the one-sided matching, the two-sided
{{Vir}1}/Z,, the DBA is performed and yields thematching and the centralized assignment mainly taKe< —

solution {{B; x};~,};—, for the quantization ofK'L 1) ox (K -1)L andK!Yr (’kl,)k—l "rate-like” computa-

precoder patterns; o tiond] , respectively. FidJ1 shows the approximate complexity
« Step 5 (Quantization under limited feedback) Each f these three algorithms over the number of cells. It ingplie

BS k quantizes the precoder patterd”;;}{_; 10 the centralized assignment is a reasonable approach with a

{Vir}z, by Grassmannian subspace codebooks wihmparable complexity as the distributed algorithm& i 4.

size {2P++}], and broadcasts the indexes to its usersinstead, wher¥ > 5 distributed algorithms are preferable as
o Step 6 (Uplink transmission) Based on the receivedfar as complexity is concerned.

index, each usefi, k) selects the corresponding code-

word from the codebook, i.eV; ;, as its IA precoder VII. NUMERICAL RESULTS

pattern. Then, the quantized uplink precoder designed byin this section, the performance of the GIA with optimized

(15) will be used for uplink transmission during the wholeA-Cell assignment with both unlimited and limited feedkac

coherence time period. is evaluated.

A. System Model and Performance Metrics

The required backhaul overhead (excluding the feedbackVe consider a(K’L’NB’J\QfU’ds) = (4,2,14,8,2) inter-
overhead) of the different IA-Cell assignment schemd€lNg MIMO-MAC. We setoj, = 1,vk and P, = P, Vi, k,
are reported in Table[lll, where "One-sided”/"Two €SPectively. Let SNR= 10log,,(P) denote the TSNR in
sided”/"Centralized’/’Fixed” denotes that one-sidedftw dB. The path loss of direct links is set to be whereas the
sided/centralized/fixed matching is used. path loss of the cross links is uniformly distributed [in 1],

During the IA-Cell assignment by the one/two-sided matcfiespectivelf
ing, each BSk has four possible actions to other BSs, namely1othe computation expression is not the actual rate expressiot has

n o,

"ask”, "definitely accept”, "temporarily accept” and "defialy always the formlog, det(I + XTI3 X ).

reject” which can be encoded into two bits. In particular 1This is to guarantee that interference channels are natggrahan direct
’ channels, since a user is usually assigned to the BS whode®\it the

the one-sided matChing by the FCA takés + (NC - 1) strongest link. The user selection and user-BS associatiarbe done based
steps whereV denotes the number of cycle chains, and eaeh the uplink CSI available at BSs, which is out of the scopéhisf work.

B. Backhaul overhead
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TABLE II: Total backhaul overhead oK cells

Algorithms | Before assignment Assignment After assignment
One-sided 0 4(K + (N¢ — 1)) bit KLNyds cc+(K —1)B bit
Two-sided | K(K — 1)LNyd, cc | 4|K, K? — K + 1] bit (K —1)B bit
Centralized| (1) FNvd-+ cc 0 (K —1)LNyd, cc+(K —1)B bit
Fixed 0 - K LNyd, cc

1) "cc” denotes the unit of a complex coefficient. 2) Each askelsponsed during the assignment.

500 120
—v— Centralized , —— Uppersum
o —e— Two-sided 100 —a— Lower
S 400 . 1 sum
= One-sided Two
é § 80f One
g 300f S —o— Fixed
o L 60 RB
2 200f 3 FDVA
4 & g0t
©
S 100r 20f
@ 0 ‘ i ‘ ‘ ‘
0 - 0 5 10 15 20 25 30
e 5 SNR [dB]

4
No. of Cells
nlaig. 2: Sum-cluster rate comparison under unlimited feellba

Fig. 1: Complexity comparison of the stable matching al i SNR.

centralized assignment

To properly measure the performance of the proposed

approaches, we consider two following metrics 25 i
K L . —v— Upper .
A ~ A X ~ 20}| —a— Lower .
Rsum = E( Z Ri,k) ) Rmzn = E( k:r{nnKZ Ri,k)a —e—Two "
k=1 i=1 T =1 T .l One
. . . =~ . a —o0— Fixed
where log.(-) is used in the rate expression @t in = RB
(43). Rsum and R,,;, are the average sum-cluster rate and o 101/ —*—FDMA
the average minimum single-cell rate over different channe
realizations. These performance functions measure thelbve 5t

cluster throughput and the fairness of the cluster, resmbget

087 é 1‘0 1‘5 2‘0 2‘5
B. Performance Comparison with Unlimited Feedback SNR [dB]
Under unlimited feedback, the effect of IA-Cell assignmerfig. 3: Minimum single-cell rate comparison under unlirdite
on Ry, and R,,;, is evaluated by the following metrics. feedback w.r.t. SNR.
e Uppersum andLowergy, (Uppermi, andLower,,;,) de-
note the performance achieved the bestandthe worst
IA-Cell assignment forsum cluster-rate maximization

(minimum cluster-rate maximizatipmespectively, which performance gap regarditigy..., is as large a5 dB and that of
are determined by the centralized assignment; Ry is even larger thai0 dB for high SNR. Compared with

« Two/One/Fixed: Each channel realization is under thene fixed matching, the two-sided and one-sided matching hav
IA-Cell assignment by the two-sided/one-sided/fixeq similar performance improvement, i.e., more thadB for

—
]
30

matching [(6); R and more thard dB for R,,;,. In Fig.[2, it is observed

« RB: Each prECOdervi,k is a random subspacethat the sum cluster-rate curves by different strict IAiCel
and each decoder is the "matched filtet/;, = assignments have different rate performance ibuparallel
HY Vi (VEHDTHS LV, )73, (with the same slope), which coincides with our theoretical

« FDMA: Each user ocuppies an un-overlapped spectrughalysis that different strict IA-Cell assignments yieitlatent

Both Fig[2 and Fid.13 show that a large performance gap esum cluster-rate performance but the same DoFs (Corgljary 1
ists between the best IA-Cell assignment and the worst IA-C&he advantage of the GIA is obvious and significant compared
assignment. It implies the IA-Cell assignment has a sigamific with the random beamforming and FDMA, especially for high
influence on both the overall throughput and the fairness TISNR.
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‘ ‘- ‘ 120 bit
—v— Upper_ 80 bit : —v— Upper /"‘;
6011 —e—Two / || —e—Two ‘D
i ) 12
One - =3 One ~0
= |- ¢-Fixed ¥ - 4 - - ¢ - Fixed P
g 50 R 8 3 10t P
=) v S -
£ 40l £ g
o’ P 14
30r 6
Y &
20 : : : 4 : : :
100 200 300 400 500 100 200 300 400 500
Sum feedback bit budget [bit] Sum feedback bit budget [bit]
Fig. 4: Sum-cluster rate comparison under limited feedba€lg. 5: Minimum single-cell rate comparison under limited
w.r.t. sum feedback bit budget. feedback w.r.t. sum feedback bit budget.
C. Performance Comparison under Limited Feedback 34 o Upper
:\ sum
Under limited feedback, the proposed DBA is evaluated 33 N ——Two
by comparing with the classical EBA (plotted in dashed 30 is One

N
[e2]
T

lines in the following figures). The theoretical analysis of
subspace quantization is based on the Grassmannian spher
packing codebook. However, since it is extremely difficult
to construct large codebooks based on good Grassmannia

Sum RINR [dB]
N N
S o

sphere-packings, random subspace codebooks are adopted 22¢
the simulatiof. 20¢
1) Performance comparison w.r.t. sum feedback bit budget: ‘ ‘ ‘
The performance w.r.t. the sum feedback bit budget is evalu- 100 200 300 400 500

i Sum feedback bit budget [bit]
ated when SNR= 25 dB. Fig.[4 shows that the sum-cluster

rate is increasing with the sum feedback bit budafean ap- Fig. 6: Sum-cluster RINR comparison under limited feedback

proximate linear rateof 0.09, which approximately coincides W-It- sum feedback bit budget.

with ﬁm = 0.0577 in (B0). The proposed DBA
ogy(€e) as(Nu 5) . .

outperfgorms the EBA in both the sum cluster-rate in [El. 4 tively. F h " ¢ tian

and the minimum single-cell rate in Figl 5. Compared wit pSpectively. From the perspective of energy consumptian,

the fixed matching with the EBA, the proposed CentralizegedOIbaCk (f)deb: iOO bits results mt_a rllr?herthcolrnpijegltyk f
assignment and the distributed stable matching with the D more feedback energy consumpfion than Ihe feedback o

can save around0 bit and 40 bit, respectively, to achieve = 30.0 bits, while it 1S still attrgctlve when batltery power
Ruwm = 50 bpcu in Fig.@, and around20 bit and 80 bit, saving |s,the goal. This feature is very useful since the user
respectively, to achiev&,,;, = 10 bpcu in Fig[5. The sum- terminals’ battery power can be saved at the expense ofgrlgrg
cluster RINR in1010g10(2§i11k) dB is linearly decreasing energy consumption at the BSs, where the virtually unlichite

with sum feedback bit budget as shown in Fify. 6. The DBRRNErgy supply of the electric grid is available. For example

achieves a lower RINR compared with the EBA, which implie%5 dB uplink power can be saved by the stable matching to

that the effectiveness of minimizing the upper bound of su -(:Te\;%gsgql :C40 bpeu (;N;thf; :f.50(()j b|tstCE_mpar§t?1 Vl\gg]A
cluster RINR in[(3D). The sum-cluster RINR is greatly larget’ — ItS. fLompared to the fixed matching wi ’

- : N .~ the proposed centralized assignment and stable matchthg wi
thand, in Fig.[8, making the approximation i (47) feasible. ) :
2) Performance comparison w.rt. SNRhe proposed al- DBA can reduce by 0 dB and5 dB uplink power, respectively,

gorithms are evaluated by measuring the sum-cluster rate gan achieved rate dt..,, = 60 bpcu. And this performance

the single-cell rate performance w.r.t. SNR for the fixed su|mmprovement enlarges with SNR.

feedback budgeB = 300 bit and B = 500 bit, respectively.
From Fig.[T and Fig8, it is observed that the performance VIIl. CONCULSIONS

with B = 500 bits is significantly better than that with In this work, we provide a framework for the GIA with

B = 300 bits and the performance gap enlarges with the SNBptimized IA-Cell assignment in the interfering MIMO MAC

For SNR= 30 dB, the gap of sum-cluster rate and that of theetwork under limited feedback. This algorithm vyields the

single-cell rate are as large as aroWltdbpcu and8 bpcu, closed-form IA transceiver by distributed implementatian

the BS side if its feasible conditions are satisfied. Furtteee,

2Note that the performance by random subspace codebooksitet®ss the effect of IA-Cell assignment and DBA on either the sum-

a lower bounder to the performance by sphere-packing cadtsbdn fact, . . .

for large codebooks, random subspace codebooks usuadiy att similar cluster rate or minimum smgle-cell rate are discussed and

numerical performance to sphere-packing codebooks, [B@j., illustrated in the simulations.
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equivalence (a){V; } can be determined via independently
designing{Q, , } based on the IA constraint aqdR; ;. } sub-
ject to the power constraints. The equivalence (b) is bexaus
the restriction of the IA condition has an influence only oa th
: ¥ "power” of H!{'Q, ,X; by introducing a full rank matrix
_§ aof ~ : : X; € C%xds put not on the its "subspace”, whefeX;} are
iy selected to fulfil HY}'Q,, X1 = ... = H{}' QX1
Therefore, H{}'Q, . X1 = ... = H’fr,jQL kXL is a
necessary but not sufficienbndition of Span(H}, Qm)
.= Span(le'f'leLyk) in terms of the "power” because of
the restriction onX; (in fact, this "power” restriction can be
0 5 10 15 20 25 30 completely eliminated when the transmit power constraangs
SNR [dB] . . . .
jointly considered), and they aegjuivalentin terms of the de-
Fig. 7: Sum cluster-rate comparison under limited feedbatg&mination of "subspaceR, ,.. Therefore, the equivalence (b)
w.r.t. SNR. in terms of both "power” and "subspace” is verified since both
IA condition and transmit power constraints are jointly sioi
ered in the proposed IA transceiver design The equivalénjce

<

—v—Upper,,_ 500 bit

—e—Two
One

[ |- @ -Fixed

15

. -1
o Upper oo i , is based on the definitior?}, £ Q, , X, Vil £ X, Ry
—o—Two 7 > and the power constraints
One o _-9 H H ~HH
. 10}| = ¢ -Fixed .Y j Tr(Ri-,kRi,k) = Tr(Qi,kRiykRi,k i,k)
3 : ; in 51 v !
& j = TVIRX, Ritl] (X, )7
D:E — TI’( VoutVout HVm H).

Due to VI ViY = Q, ,Rix = Vi, it is equivalent to
determineV i,k Via determiningV’y’; and V{3 based on the
‘ ‘ ‘ ‘ ‘ equivalence(c) in place of determining?, , and R; ;, based
0 ° Yooy 2 ®® on the equivalencéa).
Therefore, the proposed restriction-and-relaxation two
Fig. 8: Minimum single-cell rate comparison under Ilmlted k1
stages — first desigfV}},} based onH{} ' VY =
feedback w.r.t. SNR. o1 yrou :
Hi' v 7' and then deS|gr{ 1 to maximize the achiev-
able rate subject tar( %chtvff fyimtly < p) Vi =
APPENDIXA 1,...,L —is tight. ]
PROOF OFLEMMA[I]

Proof: Without loss of generality, let us consider an GIA

I - i APPENDIXB
example ofCell k = Cell k + 1 to align {Hij; Vik} €

PROOF OFLEMMA [3]

CNBxds v = ,L by designing the precoders R
{Vir} € CNuxds subject to transmit power constraints Proof: The quantizatiorV can be exactly expressed by
Tr(Vix V) < Pig, the GIA demands the N-dimensional full spacd” UV~ as
_ _ 1
Span(H 'V ) = ... = Span(HH VL 1) V=IyV+IyV=VC +V'Cs,  (56)
Te(VikViy) < P, Vi=1,...,L whereC;, € CMN*Y andC, € CM~N)*N in (56) denote the
- - components % projected on thé/ and V4, respectively.
(@) {Span(Hl,k Q) =...=Span(H} ' Qp ) From [GB), it is derived the properties 6f; andC as
Tr(RixR%) < Pig, Vi=1,...,L -
(BiiBip) < P V'V =Iy=clc, +CHC, = Iy: (57)
k+1 Y _ k+1 Y
@ {i}’; Q;%;;IXl . _VHL,k QL-,kLXL LV, V)=N-T:(VV vvH)=
0 i < i,k | = 17 ceey 7
(RikR;}) < Pig, Vi Tr(CCE) = d*(V,V). (58)
k+1 k+1yrin
<) HlJlrc Vl k= . HH_LJ,rkHVLk By the singular-value decomposition (SVDY; is ex-
Tr( VO“tV"“ V") <Py, Vi=1,...,L pressed byC = U, Ag V&, where eigenvaluedc, 2
. H H ; H
where (a) is based on the QR decompositionV6f; 2 dlag{)‘l(cl C1),- -5 AN(Cy Cl)} satisfy /\nA(Cl ) >
Q, ;R and Span(H[1'Q, ,Rix) = Span(Hf'};lek) 0,¥n subject o> | A, (CHCy) = N - 2(V, V) based

whereQ, ;, € CN"v*?: and R; ;, € C%*% denote the "sub- on (57) and [(58). From[:(BS?) we further derivel C, =
space” and the "power” OVm, respectively. Based on theV ¢, (Iy — Acl)Vc = 0p, which requires\,, (CHC’1) <



1,Vn. Therefore,Cy can be expressed by

Co=U(Iy —Ac,) ?VE

(3]

(59) M«

whereU € CM-N)xN gatisfying U0 = Iy is to select

a N-dimensional subspace from ti¢ — N-dimensional null 5

spaceSpan{V*}. |
[6]
APPENDIXC
PROOF OFPROPSOSITION3 .
Proof: ConsideringCell k' T4 Cell k, we have g
8
=1k = ZI (60a) 18
=1
L L [l
k,
:ZZ 2 ( 1kH k'VJk’V k’HJ]f/IUzk)
i=1 =1 %k [10]
(60Db)
- [11]
. .
<L Z ;% ( Jk’Ha lgHHk Vin H?-,k’vj’k/)
- 60c
) (600)
B P, H ok @ ,
- LZ . Tr(S QF Sk Sj) (60d) -
[24]
< LZ Dt Z)\d QB (60e)
[15]
<15 Lty 60f
- Zcrzd 7k’ Zﬁ,k’ ( )
j=1 k73 [16]
L P '
=LY () (Ve V) (60g)
=1 ks [17]
L P, y By k!
e(Nu,ds)L Y =5 M ()27 #0020, (60h) g
= okds

where [60Db) is based on the defini}ion@f’g in (1), and[(60c) [19]
is derived based on the definition®; 5, in (28), the inequality

of My, v, Y sl Iy, Ys]7 and HHk Wi [20]
H

vin, . Plugging[(Z4) into[(60c) and removing the
zero- valued terms and based on the definifiom (31) yield)60¢b1]
where S, € CWNu—ds)xds satlsﬂesS wSiw = I4, and
i o= diag{ﬁjyk,,..., 1) s with ﬁdk, € (0,1),vd
andZZ;l ﬂ;{k, = dg(Vj_,k/, ;). The upper bound (6De) is
achieved when the truncated unitary maisix; is the eigen- 23]
subspace of the matrmk 1 associated with thel; largest
eigenvalues\; (25 ,), .. .7)\d (@ ,,). (60B) is derived by the [24]
quantization distortion upper bourld{25). ]

[22]

[25]
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