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Abstract—As an extension of orthogonal matching pursuit
(OMP) improving the recovery performance of sparse signals,
generalized OMP (gOMP) has recently been studied in the
literature. In this paper, we present a new analysis of the gOMP
algorithm using restricted isometry property (RIP). We show that
if the measurement matrix Φ ∈ Rm×n satisfies the RIP with

δmax{9,S+1}K ≤
1

8
,

then gOMP performs stable reconstruction of allK-sparse signals
x ∈ Rn from the noisy measurementsy = Φx + v within
max

{

K,
⌊

8K
S

⌋}

iterations where v is the noise vector andS
is the number of indices chosen in each iteration of the gOMP
algorithm. For Gaussian random measurements, our results
indicate that the number of required measurements is essentially
m = O(K log n

K
), which is a significant improvement over the

existing result m = O(K2 log n
K
), especially for largeK.

Index Terms—Sparse Recovery, Compressed Sensing (CS),
Generalized Orthogonal Matching Pursuit (gOMP), Restricted
Isometry Property (RIP), Stability, Mean Square Error (MSE ).

I. I NTRODUCTION

Orthogonal matching pursuit (OMP) is a greedy algorithm
widely used for the recovery of sparse signals [1]–[7]. The
goal of OMP is to recover aK-sparse signal vectorx ∈ Rn

(‖x‖0 ≤ K) from its linear measurements

y = Φx (1)

whereΦ ∈ Rm×n is called the measurement matrix. At each
iteration, OMP estimates the support (positions of non-zero
elements) ofx by adding an index of the column inΦ that
is mostly correlated with the current residual. The vestigeof
columns in the estimated support is then eliminated from the
measurementsy, yielding an updated residual for the next
iteration. See [1], [3] for details on the OMP algorithm.

While the number of iterations of the OMP algorithm is
typically set to the sparsity levelK of the underlying signal
to be recovered, there have been recent efforts to relax this
constraint with an aim of enhancing the recovery performance.
In one direction, an approach allowing more iterations than
the sparsity has been suggested [8]–[10]. In another direction,
algorithms identifying multiple indices at each iterationhave
been proposed. Well-known examples include stagewise OMP
(StOMP) [11], regularized OMP (ROMP) [12], CoSaMP [13],
and subspace pursuit (SP) [14]. Key feature of these algorithms

TABLE I
THE GOMP ALGORITHM

Input : measurement matrixΦ ∈ Rm×n,
measurementsy ∈ Rm,
sparsity levelK,
number of indices for each selectionS ≤ K.

Initialize : iteration countk = 0,
estimated listT 0 = ∅,
residual vectorr0 = y.

While ‖rk‖2 > ǫ andk < m
S

do
k = k + 1.
Λk = argmaxΛ:|Λ|=S ‖(Φ′rk−1)Λ‖1. (Identification)
T k = T k−1 ∪ Λk. (Augmentation)
x̂k = argminsupp(u)=Tk ‖y −Φu‖2. (Estimation)
rk = y−Φx̂k. (Residual Update)

End
Output the estimated support̂T = argmin

A:|A|=K

‖x̂k − x̂k
A‖2 and

signal x̂ satisfyingx̂
{1,··· ,n}\T̂

= 0 and x̂
T̂

= Φ
†

T̂
y.

is to introduce special operations in the identification step to
select multiple promising indices. Specifically, StOMP picks
indices whose magnitudes of correlation exceed a deliberately
designed threshold. ROMP chooses a set ofK indices and
then reduces the number of candidates using a predefined
regularization rule. CoSaMP and SP add multiple indices and
then prune a large portion of chosen indices to refine the
identification step. In contrast to these algorithms performing
deliberate refinement of the identification step, a recently
proposed extension of OMP, referred to as generalized OMP
(gOMP) [15] (also known as OSGA or OMMP [16]–[18]),
simply choosesS columns that are mostly correlated with
the residual. A detailed description of the gOMP algorithm
is given in TableI.

The main motivation of gOMP is to reduce the computa-
tional complexity and at the same time speed up the processing
time. Since the OMP algorithm chooses one index is at a time,
the running time and the computational complexity depend
heavily on the sparsityK. WhenK is large, therefore, the
computational cost and the running time of OMP might be
problematic. In the gOMP algorithm, however, more than
one “correct” index can be chosen in each iteration due
to the identification of multiple indices at a time, so that
the number of iterations needed to finish the algorithm is
usually much smaller than that of the OMP algorithm. In
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fact, it has been shown that the computational complexity
of gOMP is 2smn + (2S2 + S)s2m wheres is the number
of actually performed iterations [15], while that of OMP is
2Kmn+3K2m. Sinces is in general much smaller thanK,
the gOMP algorithm runs faster than the OMP algorithm and
also has lower computational complexity.

In analyzing the theoretical performance of gOMP, the re-
stricted isometry property (RIP) has been popularly used [15]–
[23]. A measurement matrixΦ is said to satisfy the RIP of
orderK if there exists a constantδ(Φ) ∈ [0, 1) such that [24]

(1− δ(Φ))‖x‖22 ≤ ‖Φx‖22 ≤ (1 + δ(Φ))‖x‖22 (2)

for any K-sparse vectorx. In particular, the minimum of all
constantsδ(Φ) satisfying (2) is called the restricted isometry
constant (RIC) and denoted asδK(Φ). In the sequel, we use
δK instead ofδK(Φ) for notational simplicity. In [15], it has
been shown that gOMP ensures the perfect recovery of any
K-sparse signalx from y = Φx within K iterations under

δSK <

√
S√

K + 3
√
S
, (3)

whereS is the number of indices chosen in each iteration. In
the noisy scenario where the the measurements are corrupted
by a noise vectorv (i.e.,y = Φx+v), it has been shown that
the outputx̂ of gOMP afterK iterations satisfies [15]

‖x̂− x‖2 ≤ C
√
K‖v‖2 (4)

under (3) andδSK+S < 1 whereC is a constant.
While the empirical recovery performance of gOMP is

promising, theoretical results we just described are relatively
weak when compared to the state-of-the-art recovery algo-
rithms. For example, performance guarantees of basis pursuit
(BP) [25] and CoSaMP are given byδ2K <

√
2 − 1 [26]

and δ4K < 0.1 [13], while conditions for gOMP require
that the RIC should be inversely proportional to

√
K [15]–

[23]. Another weakness among existing theoretical results of
gOMP lies in the lack of stability guarantees for the noisy
scenario where the measurements are corrupted by the noise.
For example, it can be seen from (4) that theℓ2-norm of the
recovery error of gOMP is upper bounded byC

√
K‖v‖2. This

implies that even for a small‖v‖2, the ℓ2-norm of recovery
error can be unduly large when the sparsityK approaches
infinity. In contrast, BP denoising (BPDN) and CoSaMP are
known to have recovery error bound directly proportional to
‖v‖2 and hence are stable under measurement noise [13], [25].

The main purpose of this paper is to provide an improved
performance analysis of the gOMP algorithm. Specifically, we
show that if the measurement matrixΦ satisfies the RIP with

δmax{9,S+1}K ≤ 1

8
, (5)

gOMP achieves stable recovery of anyK-sparse signalx from
the noisy measurementsy = Φx+v within max

{

K,
⌊

8K
S

⌋}

iterations. That is, theℓ2-norm of recovery error satisfies

‖x̂− x‖2 ≤ C‖v‖2, (6)

whereC is a constant. In the special case where‖v‖2 = 0 (i.e.,
the noise-free case), we show that gOMP accurately recovers

all K-sparse signals inmax
{

K,
⌊

8K
S

⌋}

iterations under

δ7K ≤ 1

8
. (7)

When compared to previous results [15]–[23], our new results
are important in two aspects.

i) Our results show that the gOMP algorithm can recover
sparse signals under the similar RIP condition that the
state-of-the-art sparse recovery algorithms (e.g., BP and
CoSaMP) require. For Gaussian random measurement
matrices, this implies that the number of measurements
required for gOMP is essentiallym = O

(

K log n
K

)

[24],
[27], which is significantly smaller than the resultm =
O
(

K2 log n
K

)

obtained in previous works.

ii) While previous work showed that theℓ2-norm of the
recovery error in the noisy scenario depends linearly on√
K‖v‖2 [15], our new result suggests that the recovery

distortion of gOMP is upper bounded by a constant times
‖v‖2, which strictly ensures the stability of gOMP under
measurement noise.

We briefly summarize notations used in this paper. For a
vector x ∈ Rn, T = supp(x) = {i|xi 6= 0} represents
the set of its non-zero positions.Ω = {1, · · · , n}. For a set
A ⊆ Ω, |A| denotes the cardinality ofA. T \A is the set of
all elements contained inT but not inA. ΦA ∈ Rm×|A| is
the submatrix ofΦ that only contains columns indexed by
A. Φ′

A means the transpose of the matrixΦA. xA ∈ R|A|

is the vector which equalsx for elements indexed byA.
If ΦA is full column rank, thenΦ†

A = (Φ′
AΦA)

−1Φ′
A is

the pseudoinverse ofΦA. span(ΦA) stands for the span
of columns in ΦA. PA = ΦAΦ

†
A is the projection onto

span(ΦA). P⊥
A = I−PA is the projection onto the orthogonal

complement ofspan(ΦA). At the kth iteration of gOMP, we
use T k, Γk = T \T k, x̂k and rk to denote the estimated
support, the remaining support set, the estimated sparse signal,
and the residual vector, respectively.

The remainder of the paper is organized as follows. In
Section II , we provide theoretical and empirical results of
gOMP. In SectionIII , we present the proof of theoretical
results and conclude the paper in SectionIV.

II. SPARSERECOVERY WITH GOMP

A. Main Results

In this section, we provide performance guarantees of
gOMP in recovering sparse signals in the presence of noise.
Since the noise-free scenario can be considered as a special
case of the noisy scenario, extension to the noise-free scenario
is straightforward. In the noisy scenario, the perfect recon-
struction of sparse signals cannot be done and hence we use
the ℓ2-norm of the recovery error as a performance measure.
We first show that after a specified number of iterations, theℓ2-
norm of the residual of gOMP is upper bounded by a quantity
depending only on‖v‖2.

Theorem 1:Let x ∈ Rn be anyK-sparse vector,Φ ∈
Rm×n be a measurement matrix, andy = Φx + v be the
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noisy measurements wherev is a noise vector. Then under

δmax{Sk+7|Γk|,Sk+S+|Γk|} ≤ 1

8
, (8)

the residual of gOMP satisfies

∥

∥r
k+max

{

|Γk|,
⌊

8|Γk|
S

⌋}

∥

∥

2
≤ µk‖v‖2 (9)

where µk is a constant depending only on
δmax{Sk+7|Γk|,Sk+S+|Γk|}.

The proof will be given in SectionIII . One can observe from
Theorem1 that if gOMP already performsk iterations, then
it requires at mostmax

{

|Γk|,
⌊

8|Γk|
S

⌋}

additional iterations

to ensure that theℓ2-norm of residual falls belowµk‖v‖2. In
particular, whenk = 0 (i.e., at the beginning of the iterations),
|Γk| = K and the RIC in (8) is simplified toδ7K , and hence
we have a simple interpretation of Theorem1.

Theorem 2:Let x ∈ Rn be anyK-sparse vector,Φ ∈
Rm×n be the measurement matrix, andy = Φx + v be the
noisy measurements wherev is the noise vector. Then under
δ7K ≤ 1

8 , the residual of gOMP satisfies
∥

∥rmax{K,⌊ 8K
S ⌋}∥

∥

2
≤ µ0‖v‖2, (10)

whereµ0 is a constant depending only onδ7K .

From Theorem2, we also obtain the exact recovery condi-
tion of gOMP in the noise-free scenario. In fact, in the absence
of noise, Theorem2 suggests that

∥

∥rmax{K,⌊ 8K
S ⌋}∥

∥

2
= 0 un-

der δ7K ≤ 1
8 . Therefore, gOMP recovers anyK-sparse signal

accurately withinmax{K, ⌈ 8K
S ⌉} iterations underδ7K ≤ 1

8 .
We next show that theℓ2-norm of the recovery error of

gOMP is also upper bounded by the product of a constant and
‖v‖2.

Theorem 3 (Stability under Measurement Perturbations):
Let x ∈ Rn be any K-sparse vector,Φ ∈ Rm×n be
the measurement matrix, andy = Φx + v be the noisy
measurements wherev is the noise vector. Then under
δmax{9,S+1}K ≤ 1

8 , gOMP satisfies
∥

∥x̂max{K,⌊ 8K
S ⌋} − x

∥

∥

2
≤ µ‖v‖2 (11)

and
‖x̂− x‖2 ≤ C‖v‖2, (12)

whereµ andC are constants depending onδmax{9,S+1}K .
Proof: See AppendixA.

Remark 1 (Comparison with previous results):From The-
orem2 and3, we observe that gOMP is far more effective than
what previous results tell. Indeed, upper bounds in Theorem2
and 3 are absolute constants and independent of the sparsity
K, while those in previous works are inversely proportional to√
K (e.g.,δSK <

√
S

(2+
√
2)

√
K

[16], δSK <
√
S√

K+3
√
S

[15], and

δSK <
√
S√

K+2
√
S

[20]). Clearly the upper bounds in previous
works will vanish whenK is large.

Remark 2 (Number of measurements):It is well known
that a random measurement matrixΦ ∈ Rm×n, which has
independent and identically distributed (i.i.d.) entrieswith
Gaussian distributionN (0, 1

m ), obeys the RIP withδK ≤ ε

with overwhelming probability ifm = O
(

K log n
K

ε2

)

[24],
[27]. When the recovery conditions in [15]–[23] are used,
the number of required measurements is expressed asm =
O
(

K2 log n
K

)

. Whereas, our new conditions requirem =
O
(

K log n
K

)

, which is significantly smaller than the previous
result, in particular for largeK.

Remark 3 (Comparison with information-theoretic results):
It might be worth comparing our result with information-
theoretic results in [28]–[30]. Those results, which are
obtained by a single-letter characterization in a large system
limit, provides a performance limit of maximum a posteriori
(MAP) and minimum mean square error (MMSE) estimation.
For Gaussian random measurements, it is known that
the MMSE achieves a scaling ofm = O(K) when the
signal-to-noise ratio (SNR) is sufficiently large [28], [29]. In
contrast, the gOMP algorithm requiresm = O

(

K log n
K

)

,
which is larger than the MMSE scaling in a factor oflog n

K .
Whether one can remove the logarithm term in the number of
measurements from conventional sparse recovery algorithms
such as gOMP in non-limiting regime is an interesting open
question.

Remark 4 (Recovery error):The constantsµ0, µ andC in
Theorem2 and3 can be estimated from the RIC. For example,
when δ7K ≤ δmax{9,S+1}K ≤ 0.05, we haveµ0 ≤ 49,
µ ≤ 52 and C ≤ 110. It might be interesting to compare
the constantC of gOMP with MMSE results [28]–[30].
Consider the scenario whereΦ is a random matrix having
i.i.d. elements of zero mean and1m variance,x is a sparse
vector with each non-zero element taking the value±1 with
equal probability, andv is the noise vector with i.i.d. Gaussian
elements. Considern = 10, 000 andm = 500 and supposex
has sparsity ratep = 0.001 (so that the sparsity levelK is 10
on average). Then for an SNR of0 dB, the required bound of
MMSE is 8.6× 10−6 (per dimension) [29], which amounts to
‖x − x̂‖2 ≤ 0.027‖v‖2.1 Clearly, the constant0.027 for the
MMSE result is much smaller than the constantC obtained
from gOMP. In fact, the constantC obtained in Theorem3
is generally loose, as we will see in the simulations. This is
mainly because 1) our analysis is based on the RIP framework
so that the analysis is in essence the worst-case-analysis,and
2) many relaxations are used in our analysis to obtain the
constant upper bounds.

Remark 5 (Comparison with OMP):WhenS = 1, gOMP
returns to the OMP algorithm and Theorem3 suggests that
OMP performs stable recovery of allK-sparse signals in
max

{

K,
⌊

8K
S

⌋}

= 8K iterations underδ9K ≤ 1
8 . In a recent

work of Zhang [9, Theorem 2.1], it has been shown that OMP
can achieve stable recovery ofK-sparse signals in16.6K
iterations underδ17.6K ≤ 1

8 . Clearly, our new result indicates
that OMP has better (less restrictive) RIP condition and also
requires smaller number of iterations.

It is worth mentioning that even though the input signal is
not strictly sparse, in many cases, it can be well approximated

1SNR =0 dB implies that
‖Φx‖22
‖v‖2

2

= 1. Since each element inΦ has power
1
m

, we haveE
[

(Φx)2j
]

= pn

m
= 1

50
, which implies thatE

[

v2j

]

= 1
50

and
henceE

[

‖v‖2] =
√
10.
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by a sparse signal. Our result can be readily extended to this
scenario.

Corollary 4 (Recovery of non-sparse signals):Let xK ∈
Rn be the vector that keepsK largest elements of the input
vector x and sets all other entries to zero. LetΦ ∈ Rm×n

be the measurement matrix satisfyingδmax{18,2S+2}K ≤ 1
8

andy = Φx + v be the noisy measurements wherev is the
noise vector. Then, gOMP produces an estimatex̂ of x in
max

{

2K,
⌊

16K
S

⌋}

iterations such that

‖x̂− x‖2 ≤ D

(‖x− xK‖1√
K

+ ‖v‖2
)

, (13)

whereD is a constant depending onδmax{18,2S+2}K .

Since Corollary4 is a straightforward extension of Theorem
3, we omit the proof for brevity (see [12]–[14], [31], [32]).
Note that the key idea is to partition the noisy measurements
of a non-sparse signal into two parts and then apply Theo-
rem 3. The two parts consist of 1) measurements associated
with dominant elements of the signal (y1 = ΦxK) and 2)
measurements associated with insignificant elements and the
noise vector (y2 = Φ(x− xK) + v). That is,

y = y1 + y2 = ΦxK +Φ(x− xK) + v. (14)

B. Empirical Results

We evaluate the recovery performance of the gOMP algo-
rithms through numerical experiments. Our simulations arefo-
cused on the noisy scenario (readers are referred to [15], [18],
[19] for simulation results in the noise-free scenario). In our
simulations, we consider random matricesΦ of size100×200
whose entries are drawn i.i.d. from Gaussian distribution
N (0, 1

m ). We generateK-sparse signalsx whose components
are i.i.d. and follow a Gaussian-Bernoulli distribution

xj ∼
{

0 with probability1− p,

N (0, 1) with probabilityp,
(15)

wherep is the sparsity rate that represents the average fraction
of non-zero components inx. We employ the mean square
error (MSE) as a metric to evaluate the recovery performance
in the noisy scenario. The MSE is defined as

MSE=
1

n

n
∑

i=1

(xi − x̂i)
2, (16)

wherex̂i is the estimate ofxi. In our simulation, the following
recovery algorithms are considered:

1) OMP and gOMP (S = 3, 5).
2) CoSaMP: We set the maximal iteration

number to 50 to avoid repeated iterations
(http://www.cmc.edu/pages/faculty/DNeedell)..

3) StOMP: We use false alarm rate control strategy as it
works better than false discovery rate control strategy
(http://sparselab.stanford.edu/).

4) BPDN (http://cvxr.com/cvx/).
5) Generalized approximate message passing (GAMP) [30],

[33], [34]: (http://gampmatlab.wikia.com/).
6) Linear MMSE estimator.
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(a) p = 0.05.
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(b) p = 0.1.

Fig. 1. MSE performance of recovery algorithms as a functionof SNR.

In obtaining the performance result for each simulation point
of the algorithm, we perform2, 000 independent trials.

In Fig. 1, we plot the MSE performance for each recovery
method as a function of signal-to-noise ratio (SNR), where the
SNR (in dB) is defined as

SNR= 10 log10
‖Φx‖22
‖v‖22

. (17)

In this case, the system model is expressed asy = Φx + v

where v is the noise vector whose elements are generated
from Gaussian distributionN (0, pn

m 10−
SNR
10 ).2 The benchmark

2Since the components ofΦ have power 1
m

and the signalx has sparsity
rate p, E|(Φx)i|2 = pn

m
. From the definition of SNR, we haveE|vi|2 =

E|(Φx)i|2 · 10− SNR
10 = pn

m
10−

SNR
10 .

http://www.cmc.edu/pages/faculty/DNeedell
http://sparselab.stanford.edu/
http://cvxr.com/cvx/
http://gampmatlab.wikia.com/
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Fig. 2. Running time as a function of sparsity ratep.

performance of Oracle least squares estimator (Oracle-LS), the
best possible estimation having prior knowledge on the support
of input signals, is plotted as well. In general, we observe that
for all methods, the MSE performance improves with the SNR.
While GAMP has the lowest MSE when the prior knowledge
on the signal and noise distribution is available, it does not
perform well when the prior information is incorrect.3 For
the whole SNR region under test, the MSE performance of
gOMP is comparable to OMP and also outperforms CoSaMP
and BPDN. An interesting point is that the actual recovery
error of gOMP is much smaller than that provided in The-
orem 3. For example, when SNR =10 dB, p = 0.05, and
vj ∼ N (0, pn

m 10−
SNR
10 ), we haveE‖v‖2 = (pn10−

SNR
10 )1/2 = 1.

Using this together with (76), the upper bound for‖x − x̂‖2
in Theorem3 is around63. In contrast, when SNR =10
dB, the ℓ2-norm of the actual recovery error of gOMP is
‖x − x̂‖2 = (n · MSE)1/2 ≈ 1 (Fig. 1(a)), which is much
smaller than the upper bound indicated in Theorem3.

Fig. 2 displays the running time of each recovery method as
a function of the sparsity ratep. The running time is measured
using the MATLAB program on a personal computer with
Intel Core i7 processor and Microsoft Windows7 environment.
Overall, we observe that the running time of OMP, gOMP, and
StOMP is smaller than that of CoSaMP, GAMP, and BPDN. In
particular, the running time of BPDN is more than one order
of magnitude higher than the rest of algorithms require. This is
because the complexity of BPDN is a quadratic function of the
number of measurements (O(m2n3/2)) [35], while that of the
gOMP algorithm isO(Kmn) [15]. Since gOMP can chooses
more than one support index at a time, we also observe that
gOMP runs faster than the OMP algorithm.

3In order to test the mismatch scenario, we use Bernoulli distribution (xj ∼
B(1, p)).
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III. PROOF OFTHEOREM 1

A. Preliminaries

Before we proceed to the proof of Theorem1, we present
definitions used in our analysis. Recall thatΓk = T \T k is the
set of remaining support elements afterk iterations of gOMP.
In what follows, we assume without loss of generality that
Γk =

{

1, · · · , |Γk|
}

. Then it is clear that0 ≤ |Γk| ≤ K. For
example, ifk = 0, thenT k = ∅ and|Γk| = |T | = K. Whereas
if T k ⊇ T , thenΓk = ∅ and |Γk| = 0. Also, for notational
convenience we assume that{xi} is arranged in descending
order of their magnitudes, i.e.,|x1| ≥ |x2| ≥ · · · ≥ |x|Γk||.
Now, we define the subsetΓk

τ of Γk as (see Fig.3(b)):

Γk
τ =















∅ τ = 0,
{

1, · · · , 2τ−1S
}

τ = 1, · · · ,max
{

0,
⌈

log2
|Γk|
S

⌉}

,

Γk τ = max
{

0,
⌈

log2
|Γk|
S

⌉}

+ 1.

(18)
Note that the last setΓk

max
{

0,
⌈

log2
|Γk|
S

⌉}

+1
(= Γk) does not

necessarily have2
max

{

0,

⌈

log2
|Γk|
S

⌉}

S elements.

For given set Γk and constantσ ≥ 2, let L ∈
{

1, 2, · · · ,max
{

0,
⌈

log2
|Γk|
S

⌉}

+ 1
}

be a positive integer
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satisfying4

‖xΓk\Γk
0
‖22 < σ‖xΓk\Γk

1
‖22, (19a)

‖xΓk\Γk
1
‖22 < σ‖xΓk\Γk

2
‖22, (19b)

...

‖xΓk\Γk
L−2

‖22 < σ‖xΓk\Γk
L−1

‖22, (19c)

‖xΓk\Γk
L−1

‖22 ≥ σ‖xΓk\Γk
L
‖22. (19d)

If (19d) holds true for allL ≥ 1, then we ignore (19a)–(19c)
and simply takeL = 1. Note thatL always exists because
∥

∥xΓk\Γk

max{0,⌈log2 |Γk|/S⌉}+1

∥

∥

2

2
= 0 so that (19d) holds true at

least forL = max
{

0, ⌈log2 |Γk|/S⌉
}

+ 1. From (19a)–(19d),
we have

‖xΓk\Γk
τ
‖22 ≤ σL−1−τ‖xΓk\Γk

L−1
‖22, τ = 0, 1, · · · , L. (20)

Moreover, ifL ≥ 2, we have a lower bound for|Γk| as (see
AppendixB):

|Γk| >
(

2σ − 1

2σ − 2

)

2L−2S. (21)

Equations (20) and (21) will be used in the proof of Theorem1
and we will fix σ = 1

2 exp
(

14
9

)

in the proof.
We provide two propositions useful in the proof of Theo-

rem 1. The first one offers an upper bound for‖rk‖22 and a
lower bound for‖rl‖22 − ‖rl+1‖22 (l ≥ k).

Proposition 5: For givenΓk and any integerl ≥ k, the
residual of gOMP satisfies

‖rk‖22 ≤ ‖ΦΓkxΓk + v‖22, (22)

‖rl‖22 − ‖rl+1‖22 ≥
1− δ|Γk

τ∪T l|

(1 + δS)
⌈

|Γk
τ |
S

⌉

×
(

‖rl‖22 − ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22

)

, (23)

whereτ = 1, 2, · · · ,max
{

0,
⌈

log2
|Γk|
S

⌉}

+ 1.
Proof: See AppendixC.

The second proposition is essentially an extension of (23).
It characterizes the relationship between residuals of gOMP in
different number of iterations.

Proposition 6: For any integerl ≥ k, ∆l > 0, and
τ ∈ {1, · · · ,max

{

0,
⌈

log2
|Γk|
S

⌉}

+ 1}, the residualrl+∆l

of gOMP satisfies

‖rl+∆l‖22 − ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22

≤ Cτ,l,∆l

(

‖rl‖22 − ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22

)

, (24)

where

Cτ,l,∆l = exp



−
∆l(1− δ|Γk

τ∪T l+∆l−1|)
⌈

|Γk
τ |
S

⌉

(1 + δS)



 . (25)

Proof: See AppendixE.

4We note thatL is a function ofk.

B. Outline of Proof

The proof of Theorem1 is based on mathematical induction
in |Γk|, the number of remaining indices afterk iterations of
gOMP. We first consider the case when|Γk| = 0. This case is
trivial since all support indices are already selected (T ⊆ T k)
and hence

‖rk‖2 = ‖y−Φx̂k‖2
= min

supp(u)=Tk
‖y−Φu‖2

≤ ‖y−Φx‖2
= ‖v‖2
≤ µk‖v‖2. (26)

Next, we assume that the argument holds up to an integer
γ − 1. Under this inductive assumption, we will prove that it
also holds true for|Γk| = γ. In other words, we will show
that when|Γk| = γ,

∥

∥rk+max{γ,⌊ 8γ
S ⌋}∥

∥

2
≤ µk‖v‖2 (27)

holds true under

δmax{Sk+7γ,Sk+S+γ} ≤ 1

8
. (28)

Although the details of the proof in the induction step are
somewhat cumbersome, the main idea is rather simple. First,
we show that a decent amount of support indices inΓk can
be selected within a specified number of additional iterations
so that the number of remaining support indices is upper
bounded. More precisely,

i) If L = 1, the number of remaining support indices after
(k + 1) iterations is upper bounded as

|Γk+1| < γ. (29)

ii) If L ≥ 2, the number of remaining support indices after
(k + kL) iterations satisfies

|Γk+kL | < |Γk\Γk
L−1|, (30)

where

ki = 2

i
∑

τ=0

⌈ |Γk
τ |
S

⌉

, i = 0, · · · , L. (31)

Second, since (29) and (30) imply that the number of
remaining support indices is no more thanγ − 1, from the
induction hypothesis we have
∥

∥rk+1+max{γ,⌊ 8
S |Γk+1|⌋}∥

∥

2
≤ µk‖v‖2, L = 1, (32)

∥

∥rk+kL+max{γ,⌊ 8
S |Γk+kL |⌋}∥

∥

2
≤ µk‖v‖2, L ≥ 2. (33)

Further, by estimatingk + 1 + max
{

γ,
⌊

8
S |Γk+1|

⌋}

in (32)
andk+ kL +max

{

γ,
⌊

8
S |Γk+kL |

⌋}

in (33), we establish the
induction step. Specifically,

i) L = 1 case: We obtain from (29) that

k + 1 +max

{

γ,

⌊

8

S
|Γk+1|

⌋}

≤ k + 1 +max

{

γ,

⌊

8

S
(γ − 1)

⌋}

≤ k +max

{

γ,

⌊

8γ

S

⌋}

. (34)
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By noting that the residual power of gOMP is non-
increasing (‖ri‖2 ≤ ‖rj‖2 for i ≥ j), we have

∥

∥rk+max{γ,⌊ 8γ
S ⌋}∥

∥

2
≤

∥

∥rk+1+max{γ,⌊ 8
S |Γk+1|⌋}∥

∥

2

≤ µk‖v‖2. (35)

ii) L ≥ 2 case: We observe from (31) that

kL = 2

L
∑

τ=0

⌈ |Γk
τ |
S

⌉

= 2

L
∑

τ=1

⌈ |Γk
τ |
S

⌉

≤ 2

L
∑

τ=1

2τ−1

= 2(2L − 1), (36)

which together with (30) implies that

k + kL +max

{

γ,

⌊

8

S
|Γk+kL |

⌋}

≤ k + 2(2L − 1) + max

{

γ,

⌊

8

S
|Γk\Γk

L−1|
⌋}

= k + 2(2L − 1) + max

{

γ,

⌊

8

S
(γ − 2L−2S)

⌋}

≤ k +max

{

γ,

⌊

8γ

S

⌋}

, (37)

Hence, we obtain from (33) and (37) that

∥

∥rk+max{γ,⌊ 8γ
S ⌋}∥

∥

2
≤

∥

∥rk+kL+max{γ,⌊ 8
S |Γk+kL |⌋}∥

∥

2

≤ µk‖v‖2. (38)

In summary, what remains now is the proofs for (29)
and (30).

C. Proof of (30)

We consider the proof of (30) for the case ofL ≥ 2. Instead
of directly proving (30), we show that a sufficient condition
for (30) is true. To be specific, sincexΓk\Γk

L−1
consists of

|Γk\Γk
L−1| smallest non-zero elements (in magnitude) inxΓk ,

a sufficient condition for (30) is

‖xΓk+kL‖22 < ‖xΓk\Γk
L−1

‖22. (39)

In this subsection, we show that (39) is true under

δSk+7γ ≤ 1

8
. (40)

To the end, we first construct lower and upper bounds for
‖rk+kL‖2 and then use these bounds to derive a condition
guaranteeing (39).

1) Lower bound for ‖rk+kL‖22:

‖rk+kL‖2
= ‖y−Φx̂k+kL‖2
= ‖Φ(x− x̂k+kL ) + v‖2
≥ ‖Φ(x− x̂k+kL )‖2 − ‖v‖2
(a)

≥
(

1− δ|T∪Tk+kL |

)1/2

‖x− x̂k+kL‖2 − ‖v‖2

≥
(

1− δ|T∪Tk+kL |

)1/2

‖xΓk+kL‖2 − ‖v‖2, (41)

where (a) is from the RIP (note thatx − x̂k+kL is supported
on T ∪ T k+kL ).

2) Upper bound for ‖rk+kL‖22:

First, by applying Proposition6, we have

‖rk+k1‖22 − ‖ΦΓk\Γk
1
xΓk\Γk

1
+ v‖22 ≤ C1,k,k1

×
(

‖rk‖22 − ‖ΦΓk\Γk
1
xΓk\Γk

1
+ v‖22

)

, (42)

‖rk+k2‖22 − ‖ΦΓk\Γk
2
xΓk\Γk

2
+ v‖22 ≤ C2,k+k1,k2−k1

×
(

‖rk+k1‖22 − ‖ΦΓk\Γk
2
xΓk\Γk

2
+ v‖22

)

, (43)

...

‖rk+kL‖22 − ‖ΦΓk\Γk
L
xΓk\Γk

L
+ v‖22 ≤ CL,k+kL−1,kL−kL−1

×
(

‖rk+kL−1‖22 − ‖ΦΓk\Γk
L
xΓk\Γk

L
+ v‖22

)

. (44)

From (31) and monotonicity of the RIC, we have

Ci,k+ki−1,ki−ki−1
= exp

(

−2 ·
1− δ|Γk

i ∪Tk+ki−1|
1 + δS

)

(a)

≤ exp

(

−2 · 1− δSk+7γ

1 + δSk+7γ

)

(b)

≤ exp

(

−14

9

)

, (45)

for i = 1, 2, · · · , L, where (a) is due to monotonicity of the
RIC and (b) is from (28). Notice that (a) is because

|Γk
i ∪ T k+ki−1| ≤ |T ∪ T k+kL |

= |T k+kL |+ |Γk+kL |
≤ S(k + kL) + |Γk|
(c)

≤ Sk + 2(2L − 1)S + γ
(d)
< Sk + 8

(

2σ − 2

2σ − 1

)

γ + γ − 2S

(e)
< Sk + 7γ, (46)

where (c) follows from (36), (d) is from (21), and (e) is due
to σ = 1

2 exp
(

14
9

)

.
For notational simplicity, we letη = exp

(

− 14
9

)

. Then (42)–
(44) can be rewritten as

‖rk+k1‖22 ≤ η‖rk‖22 + (1− η)‖ΦΓk\Γk
1
xΓk\Γk

1
+ v‖22,

‖rk+k2‖22 ≤ η‖rk+k1‖22 + (1 − η)‖ΦΓk\Γk
2
xΓk\Γk

2
+ v‖22,

...

‖rk+kL‖22 ≤ η‖rk+kL−1‖22 + (1− η)‖ΦΓk\Γk
L
xΓk\Γk

L
+ v‖22.
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Some additional manipulations yield the following result.

‖rk+kL‖22

≤ ηL‖rk‖22 + (1− η)
L
∑

τ=1

ηL−τ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22

(a)

≤ ηL‖ΦΓkxΓk +v‖22+(1−η)
L
∑

τ=1

ηL−τ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+v‖22

(b)

≤ ηL((1 + t)‖ΦΓkxΓk‖22 + (1 + t−1)‖v‖22) + (1− η)

×
L
∑

τ=1

ηL−τ
(

(1 + t)‖ΦΓk\Γk
τ
xΓk\Γk

τ
‖22 + (1 + t−1)‖v‖22

)

,

(c)

≤
(

ηL‖xΓk\Γk
0
‖22 + (1− η)

L
∑

τ=1

ηL−τ‖xΓk\Γk
τ
‖22

)

(1 + t)

×(1 + δγ) + (1 + t−1)

(

ηL + (1− η)
L
∑

τ=1

ηL−τ

)

‖v‖22,

(47)

where (a) is from Proposition5, (b) uses the fact that

‖u+ v‖22 ≤ (1 + t)‖u‖22 + (1 + t−1)‖v‖22 (48)

for t > 0 (we will specify t later), and (c) is due to the RIP.
(Note that|Γk\Γk

τ | ≤ |Γk| = γ for τ = 1, · · · , L.)
By applying (20) to (47), we further have

‖rk+kL‖22

≤
(

σL−1ηL + (1− η)

L
∑

τ=1

σL−1−τηL−τ

)

(1 + t)(1 + δγ)

×‖xΓk\Γk
L−1

‖22 + (1+ t−1)

(

ηL+ (1− η)

L
∑

τ=1

ηL−τ

)

‖v‖22

=

(

(ση)L + (1 − η)

L−1
∑

τ=0

(ση)τ

)

σ−1(1 + δγ)‖xΓk\Γk
L−1

‖22

×(1 + t) + (1 + t−1)

(

ηL + (1− η)

L−1
∑

τ=0

ητ

)

‖v‖22

(a)
<

( ∞
∑

τ=L

(ση)τ+

L−1
∑

τ=0

(ση)τ

)

σ−1(1−η)(1+ δγ)‖xΓk\Γk
L−1

‖22

×(1 + t) + (1 + t−1)(1− η)

( ∞
∑

τ=L

ητ +

L−1
∑

τ=0

ητ

)

‖v‖22

(b)
= 4η(1− η)(1 + δγ)(1− t)‖xΓk\Γk

L−1
‖22 + (1 + t−1)‖v‖22,

(49)

where (a) is becauseσ ≥ 2, ση < 1, andη < 1. Hence

(ση)L <

(

1− η

1− ση

)

(ση)L = (1− η)

∞
∑

τ=L

(ση)τ ,

ηL = (1− η)

(

ηL

1− η

)

= (1 − η)

∞
∑

τ=L

ητ ,

and (b) uses the fact thatση = 1
2 .

Thus far, we have obtained a lower bound for‖rk+kL‖2
in (41) and an upper bound for‖rk+kL‖2 in (49), respectively.

Next, we will use these bounds to prove that (39) holds true
underδSk+7γ ≤ 1

8 .
By relating (41) and (49), we have

‖xΓk+kL ‖2 ≤ α‖xΓk\Γk
L−1

‖2 + β‖v‖2 (50)

where

α = 2

(

η(1 − η)(1 + δγ)(1 + t)

1− δ|T∪Tk+kL |

)1/2

(51)

and

β =
(

(1 + t−1)1/2 + 1
)(

1− δ|T∪Tk+kL |

)−1/2

. (52)

Sinceδ|T∪Tk+kL | ≤ δSk+7γ by monotonicity of the RIC,

α ≤ 2

(

(1 + δSk+7γ)(1 + t)
(

1−exp
(

− 14
9

))

(1− δSk+7γ) exp
(

14
9

)

)1/2

. (53)

By choosingt = 1
6 in (53), we have

α < 1 (54)

underδSk+7γ ≤ 1
8 .

Now, we consider two cases: 1)β‖v‖2 < (1 −
α)‖xΓk\Γk

L−1
‖2 and 2)β‖v‖2 ≥ (1 − α)‖xΓk\Γk

L−1
‖2. First,

if β‖v‖2 < (1 − α)‖xΓk\Γk
L−1

‖2, (50) implies (39) (i.e.,
‖xΓk+kL‖22 < ‖xΓk\Γk

L−1
‖22) so that (30) holds true.

Second, ifβ‖v‖2 ≥ (1−α)‖xΓk\Γk
L−1

‖2, then (27) directly
holds true because

∥

∥rk+max{γ,⌊ 8γ
S ⌋}∥

∥

2

(a)

≤ ‖rk+kL
∥

∥

2

(b)

≤ 2 (η(1−η)(1+δγ)(1+t))1/2‖xΓk\Γk
L−1

‖2+(1+t−1)1/2‖v‖2
(c)
= α(1 − δ|T∪Tk+kL |)

1/2‖xΓk\Γk
L−1

‖2 + (1 + t−1)1/2‖v‖2

≤
(

αβ(1 − δ|T∪Tk+kL |)
1/2

1− α
+ (1 + t−1)1/2

)

‖v‖2

=

(

(1 + t−1)1/2 + 1

1− α
− 1

)

‖v‖2
≤ µk‖v‖2, (55)

where

µk=



1−2

(

7(1+ δ)
(

1− exp
(

− 14
9

))

6(1− δ) exp
(

14
9

)

)1/2




−1

(
√
7+1)−1

(56)

whereδ = δmax{Sk+7γ,Sk+S+γ}, (a) is from (37) and the fact
that the residual power of gOMP is always non-increasing, (b)
is due to (49), and (c) is from (51).
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D. Proof of (29)

The proof of (29) is similar to the proof of (30). Instead of
directly proving (29), we will show that a sufficient condition
for (29) is true. More precisely, we will prove that

‖xΓk+1‖22 < ‖xΓk‖22 (57)

holds true under
δS(k+2)+γ ≤ 1

8
. (58)

We first construct lower and upper bounds for‖rk+1‖2 and
then use these bounds to derive a condition guaranteeing (57).

1) Lower bound for ‖rk+1‖22:

‖rk+1‖2
= ‖y −Φx̂k+1‖2
= ‖Φ(x− x̂k+1) + v‖2
≥ ‖Φ(x− x̂k+1)‖2 − ‖v‖2
(a)

≥
(

1− δ|T∪Tk+1|
)1/2 ‖x− x̂k+1‖2 − ‖v‖2

≥
(

1− δ|T∪Tk+1|
)1/2 ‖xΓk+1‖2 − ‖v‖2, (59)

where (a) is becausex− x̂k+1 is supported onT ∪ T k+1.

2) Upper bound for ‖rk+1‖22:
By applying Proposition5 with l = k andτ = 1, we have

‖rk‖22 − ‖rk+1‖22
≥

1− δ|Γk
1∪Tk|

(1 + δS)
⌈

|Γk
1 |
S

⌉

(

‖rk‖22 − ‖ΦΓk\Γk
1
xΓk\Γk

1
+ v‖22

)

(a)
=

1− δ|Γk
1∪Tk|

1 + δS

(

‖rk‖22 − ‖ΦΓk\Γk
1
xΓk\Γk

1
+ v‖22

)

, (60)

where (a) uses the fact that|Γk
1 | ≤ S (see (18)) and hence

⌈

|Γk
1 |
S

⌉

= 1. Rearranging the terms yields

‖rk+1‖22 ≤
(

1−
1− δ|Γk

1∪Tk|
1 + δS

)

‖rk‖22

+
1− δ|Γk

1∪Tk|
1 + δS

‖ΦΓk\Γk
1
xΓk\Γk

1
+ v‖22. (61)

From Proposition5,

‖rk‖22 ≤ ‖ΦΓkxΓk + v‖22
(a)

≤ (1 + t)‖ΦΓkxΓk‖22 + (1 + t−1)‖v‖22
(b)

≤ (1 + t)(1 + δγ)‖xΓk‖22 + (1 + t−1)‖v‖22, (62)

where (a) is from (48) and (b) is due to the RIP. Moreover,

‖ΦΓk\Γk
1
xΓk\Γk

1
+ v‖22

(a)

≤ (1 + t)‖ΦΓk\Γk
1
xΓk\Γk

1
‖22 + (1 + t−1)‖v‖22

(b)

≤ (1 + t)(1 + δγ)‖xΓk\Γk
1
‖22 + (1 + t−1)‖v‖22

(b)

≤ (1 + t)(1 + δγ)σ
−1‖xΓk‖22 + (1 + t−1)‖v‖22, (63)

where (a) is from (48), (b) is due to the RIP, and (c) is from
(19d).

Using (61), (62), and (63), we have

‖rk+1‖22 ≤ (1 + t)(1 + δγ)

×
(

1−
(1− σ−1)(1 − δ|Γk

1∪Tk|)

1 + δS

)

‖xΓk‖22 + (1 + t−1)‖v‖22,

from which we obtain an upper bound for‖rk+1‖2 as

‖rk+1‖2 ≤ (1 + t)1/2

(

1−
(1− σ−1)(1− δ|Γk

1∪Tk|)

1 + δS

)1/2

×(1 + δγ)
1/2‖xΓk‖2 + (1 + t−1)1/2‖v‖2. (64)

Thus far, we have established a lower bound for‖rk+1‖2
in (59) and an upper bound for‖rk+1‖2 in (64). Now we
combine (59) and (64) to obtain

‖xΓk+1‖2 ≤ α′‖xΓk‖2 + β′‖v‖2, (65)

where

α′ =

(

(1+ t)(1+ δγ)

1− δ|T∪Tk+1|

(

1−
(1− σ−1)(1− δ|Γk

1∪Tk|)

1 + δS

))1/2

(66)

and

β′ =
(

(1 + t−1)1/2 + 1
)

(

1− δ|T∪Tk+1|
)−1/2

. (67)

Recalling thatt = 1
6 and σ = 1

2 exp
(

14
9

)

and also noting
that δ|Γk

1∪Tk| ≤ δ|T∪Tk+1| = δ|Tk+1|+|Γk+1| ≤ δSk+S+γ and
δγ ≤ δSk+S+γ , one can show from (66) that

α′ < 1 (68)

underδSk+S+γ ≤ 1
8 .

Now, we consider two cases: 1)β′‖v‖2 < (1− α′)‖xΓk‖2
and 2)β′‖v‖2 ≥ (1 − α′)‖xΓk‖2. First, if β′‖v‖2 < (1 −
α′)‖xΓk‖2, (65) implies (57) (i.e., ‖xΓk+1‖22 < ‖xΓk‖22) so
that (29) holds true.

Second, ifβ′‖v‖2 ≥ (1 − α′)‖xΓk‖2, then (27) directly
holds true because

∥

∥rk+max{γ,⌊ 8γ
S ⌋}∥

∥

2

(a)

≤ ‖rk+1
∥

∥

2

(c)
= α′(1− δSk+S+γ)

1/2‖xΓk‖2 + (1 + t−1)1/2‖v‖2

≤
(

α′β′(1 − δSk+S+γ)
1/2

1− α′ + (1 + t−1)1/2
)

‖v‖2

=

(

(1 + t−1)1/2 + 1

1− α′ − 1

)

‖v‖2
≤ µk‖v‖2, (69)

where (a) is due to (34) and the fact that the residual power of
gOMP is always non-increasing and (b) is from (64) and (66).
This completes the proof of (29).
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IV. CONCLUSION

As a method to enhance the recovery performance of
orthogonal matching pursuit (OMP), generalized (gOMP) has
received attention in recent years [15]–[23]. While empirical
evidence has shown that gOMP is effective in reconstruct-
ing sparse signals, theoretical results to date are relatively
weak. In this paper, we have presented improved recovery
guarantee of gOMP by showing that the gOMP algorithm
can perform stable recovery of all sparse signals from the
noisy measurements under the restricted isometry property
(RIP) with δmax{9,S+1}K ≤ 1

8 . The presented proof strategy
might be useful for obtaining improved results for other greedy
algorithms derived from the OMP algorithm.

APPENDIX A
PROOF OFTHEOREM 2

Proof: We first give the proof of (11). Observe that
∥

∥

∥r
max{K,⌊ 8K

S ⌋}
∥

∥

∥

2

=
∥

∥

∥y −Φx̂max{K,⌊ 8K
S ⌋}

∥

∥

∥

2

=
∥

∥

∥Φ

(

x− x̂max{K,⌊ 8K
S ⌋})+ v

∥

∥

∥

2

≥
∥

∥

∥
Φ

(

x− x̂max{K,⌊ 8K
S ⌋})

∥

∥

∥

2
− ‖v‖2

(a)

≥
(

1−δ∣
∣T∪T

max{K,⌊ 8K
S ⌋}∣

∣

)1/2∥
∥

∥x−x̂max{K,⌊ 8K
S ⌋}

∥

∥

∥

2
−‖v‖2

(b)

≥
(

1−δmax{9,S+1}K
)1/2

∥

∥

∥x−x̂max{K,⌊ 8K
S ⌋}

∥

∥

∥

2
−‖v‖2.

(70)

where (a) is from the RIP and (b) is because
∣

∣T ∪ Tmax{K,⌊ 8K
S ⌋}∣

∣ ≤ |T |+
∣

∣Tmax{K,⌊ 8K
S ⌋}∣

∣

≤ K +max

{

K,

⌊

8K

S

⌋}

S

≤ max{9, S + 1}K.

Using (27) and (70), we have
∥

∥x− x̂max{K,⌊ 8K
S ⌋}∥

∥

2

≤
(

1− δmax{9,S+1}K
)−1/2

(

∥

∥rmax{K,⌊ 8K
S ⌋}∥

∥

2
+ ‖v‖2

)

(a)

≤
(

1− δmax{9,S+1}K
)−1/2

(µ0 + 1)‖v‖2
= µ‖v‖2, (71)

where

µ =



1−2

(

7(1+ δ)
(

1− exp
(

− 14
9

))

6(1− δ) exp
(

14
9

)

)1/2




−1 √
7+1

(1− δ)−1/2

(72)

where δ = δmax{9,S+1}K and (a) is becauseδ7K ≤
δmax{9,S+1}K ≤ 1

8 (see Theorem2).

Now, we turn to the proof of (12). Using the bestK-
term approximation

(

x̂max{K,⌊ 8K
S ⌋})

K
of x̂max{K,⌊ 8K

S ⌋},

we have
∥

∥

∥

(

x̂max{K,⌊ 8K
S ⌋})

K
− x

∥

∥

∥

2

=
∥

∥

∥

(

x̂max{K,⌊ 8K
S ⌋})

K
−x̂max{K,⌊ 8K

S ⌋}+x̂max{K,⌊ 8K
S ⌋}−x

∥

∥

∥

2

(a)

≤
∥

∥

∥

(

x̂max{K,⌊ 8K
S ⌋})

K
− x̂max{K,⌊ 8K

S ⌋}
∥

∥

∥

2

+
∥

∥

∥x̂
max{K,⌊ 8K

S ⌋} − x

∥

∥

∥

2

(b)

≤ 2
∥

∥

∥x̂
max{K,⌊ 8K

S ⌋} − x

∥

∥

∥

2

≤ 2µ‖v‖2, (73)

where (a) is from the triangle inequality and (b) is because
(

x̂max{K,⌊ 8K
S ⌋})

K
is the bestK-term approximation to

x̂max{K,⌊ 8K
S ⌋} and hence is a better approximation thanx

(note that both
(

x̂max{K,⌊ 8K
S ⌋})

K
andx areK-sparse).

On the other hand,
∥

∥

∥

(

x̂max{K,⌊ 8K
S ⌋})

K
− x

∥

∥

∥

2

(a)

≥ (1− δ2K)−1/2
∥

∥

∥Φ

((

x̂max{K,⌊ 8K
S ⌋})

K
− x

)∥

∥

∥

2

= (1− δ2K)−1/2
∥

∥

∥
Φ

(

x̂max{K,⌊ 8K
S ⌋})

K
− y + v

∥

∥

∥

2

(b)

≥ (1 − δ2K)−1/2

(

∥

∥

∥Φ

(

x̂max{K,⌊ 8K
S ⌋})

K
− y

∥

∥

∥

2
− ‖v‖2

)

(c)

≥ (1− δ2K)−1/2 (‖Φx̂− y‖2 − ‖v‖2)
= (1− δ2K)−1/2 (‖Φ(x̂− x)− v‖2 − ‖v‖2)
(d)

≥ (1− δ2K)−1/2 (‖Φ(x̂− x)‖2 − 2‖v‖2)
(e)

≥ (1− δ2K)−1/2
(

(1 + δ2K)1/2‖x̂− x‖2 − 2‖v‖2
)

≥ (1− δmax{9,S+1}K)−1/2

×
(

(1 + δmax{9,S+1}K)1/2‖x̂− x‖2 − 2‖v‖2
)

, (74)

where (a) is from the RIP, (b) and (d) are from the triangle
inequality, (c) is because

(

x̂max{K,⌊ 8K
S ⌋})

K
is supported on

T̂ and
x̂T̂ = Φ

†
T̂
y = argmin

u

‖y −ΦT̂u‖2,
and (e) follows from the RIP.

Combining (73) and (74) yields

(1 − δmax{9,S+1}K)−1/2

×
(

(1 + δmax{9,S+1}K)1/2‖x̂− x‖2 − 2‖v‖2
)

≤ 2µ‖v‖2.
That is,

‖x̂− x‖2 ≤ C‖v‖2, (75)

where

C = 2

(

1+δmax{9,S+1}K
1−δmax{9,S+1}K

)1/2

µ+2
(

1−δmax{9,S+1}K
)−1/2

=
2(1 + δ)1/2

1− δ



1−2

(

7(1+ δ)
(

1− exp
(

− 14
9

))

6(1− δ) exp
(

14
9

)

)1/2




−1

×(
√
7+1)+2 (1− δ)

−1/2 (76)
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whereδ = δmax{9,S+1}K , which completes the proof.

APPENDIX B
PROOF OF(20)

Proof: Recall from (19c) that

‖xΓk\Γk
L−2

‖22 < σ‖xΓk\Γk
L−1

‖22. (77)

Subtracting both sides by‖xΓk\Γk
L−1

‖22, we have

‖xΓk
L−1

\Γk
L−2

‖22 < (σ − 1)‖xΓk\Γk
L−1

‖22. (78)

Since |x1| ≥ |x2| ≥ · · · ≥ |x|Γk|| and also noting that
Γk\Γk

L−1 =
{

2L−2 + 1, · · · , |Γk|
}

(see (18)), the elements
of xΓk\Γk

L−1
are |Γk| − 2L−2S smallest ones (in magnitude)

of the vectorxΓk . Furthermore, sinceσ − 1 ≥ 1, (78) is
equivalent to

|Γk
L−1\Γk

L−2| < (σ − 1)(|Γk| − 2L−2S). (79)

Now we consider two cases. First, whenL = 2, one can
rewrite (79) as

|Γk
L−1| < (σ − 1)(|Γk| − S), (80)

and hence

|Γk| >
(

σ

σ − 1

)

S. (81)

Second, whenL ≥ 3, (79) becomes

2L−3S < (σ − 1)(|Γk| − 2L−2S). (82)

Equivalently,

|Γk| >
(

2σ − 1

2σ − 2

)

2L−2S. (83)

Combining these two cases yields the desired result.

APPENDIX C
PROOF OFPROPOSITION5

Proof: We first consider the proof of (22). (T k∩T ) ⊆ T k

implies that

‖rk‖22 = ‖P⊥
Tky‖22 ≤ ‖P⊥

Tk∩Ty‖22. (84)

Also, noting thatP⊥
Tk∩Ty is the projection ofy onto the

orthogonal complement ofspan(ΦTk∩T ),

‖P⊥
Tk∩Ty‖22 = min

supp(z)=Tk∩T
‖y −Φz‖22. (85)

From (84) and (85), we have

‖rk‖22 ≤ ‖y −ΦTk∩TxTk∩T ‖22
= ‖ΦTxT + v −ΦTk∩TxTk∩T ‖22
= ‖ΦΓkxΓk + v‖22, (86)

where (86) is from T \(T k ∩ T ) = T \T k = Γk.
Now, we turn to the proof of (23). The proof consists of two

steps. First, we will show that the residual power difference
of the gOMP satisfies

‖rl‖22 − ‖rl+1‖22 ≥ 1

1 + δS
‖Φ′

Λk+1r
l‖22. (87)

Second, we will show that

‖Φ′
Λl+1r

l‖22 ≥
1− δ|Γk

τ∪T l|
⌈

|Γk
τ |
S

⌉

(

‖rl‖22 − ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22

)

.

(88)
(23) is established by combining (87) and (88).

• Proof of (87):
Recall that the gOMP algorithm orthogonalizes the mea-
surementsy against previously chosen columns ofΦ,
yielding the updated residual in each iteration. That is,

rl+1 = P⊥
T l+1y. (89)

Sincerl = y −Φx̂l, we have

rl+1 = P⊥
Tk+1(r

l +Φx̂l) = P⊥
T l+1r

l. (90)

where (90) is becauseΦx̂l ∈ span(ΦT l) andT l ⊂ T l+1

and henceP⊥
T l+1Φx̂l = 0. As a result,

rl − rl+1 = rl − P⊥
T l+1r

l = PT l+1rl. (91)

Noting thatΛl+1 ⊆ T l+1, we have

‖rl − rl+1‖2 = ‖PT l+1rl‖2 ≥ ‖PΛl+1rl‖2. (92)

SincePΛl+1 = P ′
Λl+1 = (Φ†

Λl+1)
′Φ′

Λl+1 , we further have

‖rl − rl+1‖2 ≥ ‖(Φ†
Λl+1)

′Φ′
Λl+1r

l‖2
≥ (1 + δS)

−1/2‖Φ′
Λl+1r

l‖2 (93)

where (93) is because the singular values ofΦΛl+1 lie
between(1 − δS)

1/2 and (1 + δS)
1/2 and hence the

smallest singular value ofΦ†
Λl+1 is lower bounded by

(1 + δS)
−1/2.5

• Proof of (88):
We first introduce a lemma useful in our proof.

Lemma 7: Let u, z ∈ Rn be two distinct vectors and let
W = supp(u) ∩ supp(z). Also, let U be the set ofS
indices corresponding toS most significant elements in
u. Then for any integerS ≥ 1,

〈u, z〉 ≤
(⌈ |W |

S

⌉)1/2

‖uU‖2‖zW ‖2. (94)

Proof: See AppendixD.

Now we are ready to prove (88). Let u = Φ′rl and let
z ∈ Rn be the vector satisfyingzT∩Tk∪Γk

τ
= xT∩Tk∪Γk

τ

and zΩ\(T∩Tk∪Γk
τ )

= 0. Since supp(u) = Ω\T l and
supp(z) = T ∩ T k ∪ Γk

τ and also noting thatT k ⊆ T l,
we haveW = supp(u) ∩ supp(z) = Γk

τ\T l. Moreover,
sinceΛl+1 contains the indices corresponding toS most
significant elements inu = Φ′rl, we haveU = Λl+1.

5Suppose the matrixΦΛl+1 has singular value decompositionΦΛl+1 =

UΣV′, thenΦ†

Λl+1 = VΣ†U′ whereΣ† is the pseudoinverse ofΣ, which
is formed by replacing every non-zero diagonal entry by its reciprocal and
transposing the resulting matrix.
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Using Lemma7,

〈Φ′rl, z〉 ≤
(⌈ |Γk

τ\T l|
S

⌉)1/2

‖Φ′
Λl+1r

l‖2‖zΓk
τ\T l‖2

≤
(⌈ |Γk

τ |
S

⌉)1/2

‖Φ′
Λl+1r

l‖2‖zΓk
τ\T l‖2

≤
(⌈ |Γk

τ |
S

⌉)1/2

‖Φ′
Λl+1r

l‖2‖zΩ\T l‖2.(95)

On the other hand,

〈Φ′rl, z〉
= 〈Φ′rl, z− x̂l〉+ 〈Φ′rl, x̂l〉
(a)
= 〈Φ′rl, z− x̂l〉
= 〈Φ(z− x̂l), rl〉
(b)
=

1

2

(

‖Φ(z− x̂l)‖22 + ‖rl‖22 − ‖rl −Φ(z− x̂l)‖22
)

(c)
=

1

2

(

‖Φ(z− x̂l)‖22 + ‖rl‖22 − ‖Φ(x− z) + v‖22
)

=
1

2

(

‖Φ(z− x̂l)‖22 + ‖rl‖22 − ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22

)

(d)

≥ ‖Φ(z− x̂l)‖2
(

‖rl‖22 − ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22

)1/2

(e)

≥ (1 − δ|Γk
τ∪T l|)

1/2 ‖z− x̂l‖2
×
(

‖rl‖22 − ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22

)1/2

≥ (1− δ|Γk
τ∪T l|)

1/2 ‖(z− x̂l)Ω\T l‖2
×
(

‖rl‖22 − ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22

)1/2

(f)

≥ (1− δ|Γk
τ∪T l|)

1/2 ‖zΩ\T l‖2
×
(

‖rl‖22 − ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22

)1/2
, (96)

where (a) is becausesupp(x̂l) = T l and supp(Φ′rl) =
Ω\T l and hence〈Φ′rl, x̂l〉 = 0, (b) uses the fact that
〈u,v〉 = 1

2 (‖u‖22 + ‖v‖22 − ‖u − v‖22), (c) is from
rl + Φx̂l = y = Φx + v, (d) uses the inequality
1
2 (a + b) ≥

√
ab (with a = ‖Φ(z − x̂l)‖22 and b =

‖rl‖22 − ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22),6 (e) is from the RIP

(‖z− x̂l‖0 = |Γk
τ ∪ T l|), and (e) is due to(x̂l)Ω\T l = 0.

Finally, using (95) and (96), we have

‖Φ′
Λl+1r

l‖2

≥





1− δ|Γk
τ∪T l|

⌈

|Γk
τ |
S

⌉

(

‖rl‖22 − ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22

)





1/2

,

which is the desired result.

APPENDIX D
PROOF OFLEMMA 7

Proof: We consider two cases: 1)1 ≤ S ≤ |W | and 2)
S > |W |.

6Note that we only need to consider the case‖rl‖22−‖ΦΓk\Γk
τ
xΓk\Γk

τ
+

v‖22 ≥ 0. For the alternative case‖rl‖22 − ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22 < 0,

(88) directly holds true since‖Φ′
Λl+1r

l‖22 ≥ 0.
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Fig. 4. Illustration of indices inWi.

We first consider the case1 ≤ S ≤ |W |. Without loss
of generality, we assume thatW = {1, 2, · · · , |W |} and that
the elements ofuW are arranged in descending order of their
magnitudes. We define the subsetWi of W as

Wi=







{S(i− 1) + 1, · · · , Si} i = 1, · · ·,
⌈

|W |
S

⌉

−1,
{

S
(⌈

|W |
S

⌉

− 1
)

+ 1, · · ·, |W |
}

i = ⌈ |W |
S ⌉.

(97)
See Fig.4 for the illustration of indices inWi. Note that when
⌈

|W |
S

⌉

> |W |
S , the last setW⌈ |W |

S ⌉ has less thanS elements.

Observe that

〈u, z〉 = 〈uW , zW 〉 ≤
∑

i

|〈uWi , zWi〉| ≤
∑

i

‖uWi‖2‖zWi‖2,

(98)
where the second inequality is due to the Hölder’s inequality.
By the definition of U , we have ‖uU‖2 ≥ ‖uW1

‖2 =
maxi ‖uWi‖2 and hence

〈u, z〉 ≤ ‖uU‖2
∑

i

‖zWi‖2 (99)

≤ ‖uU‖2
(

⌈ |W |
S

⌉

∑

i

‖zWi‖22

)1/2

(100)

=

(⌈ |W |
S

⌉)1/2

‖uU‖2‖zW ‖2, (101)

where (100) follows from the fact that
∑d

i=1 ai ≤
(

d
∑d

i=1 a
2
i

)1/2

with ai = ‖zWi‖2 andd =
⌈

|W |
S

⌉

.

Now, we consider the alternative case (S > |W |). In this

case, it is clear that
(⌈

|W |
S

⌉)1/2

= 1 and‖uU‖2 ≥ ‖uW ‖2,
and hence

(⌈ |W |
S

⌉)1/2

‖uU‖2‖zW ‖2 = ‖uU‖2‖zW ‖2
≥ ‖uW ‖2‖zW ‖2
≥ 〈uW , zW 〉
= 〈u, z〉, (102)

which completes the proof.
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APPENDIX E
PROOF OFPROPOSITION6

Proof: Recall from Proposition5 that for givenΓk and
any integerl ≥ k, the residual of gOMP satisfies

‖rl‖22 − ‖rl+1‖22 ≥
1− δ|Γk

τ∪T l|

(1 + δS)
⌈

|Γk
τ |
S

⌉

×
(

‖rl‖22 − ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22

)

, (103)

where τ = 1, 2, · · · ,max
{

0,
⌈

log2
|Γk|
S

⌉}

+ 1. Since a >

1− exp(−a) for a > 0 and

1− δ|Γk
τ∪T l|

⌈

|Γk
τ |
S

⌉

(1 + δS)
> 0,

we have

1− δ|Γk
τ∪T l|

⌈

|Γk
τ |
S

⌉

(1 + δS)
≥ 1− exp



−
1− δ|Γk

τ∪T l|
⌈

|Γk
τ |
S

⌉

(1 + δS)



 . (104)

Using (103) and (104),

‖rl‖22 − ‖rl+1‖22 ≥



1− exp



−
1− δ|Γk

τ∪T l|
⌈

|Γk
τ |
S

⌉

(1 + δS)









×
(

‖rl‖22 − ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22

)

.(105)

Subtracting both sides of (105) by ‖rl‖22 −‖ΦΓk\Γk
τ
xΓk\Γk

τ
+

v‖22, we have

‖rl+1‖22 − ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22

≤ exp



−
1− δ|Γk

τ∪T l|
⌈

|Γk
τ |
S

⌉

(1 + δS)





× (‖rl‖22 − ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22),

and also

‖rl+2‖22 − ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22

≤ exp



−
1− δ|Γk

τ∪T l+1|
⌈

|Γk
τ |
S

⌉

(1 + δS)





× (‖rl+1‖22 − ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22),

...

‖rl+∆l‖22 − ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22

≤ exp



−
1− δ|Γk

τ∪T l+∆l−1|
⌈

|Γk
τ |
S

⌉

(1 + δS)





× (‖rl+∆l−1‖22 − ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22).

Some additional manipulations yield the following result.

‖rl+∆l‖22 − ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22

≤
l+∆l−1
∏

i=l

exp



−
1− δ|Γk

τ∪T i|
⌈

|Γk
τ |
S

⌉

(1 + δS)





× (‖rl‖22 − ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22).

Since δ|Γk
τ∪T l| ≤ δ|Γk

τ∪T l+1| ≤ · · · ≤ δ|Γk
τ∪T l+∆l−1|, we

further have

‖rl+∆l‖22 − ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22

≤ Cτ,l,∆l

(

‖rl‖22 + ‖ΦΓk\Γk
τ
xΓk\Γk

τ
+ v‖22

)

,

where

Cτ,l,∆l = exp



−
∆l(1− δ|Γk

τ∪T l+∆l−1|)
⌈

|Γk
τ |
S

⌉

(1 + δS)



 , (106)

which completes the proof.
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