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Optimal Joint Remote Radio Head Selection and
Beamforming Design for Limited Fronthaul C-RAN

Phuong Luong, Student Member, IEEE, François Gagnon, Senior Member, IEEE, Charles Despins, Senior
Member, IEEE, and Le-Nam Tran, Senior Member, IEEE

Abstract—This paper considers the downlink transmission of
cloud-radio access networks (C-RANs) with limited fronthaul
capacity. We formulate a joint design of remote radio head
(RRH) selection, RRH-user association, and transmit beamform-
ing for simultaneously optimizing the achievable sum rate and
total power consumption, using the multi-objective optimization
concept. Due to the non-convexity of per-fronthaul capacity con-
straints and introduced binary selection variables, the formulated
problem lends itself to a mixed-integer non-convex program,
which is generally NP-hard. Motivated by powerful computing
capability of C-RAN and for benchmarking purposes, we propose
a branch and reduce and bound based algorithm to attain a glob-
ally optimal solution. For more practically appealing approaches,
we then propose three iterative low-complexity algorithms. In
the first method, we iteratively approximate the continuous non-
convex constraints by convex conic ones using successive convex
approximation (SCA) framework. More explicitly, the problem
obtained at each iteration is a mixed-integer second order cone
program (MI-SOCP) for which dedicated solvers are available.
In the second method, we first relax the binary variables to be
continuous to arrive at a sequence of SOCPs and then perform a
post-processing procedure on the relaxed variables to search for
a high-performance solution. In the third method, we solve the
considered problem in view of sparsity-inducing regularization.
Numerical results show that our proposed algorithms converge
rapidly and achieve near-optimal performance as well as outper-
form the known algorithms.

Index Terms—Base station selection, beamforming, cloud radio
access networks, limited fronthaul, mixed integer second order
cone programming, optimization.

I. INTRODUCTION

Recently, cloud radio access networks (C-RANs) have been
considered as a key technology to significantly enhance net-
work performance in order to cope with the explosive demand
expected in the foreseen 5G networks [2]. By merging the
capability of cloud computing and radio frequency (RF) trans-
missions, C-RAN architectures are anticipated to use low-cost
low-power base stations for radio services while embracing
coordinated and centralized computational tasks at the cloud
center to achieve higher network performance. Generally, C-
RAN systems contain several low-power RRHs that are all
connected to a baseband unit (BBU) pool through fronthaul
links [3], as illustrated in Fig. 1. In C-RANs, RRHs equipped
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with RF modules only account for compression and transmis-
sion/reception of radio signals to/from user equipment (UEs).
The fronthaul links connecting RRHs and the BBU pool play
a role as a data signal transportation media towards/backwards
the BBU pool from/to RRHs. On the BBU side, the joint
centralized processing task powered by multiple advanced
computer processing units (CPUs) is executed to handle all the
relevant baseband signals. With this architectural advantage,
C-RANs are able to cater both effective interference manage-
ment and cooperative gains, thereby increasing system capac-
ity. However, the performance of a C-RAN is heavily restricted
by the limited fronthaul capacity between RRHs and the BBU
pool [4], [5]. This creates a fundamental bottleneck on the
network operation, which requires appropriate management on
the selection and transmit power design at RRHs to attain the
optimal performance.

Achieving the maximal achievable sum rate with minimal
amount of available resources is a vital problem in wireless
networks in general and in C-RANs in particular. The number
of RRHs, together with the associated fronthaul links, in
C-RANs can be very high, which results in huge power
consumption. In this regard, RRH selection and RRH-user
association problem is of particular interest. This should be
done in accordance with limited fronthaul capacity constraints,
which present a new challenge in the design of C-RANs.
Consequently, the existing design techniques for conventional
wireless communication networks are no longer applicable and
thus new design methods for C-RANs are required.

There have been several pioneer works that study the joint
design of RRH-user (UE) association and beamforming in
C-RAN with limited fronthaul capacity. For example, the
works in [6], [7] proposed various compression techniques
to minimize the transmitted data delivered over the fronthaul
network. In [8], Fan et. al. developed a low-complexity and
efficient algorithm to form clusters of RRHs so that the number
of centralized computational processing tasks at the BBU pool
was greatly reduced. In [9], [10], the authors employed a
sparsity inducing-norm to develop a joint beamforming and
base station (BS) selection design to minimize the power
consumption in C-RANs so that the related fronthaul capacity
required to transport data was implicitly minimized. Inspired
by these works, the authors in [11] further addressed the cou-
pling factor of uplink (UL) and downlink (DL) transmissions
in C-RANs to resolve the problem of [9] by exploiting the
UL-DL duality and MI-SOCP framework. In [12], the authors
employed a generalized Bender decomposition (GBD) method
to develop a decentralized algorithm that jointly optimizes the
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beamforming and BS clustering under the limited message
exchange assumption in cognitive radio networks. The work of
[13] considered the limited backhaul constraint and formulated
a power minimization problem as a combinatorial non-convex
problem, where different resource allocation algorithms based
on GBD combined with semidefinite programming and dif-
ference of convex programming were derived. In [14], an
increment-based greedy allocation algorithm was proposed to
solve the problem of resource allocation and user association
through a user-centric resource sharing scheme for a C-RAN
with fronthaul capacity constraint. In addition, the authors in
[15], [16] explicitly incorporated the per-fronthaul capacity
constraints in their optimization problems and applied different
methods based on group sparsity inducing norms to attain
their designs. In [40], the authors assigned the fixed rates in
the previous iteration to overcome the non-convexity of fron-
thaul capacity constraints and applied a generalized WMMSE
method to solve the problem of energy efficiency maxi-
mization in queue-aware H-CRAN. The works of [33], [36]
developed the coalitional formation game based algorithm to
form an RRH cluster, while a contract game based interference
coordination was proposed in [39]. Using the approximation
Bellman equation, the authors in [38] derived a close-form
approximation function for the problem of power-delay trade-
off for MU-MIMO systems. To develop an optimal algorithm
for resource allocation in C-RANs, branch and bound method
was used in [21], [24] and the dual decomposition method
was exploited in [34], [37]. An exhaustive search was adopted
in [16], [35] to find the optimal RRH cluster. However, the
authors in [11], [12], [21], [22], [24], [34], [37], [39] did not
explicitly consider the fronthaul capacity constraints, while the
user rates were set to be constant to overcome the non-convex
fronthaul capacity constraints in [13]–[16], [35], [40].

From a network optimization perspective, total power con-
sumption minimization and achievable sum rate maximization
are the two most common performance metrics when de-
signing wireless communications. However, these two design
criteria have been often considered separately as their goals
are conflicting. Note that, by weighing the two objectives, we
can find the whole rate and power region of the system [17],
[18]. This is in close relation to energy-efficient transmission
strategies [19]. The research on transmit power-throughput
trade-off was considered in [20], where the convex hull of
the entire achievable power-rate region of MIMO heteroge-
neous networks was obtained. By an MI-SOCP approach, a
mechanism to find the optimal trade-off between the overall
BS power consumption and power consumption overhead
associated with CoMP transmission was proposed in [21]. The
work in [1] was the first to employ the MI-SOCP approach to
study the power minimization in limited C-RANs. The works
of [22] adopted the reweighted `1-norm to study the trade-off
between total power consumption and fronthaul capacity for
data sharing and compression strategies in C-RANs.

It is worth mentioning that the studies in relation to the
overall power consumption minimization in C-RANs implic-
itly imply the minimization of the fronthaul capacity usage.
This also helps the cloud center to use the least computational
resource to satisfy QoS requirements. Investigations on how

C-RANs can benefit from cloud computing capabilities have
been reported recently. For example, the works of [24], [23]
proposed a joint design of virtual machine computation ca-
pacity, RRH selection and beamforming to minimize the total
power consumption in C-RANs. In this paper, we focus on
the communications part of C-RANs rather than the cloud
computing capabilities.

In this paper, we consider the downlink transmission of a C-
RAN with limited fronthaul capacity. In the considered system
model, digital data is transmitted from the BBU pool to RRHs
using fronthaul links of finite capacity, and beamforming
technique is used to send data to UEs. Under this context, we
study a joint design of RRH selection, RRH-UE association
and beamformer that simultaneously maximizes the achievable
sum rate and minimizes the total power consumption. The
main motivation for jointly designing beamforming with RRH
selection, and RRH-UE association is due to the design goal.
It is true that for spectral efficiency maximization, we do not
need to consider the RRH-UE association and RRH selection
since maximum degree of freedom is achieved if all RRHs are
allowed to serve all the UEs in the system. We note that the
objective function in our problem strikes the balance between
spectral efficiency maximization and total power minimization.
Thus, RRH-UE association and RRH selection are particularly
relevant. Intuitively, the optimization of RRH-UE association
and RRH selection is important because there exists a situation
where some RRHs of severe fading conditions can be switched
off and each UE can be served by a small subset of active
RRHs to save power.

To deal with two conflicting targets, we formulate the prob-
lem of interest as a multi-objective (or vector) optimization
problem, directly solving which is cumbersome. To overcome
this difficulty, we propose to employ the scalarization ap-
proach for the formulated problem by linearly combining each
weighted element of the vector objective function to result in
a standard scalar optimization problem. As shown later on,
two challenges arise in the considered problem: (i) the non-
convexity of per-fronthaul capacity constraints, and (ii) the
combinatorial nature of the selection procedure. To deal with
the latter one, we naturally introduce binary selection variables
to represent the selection status of RRHs and associated users.
The formulated problem is basically a combinatorial one,
which is generally NP-hard. Moreover, another problem is
that even if these binary selection variables are relaxed to be
continuous, the resulted problem is still non-convex because of
the non-convexity of the objective function and per-fronthaul
capacity constraints. This attribute makes the considered prob-
lem much more difficult to solve, and the methods presented
in previous studies such as those in [11], [12], [21], [22], [24],
[34], [37], [39] are no longer applicable. Moreover, different
from [13]–[16], [35], [40] where the authors simply assign
a predetermined achievable rate to overcome the non-convex
fronthaul constraint, we directly tackle it by proposing novel
transformations to arrive at an equivalent but more tractable
form. Based on that, we develop a new framework using SCA
method [42] to solve the considered problem efficiently. The
main contributions of this paper are summarized as follows.
• We formulate the joint design of RRH selection, RRH-
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UE association and beamforming for achievable sum rate-
total power maximization problem by employing the con-
cept of multi-objective optimization [17]. The problem
is formulated as a mixed integer nonlinear program. We
then present a novel transformation to rewrite the design
problem in a form that facilitates a customized branch-
and-reduce-and-bound (BRB) algorithm to find a globally
optimal solution based on monotonic optimization.

• To overcome the high complexity inherently in a global
optimization method, we propose novel transformations
and convex approximation techniques to derive two sub-
optimal low-complexity algorithms aiming at attaining
a high-quality feasible solution. More specifically, in
the first method, we iteratively approximate the contin-
uous non-convex constraints by convex ones using SCA
framework. By using a quadratic bound of the logarithm
function, we are able to arrive at a sequence of MI-
SOCPs, for which dedicated solvers are available and
efficient. The second method is a simplified version of
the first one where we further relax the binary variables
in each iteration to be continuous. That is to say, each
iteration of the second method merely requires solving
an SOCP. After convergence, we then perform a post-
processing procedure on the relaxed selection variables
to search for a high-performance solution.

• From a different viewpoint, we reformulate the con-
sidered problem under the concept of sparsity-inducing
regularization. The connection status of a particular pair
of RRH and UE is represented by the norm of the
associated beamforming vector, which is encouraged to
be zero if doing so improves the objective. By exploiting
a `2-norm based logarithm approximation, the new opti-
mization problem basically shares the same non-convex
structure as the previous one. Applying similar steps in
the proposed methods mentioned above, we arrive at an
SOCP, but of smaller size, in each iteration. Then, RRH
selection and RRH-UE association can be decided by
ignoring the zero elements in the obtained sparse solution,
after the convergence of the iterative algorithm.

• Extensive numerical results are presented to show the ef-
ficiency of our proposed algorithms, compared to known
solutions in the literature, especially for the cases of sum
achievable rate maximization and power minimization. In
particular, compared to the WMMSE approach in [15],
our proposed SCA-based methods converge much faster,
while still achieving a better performance.

The rest of the paper is organized as follows. Section II
introduces the system model and formulates our joint RRH
selection, RRH-UE association and transmit beamformers into
an achievable sum rate-total power consumption optimization
problem. Section III provides the proposed globally optimal
design. In Section IV, we present the proposed low-complexity
algorithms, followed by numerical results and insight discus-
sions under various simulation setups in Section V. Finally,
the conclusion of the paper is given in Section VI.

Notation: We use bold uppercase and lowercase letters to
denote matrices and vectors, respectively. C and R represent

the space of complex and real numbers. xT and xH stand
for the transpose and Hermitian operation of vector x. |x|
represents the modulus of x ∈ C, while ‖x‖2 is the `2-
norm of the vector x. For a scalar x, we denote by χ(x)
the indicator function if x is zero or not. That is, χ(x) = 1 if
x 6= 0 and χ(x) = 0 if x = 0. The notation E {·} denotes the
expectation operator; x∗ represents the complex conjugate of
x ∈ C; Re(.) and Im(.) stand for the real and imaginary part
of the argument, respectively; O represents the big O notation.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Transmission Model

We consider the DL of C-RAN consisting of I RRHs and
K single antenna UEs. For notational convenience, we denote
I = {1, . . . , I} and K = {1, . . . ,K} as the set of RRHs and
UEs, respectively. We assume that the ith RRH is equipped
with Mi antennas, ∀i ∈ I. As shown in Fig. 1, we assume
that all the RRHs are connected to BBU pool via the fronthaul
links, i.e., high-speed optical ones, where the ith link has a
predetermined maximum capacity Ci. Each UE is served by
a specific group of RRHs but one RRH can serve more than
one users simultaneously. Let us denote by sk the signal with
unit power, i.e., E {sks∗k} = 1, intended for the kth UE and
by wi,k ∈ CMi×1 the transmit beamforming vector from the
ith RRH to the kth UE. The vector of channel coefficients
encompassing small-scale fading and pathloss from the ith

RRH to the kth UE is represented by hi,k ∈ CMi×1. In
this work, we assume perfect channel state information (CSI)
between the RRHs and the UEs.1 For notational convenience
we denote the set of beamforming vectors intended for the
kth UE as wk , [wT

1,k,w
T
2,k, . . . ,w

T
I,k]T ∈ CM×1, and

the vector including the channels from all RRHs to the
kth UE as hk , [hT1,k,h

T
2,k, . . . ,h

T
I,k]T ∈ CM×1, where

M =
∑
i∈IMi. Using these notations, the received signal

at the kth UE is given by

yk = hHk wksk +
∑
j∈K\k

hHk wjsj + zk (1)

where zk ∼ CN (0, σ2
0) is the additive white Gaussian noise

(AWGN) and σ2
0 is the noise power. Note that in (1), we have

assumed that the kth UE is connected to all the RRHs, but the
ith RRH serves the kth UE only if

∥∥wi,k

∥∥
2
> 0. By treating

interference as noise, the achievable rate in b/s/Hz at the kth

UE is given by

Rk (w) = log2 (1 + Γk (w)) (2)

where

Γk (w) =
|hHk wk|2∑

j∈K\k |hHk wj |2 + σ2
0

(3)

and w , [wT
1 ,w

T
2 , . . . ,w

T
k ]T ∈ C(KM)×1 is vector stacking

the beamformers for all users.

1In practice, CSI between the RRHs and the UEs can be estimated
by exploiting the channel reciprocity property between the UL and DL
transmissions in the time division duplexing (TDD) system or by feedback
channels (from users) in the frequency division duplexing (FDD) system.
Then, the CSI can be transferred to the BBU pool from all RRHs via the
corresponding fronthaul links to design the resource allocation.
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C1 C2 C3 C4

 Fig. 1: Limited fronthaul C-RAN.

B. Fronthaul Capacity Constraint

After the BBU pool performs a relevant radio resource
management algorithm to determine the beamforming vectors,
data for the kth UE is routed from the BBU pool to the
ith RRH via the ith fronthaul link only if

∥∥wi,k

∥∥
2
> 0.

For the transmission to be feasible, the capacity of the ith

fronthaul link should be ξi times greater than or equal to the
total achievable rate at the ith RRH where ξi ≥ 1, ∀i ∈ I
[25]. Herein, we assume that the channel conditions are slow
varying. Thus, the transportation of CSI via the fronthaul link
occurs less frequently than that of data. As a result, conveying
CSI consumes much less fronthaul capacity than conveying
the users’ data, and thus can be neglected for the sake of
simplicity. For the purpose of problem formulation, let us
introduce binary variables ai,k ∈ {0, 1} ,∀i ∈ I and k ∈ K
to represent the association status between the ith RRH and
the kth UE, i.e., ai,k = 1 implies that the kth UE is served by
the ith RRH and ai,k = 0, otherwise. Then, the per-fronthaul
capacity constraints can be written as∑

k∈K
ai,kRk (w) ≤ Ci

ξi
,∀i ∈ I. (4)

C. Power consumption

In this subsection, we present a power consumption model
that accounts for the power consumption at RRHs as well
as for transmitting digital data from the BBU pool to the
corresponding RRHs. According to [9], the power consump-
tion at a RRH consists of two types, namely, data dependent
power and data independent power. The former is the power
dispatched at the power amplifiers in an RRH which is a
function of transmitted signals, while the latter is mostly
due to electronic components. The data independent power
can be sub-categorized into two types, one, denoted by P ra

i ,
representing the fixed amount of power when the ith RRH
is in active mode, and one, denoted by P ri

i , accounting for
the power required to keep the ith RRH in sleep mode. More
specifically, P ra

i and P ri
i are the power that is consumed by the

circuit and to maintain the operation of the fronthaul optical
link in the active and sleep mode of the ith RRH, respectively.
The power consumption for forwarding information data and
beamformers related to the transmission from the ith RRH to

the kth UE via fronthaul transmission is denoted by P FH
i,k . From

the introduction of ai,k, it is obvious that when ai,k = 0, then
P FH
i,k = 0. To represent the operation mode of the ith RRH, we

introduce a binary variable bi = {0, 1},∀i ∈ I. In particular,
bi = 0 states that the ith RRH is in sleep mode and bi = 1
means otherwise. In summary, the sum power consumption at
all RRHs and corresponding fronthaul links can be written as

P tot(w,a,b) =
1

ηi

∑
i∈I

∑
k∈K

∥∥wi,k

∥∥2
2
+∑

i∈I
biP

ra
i +

∑
i∈I

(
1− bi

)
P ri
i +

∑
i∈I

∑
k∈K

ai,kP
FH
i,k︸ ︷︷ ︸

P circ(a,b)

(5)

where ηi ∈ [0, 1] is the power amplifier efficiency,
b = [b1, . . . , bI ]

T and a =
[
aT1 , . . . ,a

T
K

]T
where ak =

[a1,k . . . , aI,k]
T . For simplicity, we denote P circ (a,b) =∑

i∈I biP
ra
i +

∑
i∈I (1− bi)P ri

i +
∑
i∈I
∑
k∈K ai,kP

FH
i,k .

D. Problem Formulation

We are ready to formulate the problem of simultaneously
maximizing the achievable sum rate and minimizing the total
power consumption of the considered C-RAN model. By
optimizing the two performance measures in a single frame-
work, we can achieve maximal sum rate with minimal total
power consumption, and also easily trade-off between the two
conflicting objectives. In general, this problem is categorized
as a multi-objective optimization one, where the objective is
a vector-valued function. A common method to solve it is to
apply the scalarization method by taking a linear combination
of individual components [17], [26]. Motivated by this method,
we study a joint design of beamforming, RRH selection and
RRH-UE association given by

max
b,a,w,ν

α
Rtot(w)

R0
− (1− α)

P tot
(
w,a,b

)
P0

(6a)

s.t. Γk (w) ≥ Γmin
k ,∀k ∈ K (6b)∑

k∈K

∥∥wi,k

∥∥2
2
≤ biPmax,∀i ∈ I (6c)∥∥wi,k

∥∥2
2
≤ ai,kνi,k,∀i ∈ I,∀k ∈ K (6d)

νi,k ≤ ai,kPmax,∀i ∈ I,∀k ∈ K (6e)
ai,k ≤ bi,∀i ∈ I,∀k ∈ K (6f)∑
i∈I

ai,k ≥ 1,∀k ∈ K (6g)

∑
k∈K

ai,kRk (w) ≤ Ci
ξi
,∀i ∈ I (6h)

bi ∈ {0, 1} , ai,k ∈ {0, 1} ,∀i ∈ I,∀k ∈ K (6i)

where Rtot(w) ,
∑
k∈KRk (w). In (6), we have introduced

the weight α ∈ [0, 1] to strike the balance between sum
rate maximization and total power minimization. It is worth
mentioning that if α = 1 (or α = 0), we arrive at the sum
rate maximization problem (or total power minimization). In
addition, due to the different physical meaning of rate and
power in the objective, we divide Rtot(w) and P tot

(
w,a,b

)
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by a reference value R0 b/s/Hz and P0 W, respectively.
The values of R0 and P0 are provided in Section V. Be-
fore proceeding further, we note that there also exist other
scalarization techniques such as weighted Tchebycheff [27],
weighted exponential and other methods introduced in [26]
to solve a multi-objective problem. However, the weighted
Tchebycheff method is inefficient to the considered problem in
this paper because optimizing individual objectives is already
intractable. The weighted exponential and other methods in
[26] essentially lead to a formulation similar to (6), and thus
the proposed solutions in the subsequent sections are still
applicable. In this paper, we adopt the linear scalarization
method for its popularity and simplicity.

The introduction of the set of auxiliary variables ν =
{νi,k} ,∀i ∈ I, k ∈ K and the constraints in (6) deserve
further explanation. Intuitively, νi,k represents the soft power
transmitted from the ith RRH to the kth UE . Constraint (6b)
is to ensure the QoS requirement for the kth user, where
Γmin
k is the predetermined SINR requirement for the kth user.

Moreover, constraint (6c) implies that the total transmit power
at each RRH is limited by a given budget power Pmax. The
constraints (6c) and (6f) are to make sure that when the
ith RRH is in sleep mode, i.e., bi = 0, no power will be
transmitted from it. This can be easily seen as bi = 0, then
ai,k = 0 for all k ∈ K and

∑
k∈K

∥∥wi,k

∥∥2
2

= 0. Similarly, in
(6d) we also guarantee that the transmit power

∥∥wi,k

∥∥2
2

from
the ith RRH to the kth user is zero if ai,k = 0. The constraint in
(6e) means that the soft power from the ith RRH to the kth user
should not exceed Pmax. We also impose the constraint (6g)
to ensure that each user is served by at least one RRH. Finally,
the per-fronthaul capacity constraint is explicitly presented in
(6h).

We remark that problem (6) includes, as a special case, RRH
clustering [12], [15], [21]. Specifically, a dynamic cluster of
RRHs can be formed by posing an extra constraint on the
variable {ai,k}∀i,k, i.e.,

∑
i∈I ai,k ≤ κ where κ ≤ I to require

that each user can only connect to at most κ RRHs instead
of all RRHs. In this way, dynamic RRH cluster formation can
be optimized through binary variables ai,k ∈ {0, 1}, ∀i ∈ I
and ∀k ∈ K in each scheduling slot. Exploring the potential
gains offered by dynamic RRH clustering deserves a thorough
study, and thus is left as future work.

Towards solving (6) optimally, we note that the constraint
(6d) is called a rotated second order cone [17], [21]. It is
trivial to see that (6d) can be rewritten as

(ai,k+νi,k
2

)2 −(ai,k−νi,k
2

)2 ≥ ∥∥wi,k

∥∥2
2
. Thus (6d) is equivalent to the

following SOC constraint
ai,k + νi,k

2
≥
∥∥∥[ai,k − νi,k

2
,wT

i,k

]T∥∥∥
2
,∀i ∈ I,∀k ∈ K (7)

III. GLOBAL OPTIMIZATION METHOD FOR (6)
In this section we present a solution to solve (6) optimally.

First, we provide some comments on the complexity of (6).
Problem (6) is a mixed integer non-linear program (MINLP)
due to binary variables a and b, which is generally NP-hard.
Moreover, even if a and b are relaxed to be continuous,

the obtained problem is still non-convex because of the non-
convexity of (6a) and (6h). In mathematical programming, (6)
is categorized as a mixed integer (MI) non-convex problem
for which such a method in [21] is not applicable to find
a globally optimal solution. To the best of our knowledge,
there is no off-the-shelf solver for (6). In what follows, we
present an equivalent formulation of (6), based on which a
BRB algorithm using monotonic optimization is customized
to solve it optimally.

A. Equivalent Formulation

Consider the following problem

max
b,a,w,ν,u

f (u) , α̃
∑
k∈K

uk − ᾱu−10 (8a)

s.t. Rk (w) ≥ uk,∀k ∈ K (8b)

uk ≥ log(1 + Γmin
k ) (8c)

P tot(w,a,b) ≤ u−10 (8d)∑
k∈K

ai,kuk ≤
Ci
ξi

(8e)

uk ≥ 0, k = 0, 1, 2, . . . ,K (8f)
(7), (6c), (6e)− (6g), (6i). (8g)

where α̃ , α/R0 and ᾱ , (1 − α)/P0. The key to the
development of our proposed optimal solution is due to the
following lemma.

Lemma 1. The formulations in (6) and (8) are equivalent,
i.e., they have the same optimal objective and solution set.

Proof: The equivalence is due to the observation that
at optimality of (8), the inequalities Rk (w) ≥ uk and
P tot(w,a,b) ≤ u−10 must hold with equality. The details of
the proof are presented in Appendix A.

B. Proposed BRB Solution

While the formulation in (8) does not reduce the non-
convexity of the considered problem, it facilitates the develop-
ment of an optimal design based on monotonic optimization.
More specifically, it is easy to see that the objective in (8)
monotonically increases with respect to each entry of u. Thus
we can apply a BRB method to solve (8) optimally as done
in [28], [41]. We refer the interested reader to [28], [41]
for a detailed description of a monotonic optimization-based
BRB. Herein we present the customized steps required for
solving the considered problem. For this purpose, we reuse
the definitions and concepts in [28], [41] relevant to the
development of the proposed BRB. Specifically, we define
the compact normal set Q = {u ∈ RK+1

+ |(8b) − (8g)} and
U = [u, ū] as the box that contains all u feasible to (8). The
values of u and ū are can be computed as follows. From (8c),
it holds that uk ≥ log(1 + Γmin

k ) = uk, ∀k = {1, . . . ,K}.
Moreover, we have

u0 ≥
1

1
ηi
I × Pmax + I × P ra + I ×K × P FH

i,k

= u0. (9)
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Similarly, an upper bound of u can be given by

u0 ≤
1

I × P ri = u0 (10)

uk
(a)

≤ log(1 +

∣∣hHk wk

∣∣2
σ2
0

)
(b)

≤ log

(
1 +
‖hk‖22 ‖wk‖ 22

σ2
0

)
(c)

≤ log

(
1 +

I × Pmax ‖hk‖22
σ2
0

)
= uk,∀k ∈ K. (11)

where (a) is due to omitting the inter-user interference, (b) is
the result of applying Cauchy-Schwarz inequality, and (c) is
obvious from the power constraint for each wi,k. The main
problem in a BRB algorithm using monotonic optimization
framework is to check if a given u belongs to Q or not.
Mathematically we need to solve the following feasibility
problem for a given u

find w,a,b,ν (12a)
s.t. (8b), (8c), (8d), (8e), (8f), (8g). (12b)

Similar to (26) we can equivalently rewrite (8b) as

c′Re(hHk wk) ≥
∥∥hHk w1, . . . ,h

H
k wK , σ0

∥∥
2

(13)

where c′ =
√

1
2uk−1 + 1. Furthermore (8d) is equivalent to

u−10 − P circ (a,b) + 1

2
≥∥∥∥∥∥∥

[
wT

1,1√
η1
, . . . ,

wT
I,K√
ηI

,
u−10 − P circ (a,b)− 1

2

]T∥∥∥∥∥∥
2

(14)

From the above transformations, it is clear that when u is
fixed, (12) is an MI-SOCP feasibility problem, which can
be solved optimally by modern MI-SOCP solvers such as
MOSEK and Gurobi. Despite exponential worst-case com-
plexity, these mixed integer solvers can solve (12) reasonably
fast in practice, especially when leveraging the distributed and
parallel optimization capability in a cloud computing platform.

Based on the above analysis, problem (8) can now be
expressed as max{f(u)|u ∈ Q ⊂ U}. First, we check
whether u is feasible or not. If so, we apply the proposed
BRB algorithm, which is outlined in Algorithm 1, to find a
globally optimal solution to (8). In principle, the proposed
BRB algorithm recursively branches a box B into two smaller
boxes, checks the feasibility of each new box, update the
current upper and lower bounds by the box reduction and
bound computation process, and removes the boxes that do not
contain an optimal solution. The details of these operations can
be found in [28], [41], and thus not presented here for space
limitation. The upper and lower bound of a box B = [u, ū] are
computed by UB (B) = f (ū) and LB (B) = f (u) due to the
monotonic increase of f(u), respectively. After updating the
current best lower bound ζn, the pruning is performed to delete
the boxes whose upper bounds are smaller than ζn. According
to [41], the proposed BRB algorithm is bound–improving and
guaranteed to terminate after a finite number of iterations for
a given desired accuracy level ε.

The proposed algorithm to find an optimal solution to (8) is
summarized in Algorithm 1 and its convergence is presented
in the following.

Algorithm 1 Proposed BRB algorithm.

1: Apply box reduction to U to obtain redu (U)
2: n = 1; B1 = redu (U); D1 = {B1} ;ζ1 = LB (B1) ;
3: repeat
4: Select the box with the largest upper bound to branch:

Bn = arg maxBi⊂Dn UB (Bi);
5: Branch the box Bn into two small boxes B(1)n and B(2)n ;

// Box Branching //
6: for j = 1 : 2 do
7: Compute lower bound set of B(j)n , denoted as X(j)

n ={
u
(j)
n

}
;

8: if X(j)
n is feasible then

9: Apply box reduction to B(j)n to obtain redu
(
B(j)n

)
;

// Box Reduction //
10: else X(j)

n = ∅;
11: end if
12: Compute lower bound LB

(
redu

(
B(j)n

))
, upper

bound UB
(

redu
(
B(j)n

))
from the reduced box; //

Bound Computation //
13: end for
14: Update the lower bound: ζn+1 =

max
(
LB

(
redu

(
B(1)n

))
, LB

(
redu

(
B(2)n

))
, ζn

)
;

15: Update the set of boxes: Dn+1 =
{
Dn,B(1)n ,B(2)n

}
;

16: Delete the box that do not contain
optimal solution: Dn+1 = Dn \
{Bi|ζn+1 > UB (redu (Bi)) ,∀i = 1, . . . , cardinal (Dn)} ;
// Pruning //

17: n = n+ 1;
18: until |maxBi⊂Dn

UB (redu (Bi))− ζn| ≤ ε;

C. Convergence analysis

Algorithm 1 is guaranteed to compute an optimal solution
to (8) and its convergence can be proved using the same
arguments as those in [41], which can be explained as follows.
First, the branching rule improves the lower and upper bounds
of the objective (8a) after every iteration. Specifically, by the
updating rule in Step 14, the lower bound is non-decreasing
after each iteration. Due to the box reduction and bound
computation rule, the upper bound is non-increasing. After
a finite number of iterations, Algorithm 1 will create a set of
boxes that contain an optimal solution, and the gap between
the upper bound and lower bound is less than or equal to ε,
where ε is a predetermined desired accuracy level.

IV. LOW-COMPLEXITY ALGORITHMS

In general, computing a globally optimal solution to (6)
is very difficult and even if possible, it is of little practical
use in wireless communications since the channel conditions
can change quickly. Thus, the proposed optimal solution is
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mostly useful for benchmarking purposes. For more practically
appealing methods, we derive in this section three iterative
low-complexity approaches to find a high-quality feasible
solution to (6). In the first approach, we employ SCA method
to convexify the non-convex continuous part of problem (6).
The problem at each iteration of the proposed algorithm is an
MI-SOCP. However, the number of MI-SOCPs that needs to
be solved is significantly reduced, compared to the optimal
BRB method, since the SCA-based convexification converges
rapidly. In the second approach, we further lower the com-
putational complexity of the first one by allowing the binary
variables to be continuous. This results in a series of SOCP
being solved until convergence. For a continuous relaxation
method, it is generally known that the obtained solution may
not produce a high-performance (or even a feasible) solution.
To this end, we carry out a post-processing procedure over the
obtained solution to search for a high-quality solution. In the
final method, the problem is reformulated from the viewpoint
of sparsity-inducing regularization and solved iteratively by
applying a `2-norm based logarithm approximation in combi-
nation with the SCA-based approximation.

A. New Equivalent Transformation
We first remark that, although (6) and (8) are equivalent

as shown in Lemma 1, their feasible sets are different. It
means a feasible solution of (8) might be infeasible to (6).
This can be verified by observing that in (8b), we can find
a feasible solution w̄, ūk, āi,k,∀i, k such that Rk (w̄) > ūk
and

∑
k∈K āi,kRk (w̄) > Ci

ξi
, violating constraint (6h). In

this section we are about to apply SCA optimization to find
low-complexity algorithms that provide suboptimality of (6).
Thus a new transformation with an equivalent feasible set is
necessary. To this end, we consider the following formulation

max
w,a,b,
ν,µ,γ

α̃
∑
k∈K

µk − ᾱP tot(w,a,b) (15a)

s.t. log (1 + γk) ≥ µk (15b)
Γk (w) ≥ γk (15c)

γk ≥ Γmin
k (15d)

(7), (6c), (6e)− (6i) (15e)

It is easy to see that a solution feasible to (15) is also feasible
to (6). Moreover, all the constraints (15b)–(15c) are active
at optimality. Thus (15) is an equivalent formulation of (6)
that serves the purpose mentioned above. From the previous
discussions, it is clear that the continuous nonconvexity of (15)
is due to (6h) and (15c). First, we rewrite (6h) as

K∑
k=1

ai,k log(1 + tk) ≤ Ci
ξi
, (16a)

|hHk wk|2∑K
j 6=k |hHk wj |2 + σ2

0

≤ tk, (16b)

where t = {tk ≥ 0}∀k is the set of newly introduced variables.
Moreover, with the introduction of additional variables z =
{zk ≥ 0}∀k, we can rewrite (16a) as∑

k∈K
a2i,k/zk ≤

Ci
ξi
, (17)

1 + tk ≤ e1/zk . (18)

A subtle point should be made here. In fact, to arrive at (17),
we have used the fact that ai,k = a2i,k for ai,k ∈ {0, 1}. This
maneuver has two purposes. Firstly, (17) is SOC representable.
Secondly, if ai,k is allowed to be continuous on [0, 1], then
it holds that ai,k ≥ a2i,k. Thus, if ai,k satisfies (16a), then it
also does for (17). As a result, continuous relaxation based
on a2i,k will yield a tighter bound, compared to using ai,k.
This important property will be exploited to derive a high-
performance solution based on the continuous relaxation. To
summary, we can equivalently rewrite (6) as

max
w,a,b,
ν,µ,γ
t,z

α̃
∑
k∈K

µk − ᾱP tot(w,a,b) (19a)

s.t. log (1 + γk) ≥ µk (19b)∑
j∈K\k

|hHk wj |2 + σ2
0 ≤
|hHk wk|2

γk
(19c)

1 + tk ≤ e1/zk , (19d)

|hHk wk|2
tk

≤
K∑
j 6=k
|hHk wj |2 + σ2

0 , (19e)

(6e)− (6g), (6i), (6c), (7), (15d), (17). (19f)

We remark that problem (19) is still non-convex but its non-
convexity is easier to handle in light of SCA as demonstrated
in the following.

B. SCA-MISOCP Algorithm

In the first iterative method we preserve the Boolean vari-
ables, and only approximate the continuous nonconvex parts
of (19). In particular, we do so by applying the framework
of SCA optimization. Explicitly, at iteration n of the proposed
algorithm, the right side of (19c) is simply replaced by its first
order Taylor approximation around the points w

(n)
k and γ(n)k∣∣hHk wk

∣∣2
γk

(a)

≥ H
(
wk, γk; w

(n)
k , γ

(n)
k

)
=

2 Re
(
w

(n)H
k Hkwk

)
γ
(n)
k

−
∣∣hHk w

(n)
k

∣∣2
γ
(n)2
k

γk (20)

where Hk , hkh
H
k , and we have denoted w

(n)H
k =

(
w

(n)
k

)H
and γ(n)2k =

(
γ
(n)
k

)2
to lighten the notation. In the same way

we convexify the right sides of (19d) and (19e) by the first
order Taylor approximation as

e
1
zk

(b)

≥ F
(
zk; z

(n)
k

)
= e1/z

(n)
k − e1/z

(n)
k

z
(n)2
k

(
zk − z(n)k

)
(21)

K∑
j 6=k

∣∣hHk wj

∣∣2 + σ2
0

(c)

≥G
(
w; w(n)

)
=

K∑
j 6=k

2 Re
(
w

(n)H
j Hkwj

)
−

K∑
j 6=k

w
(n)H
j Hkw

(n)
j + σ2

0 (22)
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By applying these approximations into the non-convex con-
straints (19c),(19d) and (19e), we can formulate the MI-convex
approximation of problem (19) at iteration n+ 1 as below

max
w,a,b,
ν,µ,γ
t,z

α̃
∑
k∈K

µk − ᾱP tot(w,a,b) (23a)

s.t. log (1 + γk) ≥ µk (23b)∑
j∈K\k

|hHk wj |2 + σ2
0 ≤ H

(
wk, γk; w

(n)
k , γ

(n)
k

)
(23c)

1 + tk ≤ F
(
zk; z

(n)
k

)
(23d)∣∣hHk wk

∣∣2 /tk ≤ G(w; w(n)
)

(23e)
(6e)− (6g), (6i), (6c), (7), (15d), (17). (23f)

where w(n), z(n),γ(n) are the parameters to be updated at the
(n+ 1)

th iteration.

Remark 2. Note that all the continuous constraints in (23),
except (23b), are convex quadratic representable. Thus (23)
is recognized as a generic convex mixed-integer program for
which dedicated solvers are quite limited. We note that (23b)
is a convex constraint, and thus convex approximation is not
required and in fact convexity should be preserved in general.
In an effort to do so, while still able to avail of more powerful
solvers, the authors in [28] approximate (23b) by a system of
SOC constraints. In this way, (23) reduces to an MI-SOCP
for which modern solvers such as MOSEK or GUROBI have
proved to be very efficient. However, the number of SOC
constraints (and the number of slack variables) required to
approximate the exponential cone in (23b) increases quickly
with the accuracy.

In this paper we propose a novel approach to transform (23)
into an MI-SOCP. The key is due to the following inequality.
For any γk ≥ 0 it holds that

log(1 + γk) ≥ U
(
γk; γ

(n)
k

)
= log

(
1 + γ

(n)
k

)
+

1

1 + γ
(n)
k

(
γk − γ(n)k

)
− 1

2

(
γk − γ(n)k

)2
. (24)

In fact U
(
γk; γ

(n)
k

)
is a quadratic lower bound of log(1 + γk)

around γ(n)k , which is derived from the Lipschitz continuity of
the derivative of log(1 + γk). The proof is given in Appendix
B. To obtain an MI-SOCP formulation of (23), we replace
(23b) by a SOC representation as

U(γk; γ
(n)
k

)
) ≥ µk (25)

The first proposed algorithm, referred to as the SCA-MISOCP
based algorithm, is outlined in Algorithm 2.

Convergence Analysis: We now prove that Algorithm 2 is
guaranteed to converge. This can be established by showing
that the sequence of objectives returned by Algorithm 2 is
monotonically convergent. Towards this end, let θ(n) and Θ(n)

denote the optimal objective value and the achieved optimal
solution at the nth iteration of Algorithm 2, respectively. Due
to the first order approximation in (20), (21) and (22), it holds
that equalities occur at (a) when (w

(n)
k , γ

(n)
k ) = (wk, γk), at

(b) when z
(n)
k = zk, and (c) when w(n) = w, respectively.

Algorithm 2 SCA-MISOCP based algorithm.

1: Set n := 0 and initialize starting points of
w(n), z(n),γ(n);

2: repeat
3: Solve the approximated problem (23) with the SOC

approximation (25) at w(n), z(n),γ(n) to achieve the
optimal solution a?,b?,γ?, t?,µ?,ν?,w?, z?;

4: Update w(n+1) = w?, z(n+1) = z?,γ(n+1) = γ?;
5: Set n := n+ 1;
6: until Convergence;

Then, the updating rule in Algorithm 2 (cf. Step 4 in Algorithm
2) ensures that Θ(n) is also feasible to problem (23) at the
(n+ 1)th iteration. This subsequently leads to θ(n+1) ≥ θ(n),
meaning that Algorithm 2 generates a non-decreasing se-
quence of objective function values. Due to the power budget
constraint (6c), the sequence of objectives {θ{n}} is upper
bounded and thus, is convergent.

Generation of Initial Point : To start the iterative process
in Algorithm 2, it is essential to find a feasible point in
Step 1 of Algorithm 2. For this purpose, we can simply set
tk = Γmin, γk = Γmin, µk = log (1 + Γmin) for all k ∈ K,
and then solve the following feasibility problem (Pini) =
find{a, z|zk ≤ 1/ log(1 + Γmin), (17), (6g), ai,k ∈ {0, 1}}. We
remark that the problem (Pini) is a feasibility MI-SOCP pro-
gram which can be solved optimally by off-the-shelf solvers
such as MOSEK or GUROBI. Next, from the obtained value of
a, t, z,γ,µ, we consider the following mixed integer program
(Pmin) = minw,b,ν{P tot(w,a,b)|(6b) − (6f), bi ∈ {0, 1}}.
Note that the constraints (6c)-(6f) are SOC representable as
discussed earlier. In fact, (6b) can also be reformulated by a
SOC constraint as shown in [28], [29], which can be briefly
explained as follows. It is easy to check that if wk,∀k ∈ K
is feasible to (6), then a phase rotation on wk (i.e., replace
wk by wke

jφk for some φk ∈ [0, 2π]) creates another feasible
solution of the same objective value. Therefore, without loss
of optimality, wk can be chosen such that hHk wk is real and
non-negative ∀k ∈ K. As a result, (6b) is equivalent to the
following two constraints

cRe
(
hHk wk

)
≥
∥∥∥[hHk w1, . . . ,h

H
k wK , σ

2
0

]T∥∥∥
2

(26a)

Im
(
hHk wk

)
= 0 (26b)

where c =
√

(Γmin + 1) /Γmin. Now, it is clear that (Pmin)
is a MI-SOCP problem, and thus can be solved optimally.
The obtained values of w, z,γ by solving (Pini) and (Pmin)
are then used to start Algorithm 2. Alternative option is to
initialize Algorithm 2 from a feasible solution that can be
found by the suboptimal algorithms presented in the subse-
quent subsections.

C. Continuous relaxation and inflation based algorithm

To develop a more practically appealing algorithm, we
further consider the continuous relaxation of (23), i.e., 0 ≤
bi ≤ 1, 0 ≤ ai,k ≤ 1 for ∀i ∈ I,∀k ∈ K. As a result, the
continuous relaxation of (23), denoted as (Pr), becomes an
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SOCP which can be solved in polynomial time. The second
proposed iterative method combines two stages: (i) continuous
relaxation and (ii) post-processing. In the first stage, we follow
an iterative algorithm similar to Algorithm 2, but simply solve
(Pr) in Step 3. The post-processing process is then used to
map the obtained bi’s and ai,k’s to the binary values, which
is required due to the continuous relaxation. Towards this
end, we apply the inflation procedure in [21] to refine the
achieved solution. In particular, we rely on the solution to the
continuous relaxation at convergence as an incentive measure
to make a decision on the binary value of a and b. Let us
denote ã, b̃ and w̃ as the solution achieved after the first stage.
Intuitively, the connection between the ith RRH and the kth UE
is more likely if the channel of the link is in better condition
and the power consumed to transmit fronthaul data P FH

i,k is
smaller than the others. Consequently, solving the continuous
relaxation would possibly yield higher b̃i for the ith RRH and
higher ãi,k for the connection between the ith RRH and the
kth UE. Based on the above intuitive observations, we propose
an iterative procedure to determine the set of active RRHs and
RRH-UE association based on ã and b̃. The process starts by
assuming that all the RRHs are off and there is no association
between RRH and UE. In each iteration, (Pr) is solved with a
set of remaining inactive RRHs and RRH-UE association that
is not connected. The RRH-UE association with the largest
ãi,k will be made connected and the resulting RRH will be set
active, following the relationship in (6f). The overall algorithm
is presented in Algorithm 3.

Algorithm 3 Relax continuous and inflation based algorithm

1: Set m := 0, π(m) is significantly small, and initialize the
set R(m)

off = {(i, k)× i ∈ (I,K)× I}.
2: repeat
3: Set m := m+ 1;
4: Solve (Pr) with ai′,k′ = 1 and bi′ =

1,∀ {(i′, k′)× i′} /∈ R(m−1)
off ;

5: Update R(m)
off = R(m−1)

off \{
(i′, k′)× i′ = arg max

i,k∈R(m−1)
off

ãi,k

}
;

6: Solve (23) with (25) given ai′,k′ = 1,bi′ =

1,∀ {(i′, k′)× i′} /∈ R(m)
off and ai,k = 0, bi =

0,∀ {(i, k)× i} ∈ R(m)
off , denoted as

(
Pint

)
. If

(
Pint

)
is feasible, set π(m) as the value of objective function
achieved at the convergence. If not, set π(m) = π(0).

7: until (Pr) starts to be infeasible or
(
Pint

)
is feasible and

π(m) < π(m−1);
8: Solve (23) with (25) given ai′,k′ = 1,bi′ =

1,∀ {(i′, k′)× i′} /∈ R(m−1)
off and ai,k =

0, bi = 0,∀ {(i, k)× i} ∈ R(m−1)
off to obtain

w?,ν?, t?, z?, µ?, γ?;

Convergence Analysis: Algorithm 3 is provably convergent
due to two facts. First, the SCA-based algorithm to solve
(Pr) is guaranteed to converge and this can be proved in
the same way as done for Algorithm 2. Second, the post-
processing procedure is executed (I − 1)K times in the worst
case. In the last step when all the binary variables have

been fixed, the SCA-based algorithm is applied to solve (23)
until convergence. Note that in this case, we deal with a
continuous optimization problem and a stronger convergence
result can be achieved. Specifically, every limit point of the
SCA-based algorithm is a stationary solution to the continuous
optimization problem. However, we remark that a stationary
point is not necessarily a locally optimal solution. Exploring
further properties of the obtained stationary solution is beyond
the scope of the paper.

Generation of Initial Point: To apply the SCA-based al-
gorithm to solve (Pr) in the first iteration of Algorithm 3
(i.e, when 0 ≤ ai,k ≤ 1 and 0 ≤ bi ≤ 1), we may need a
feasible point. However, as mentioned earlier, the challenge is
that (Pr) (cf. (23)) is nonconvex with the remaining other
continuous variables, making it difficult to find a feasible
point. There is in fact a penalty method to allow the SCA-
based procedure to start from an infeasible point, which is
described in [30]. The idea is to introduce slack variables into
each constraint as the violations and penalizing the sum of
these violations in the objective. In this way, first iterations
of Algorithm 3 may be infeasible to (23), but violations are
forced to be zero as the iterative process progresses. We refer
the interested reader to [30, Algorithm 3.1] for a complete
description of this initialization method.

D. Sparsity-inducing Norm Approach
In the final low-complexity approach, we reformulate the

sum rate-power maximization from a viewpoint of group
sparsity. Note that the ith RRH will not be selected if the
vector w̃i =

[
wH
i,1, . . . ,w

H
i,K

]
which includes all beamformers

related to the ith RRH is a zero vector. Let us rewrite the total
power consumption as

P tot
sparse(w) =

1

ηi

∑
∀i∈I

∥∥w̃i

∥∥2
2

+
∑
∀i∈I

χ
(∥∥w̃i

∥∥2
2

) (
P ra
i − P ri

i

)
+
∑
∀i∈I

P ri +
∑
∀k∈K

∑
∀i∈I

χ
(∥∥wi,k

∥∥2
2

)
P FH
i,k . (27)

The sum rate–power optimization can now be written as

max
w

α̃

K∑
k=1

Rk(w)− ᾱP tot
sparse(w) (28a)

s.t. Γk (w) ≥ Γmin
k ,∀k ∈ K (28b)∑

∀k∈K
χ
(∥∥wi,k

∥∥2
2

)
Rk(w) ≤ Ci

ξi
,∀i ∈ I, (28c)∥∥w̃i

∥∥2
2
≤ Pmax,∀i ∈ I. (28d)

In fact we can impose sparsity on the soft power vector ν to
derive the sparsity-inducing norm method. However our idea
is to impose sparsity directly on the beamforming vector w to
arrive at (28). Thus, all slack variables are not introduced to
reduce the complexity of the resulting formulation. However,
problem (28) is still non-convex due to the presence of the
indication functions, which are intractable. To deal with this
problem, we will replace χ(x) by log(τ+x) for a small τ > 0,
following the result in [31]. In this way we can approximate

χ
(∥∥w̃i

∥∥2
2

)
u log

(∥∥w̃i

∥∥2
2

+ τ1

)
(29)
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χ
(∥∥wi,k

∥∥2
2

)
u log

(∥∥wi,k

∥∥2
2

+ τ2

)
(30)

where τ1, τ2 > 0 are small positive parameters. Consequently,
we can obtain a continuous approximation of (28) as

max
w

α̃

K∑
k=1

Rk(w)− ᾱP̃ tot
sparse(w,p,q) (31a)

s.t.
∑
∀k∈K

q2i,kRk(w) ≤ Ci
ξi
,∀i ∈ I, (31b)

log
(∥∥w̃i

∥∥2
2

+ τ1

)
≤ pi,∀i ∈ I, (31c)

log
(∥∥wi,k

∥∥2
2

+ τ2

)
≤ q2i,k∀i ∈ I,∀k ∈ K (31d)

(28b), (28d) (31e)

where we have introduced q = {qi,k ≥ 0,∀k ∈ K,∀i ∈ I}
and p = {pi ≥ 0,∀i ∈ I} and defined

P̃ tot
sparse(w,p,q) =

1

ηi

∑
∀i∈I

∥∥w̃i

∥∥2
2

+
∑
∀i∈I

pi
(
P ra
i − P ri

i

)
+
∑
∀i∈I

P ri
i +

∑
∀k∈K

∑
∀i∈I

q2i,kP
FH
i,k . (32)

Note that P̃ tot
sparse(w,p,q) is convex with the involving vari-

ables, and that the purpose of using the second order on qi,k
is to reuse the approximations presented previously, as we
will show shortly. The constraint in (31c) can be equivalently
rewritten as ∥∥w̃i

∥∥2
2

+ τ1 ≤ epi ,∀i ∈ I (33)

and thus can be approximated by∥∥w̃i

∥∥2
2

+ τ1 ≤ ep
(n)
i + ep

(n)
i (pi − p(n)i ) , F̃ (pi; p

(n)
i ). (34)

In the same way (31d) can be approximated as∥∥wi,k

∥∥2
2
+τ2 ≤ eq

(n)2
i,k +2q

(n)
i,k e

q
(n)2
i,k (qi,k−q(n)i,k ) , F̄ (qi,k; q

(n)
i,k ).
(35)

Here we write eq
(n)2
i,k instead of e

(
q
(n)
i,k

)2
to lighten the notation.

Unlike to approach that fixes the rate function Rk(w) in each
iteration in [15], [16], here, we deal with the nonconvexity in
(31b) by equivalently rewriting it as

∑
k∈K

q2i,k
zk
≤ Ci

ξi
, (36)

(16b), (18).

where t and z are introduced as done similarly in (16b)–(18).
Now the approximations used to deal with (16b)–(18) can be
applied, which results in the following convex approximated
problem (28) at the (n+ 1)

th iteration of the sparsity-based
iterative algorithm

max
w,µ,γ,t
z,p,q

α̃
∑
k∈K

µk − ᾱP̃ tot
sparse(w; p; q) (37a)

s.t.
∥∥w̃i

∥∥2
2

+ τ1 ≤ F̃
(
pi; p

(n)
i

)
(37b)

U
(
γk; γ

(n)
k

)
≥ µk (37c)

γk ≥ Γmin
k (37d)

∑
j∈K\k

|hHk wj |2 + σ2
0 ≤ H

(
wk, γk; w

(n)
k , γ

(n)
k

)
(37e)

1 + tk ≤ F
(
zk; z

(n)
k

)
(37f)∥∥wi,k

∥∥2
2

+ τ2 ≤ F̄
(
qi,k; q

(n)
i,k

)
(37g)∣∣hHk wk

∣∣2 /tk ≤ G(w; w(n)
)

(37h)∥∥w̃i

∥∥2
2
≤ Pmax,∀i ∈ I, (37i)∑

k∈K

q2i,k
zk
≤ Ci

ξi
,∀i ∈ I (37j)

where w(n), z(n),γ(n),p(n),q(n) are the parameters that are
updated at the (n+ 1)

th iteration. The proposed iterative
approach to solve problem (28) is given in Algorithm 4.
Note that the convergence of Algorithm 4 can be established
following the same arguments as those in Algorithms 2 and 3
above. Also, the generation of an initial point for Algorithm
4 can be carried out the same way as for Algorithm 3.

Algorithm 4 SCA-Sparsity based algorithm.

1: Set n := 0 and initialize starting points of
w(n), z(n),γ(n),p(n),q(n);

2: repeat
3: Solve the approximated problem (37) at

w(n), z(n),γ(n),p(n),q(n) to achieve the optimal
solution w?,µ?,γ?, t?, z?,p?,q?;

4: Update w(n+1) = w?, z(n+1) = z?,γ(n+1) =
γ?,p(n+1) = p?,q(n+1) = q?;

5: Set n := n+ 1;
6: until Convergence;

E. Complexity Analysis

We now discuss the complexity of each proposed algorithm
in this section. For the optimal design based on a BRB method,
i.e., Algorithm 1, the complexity is extremely high since
the number of the boxes needs to be considered increases
exponentially with the problem dimension. Moreover, in each
iteration, an MI-SOCP feasibility problem is solved. For
Algorithm 2, the overall complexity mainly depends on that
of solving the MI-SOCP problem in (23) which is indeed a
combinatorial optimization problem. In particular, there are
IK binary variables ai.k’s and I binary variables bi’s, resulting
in 2IK+I combinations for all the binary variables. Given fixed
a and b, all the constraints in problem (23) approximately
consist of a total number of KM+2IK+4K+1 variables and
a number of 3IK+2I+4K+1 SOC constraints of dimension
KM + 1. Thus, the worst-case complexity of Algorithm 2
in each iteration can be written as O

(
2IK+K(K4M3I)

)
.

Compared to Algorithm 1, Algorithm 2 has less complexity
due to the continuous approximation converging rapidly.

Next, we analyze the complexity of Algorithms 3 and 4.
First we remark that in the worst case, Algorithm 3 must
iteratively solve and update the resulting parameters for the
SOCP problem (Pr) and

(
Pint

)
for (I − 1)K times. In

each step, the complexity of solving (Pr) and
(
Pint

)
is
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TABLE I: Simulation parameters

Description Notation Value
Number of RRHs I 6
Number of users K 4

Number of antennas per RRH Mi 2
Power amplifier efficiency ηi 0.35
Maximum transmit power Pmax 10 dBW

Active power for RRH and fronthaul P ra
i 12.5 dBW

Sleep power for RRH and fronthaul P ri
i 2.5 dBW

Reference rate R0 1 b/s/Hz
Reference power P0 0 dBW

Noise power σ2
0 -143 dBW

Fronthaul power P FH
i 0 dBW

Maximum fronthaul capacity Ci = C,∀i 500 b/s/Hz
Fronthaul capacity factor ξi, ∀i 10

Reweighted parameter τ1, τ2 10−3

approximately O
(
K4M3I

)
, resulting the overall complexity

of O
(
2(I − 1)K

(
K4M3I

))
for Algorithm 3. In Section

V, the numerical results show that Algorithm 3 yields a
performance very close to that of Algorithm 2 but with much
lower computation time. Finally, for Algorithm 4, the worst-
case complexity is given by O

(
K4M3I

)
.

V. NUMERICAL RESULTS

In this section, we numerically evaluate the performance of
the proposed algorithms. For most numerical experiments, we
use the simulation parameters listed in Table I. In particular,
the parameters in the RRH and fronthaul power consumption
model are taken from [21]. For the spatial model, we assume
a network consisting of I RRHs that are uniformly located
around the considered coverage and K UEs are randomly
scattered across the considered network coverage. Moreover,
we assume Rayleigh fading channel and the pathloss com-
ponent is calculated as (dik/d0)−3where dik is the distance
between the ith RRH and the kth user and d0 = 100 m is the
reference distance. To simplify the notations, we also assume
the fronthaul link capacity Ci = C, ∀i ∈ I, can be achieved
up to 10 Gbps over 20 MHz bandwidth, which is equivalent
to 500 b/s/Hz. In our simulations, Algorithms 2, 3, and 4 are
terminated when the increase in the objective between two
consecutive iterations is less than 10−5.

In Fig. 2(a), we show the convergence of the objective
function in (6) of Algorithms 1 and 2 for a set of random
channel realizations. In this numerical experiment, we set
α = 0.7 and consider a small network setting with I = 4,
K = 3. For Algorithm 2, we show the convergence behavior
of the objective function with two different initial points
w(0), z(0),γ(0). As expected, Algorithm 1 requires much more
iterations to update the upper and lower bounds, and thus
converges after many iterations. On the other hand, Algorithm
2 converges much faster, just after a few iterations, and
achieves the same objective value as return by the optimal
algorithm despite the choice of initial points. This clearly
demonstrates the effectiveness of Algorithm 2 which is used
for benchmarking in the next experiments.

For onwards, we will consider the network setting as
mentioned in Table I. In Figs. 2(b) and 3(a), we compare
the convergence performance of our proposed low-complexity
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Fig. 2: (a)-(b): Convergence behavior between different algo-
rithms for a set of random channel realizations .

algorithms with the iterative WMMSE-reweighted `1-norm
algorithm introduced in [15] and coalitional game based
algorithm in [33] for α = 0.9, in terms of both number of
iterations and the overall runtime. Although only the sum
rate maximization problem was studied in [15] and [33],
we can easily modify their algorithm to solve the sum rate-
power maximization problem considered in this paper. As
can be clearly seen, our proposed solutions need a much
smaller number of iterations to converge (possibly to different
objectives), compared the reweighted `1-norm algorithm and
coalitional game based algorithm. We note that in Fig. 2(b),
the convergence of each SOCP during the inflation process is
plotted, which explains the uphill and downhill effect in the
figure. As can be seen, Algorithm 2 just takes a few iterations
to stabilize. However its overall runtime is very high since the
problem in each iteration is an MI-SOCP. On the other hand,
Algorithms 3 and 4 require more iterations to converge but the
per-iteration problem is an SOCP, which can be solved with



12

much computational effort. Thus their eventual computation
time is much lower than that of Algorithm 2. Due to the
fast converging property, Algorithms 3 and 4 outperform the
reweighted `1-norm method, which is shown in Fig. 3(a). In
Fig. 2(b), we can also see that the reweighted `1-norm and
coalitional game based optimization methods converge to a
smaller value, compared to our proposed solutions. This will
be elaborated in the following experiments.

In Figs. 3(b) and 3(c), we study the trade-off between
achievable sum rate (ASR) and total power consumption
(TPC) by varying the parameter α over the interval [0, 1] for
the algorithms of comparison. The end points on bottom left
of Figs. 3(b) and 3(c) show the smallest possible value of
TPC without any consideration of the ASR (i.e., α = 0). On
the contrary, the end points on top right represent the largest
possible ASR that can be obtained without any consideration
of the TPC (i.e., α = 1). As expected and shown in Figs. 3(b)
and 3(c), when the TPC increases, so does the ASR. Moreover,
it can be clearly seen that our proposed algorithms outperform
the reweighted `1-norm and coalitional game based algorithm.
Algorithm 2 is shown to attain the best performance among all
the algorithms. Noticeably, the differences in the TPC between
our proposed algorithms and the reweighted `1-norm algorithm
as well as coalitional game based algorithm are significant.
The reason is that, the method in [15] does not take into the
fronthaul power while it becomes significant for large P FH

and the method in [33] does not consider the RRH selection
in their coalition formation algorithm.

In Fig. 3(c), we investigate the trade-off between ASR
and TPC for different values of fronthaul capacity factor
ξi = 50, 100,∀i ∈ I. We first observe that there exists a
“strong” trade-off between ASR and TPC in the high power
regime when the fronthaul capacity is small. That is to say,
a large amount of TPC is consumed just for a negligible
improvement in the ASR. For high transmit power, the ASR
over the wireless medium may be high but the small fronthaul
capacity will act as a bottleneck. The practical guidance here
is to avoid transmitting at full power for small fronthaul
capacity to improve the network energy efficiency. Fig. 3(c)
also demonstrates the increase of the ASR with the fronthaul
capacity. To achieve the same ASR, more TPC is required
for the networks with smaller fronthaul capacities. Intuitively,
for smaller fronthaul capacities, the number of cooperative
RRHs is reduced (cf. Table II for further insights). In fact,
when each fronthaul capacity limit is small, common data
shared by cooperative RRHs are limited to be transported
via the fronthaul link to the RRHs, which in turn allows
lesser number of cooperative RRHs. This results in more con-
current transmissions from the non-cooperative RRHs, which
increases interference at each UE and subsequently leads to an
increase in TPC to achieve the desired ASR. Furthermore, the
results in Fig. 3(c) again show that the proposed algorithms
achieve an improvement in the sum rate by up to 3.2 bits/s/Hz
for the same TPC in the case ξi = 100, compared to the
reweighted `1-norm and coalitional game based algorithms. In
addition, the performance of coalitional game method is worse
than other methods since RRHs are formed disjoint coalitions,
thereby increasing the cell-edge interference and decreasing

the ASR.
To gain more insights into the considered problem, we list

the average number of active RRHs and number of RRH-UE
associations versus the fronthaul power and fronthaul capacity
in Table II. In this table, when P FH = 0, 8 dBW, we choose
C = 500 b/s/Hz and when C = 60, 100 b/s/Hz, we choose
P FH = 0 dBW. We can see that when the fronthaul power
consumption increases, fewer RRH-UE associations are active
and more RRHs are turned on. We observe that our proposed
algorithms switch on only 50% of RRHs and 29.17% of user-
RRHs associations to further reduce the total transmit power,
while the referred algorithm switches on 66.67% of RRHs as
well as RRH-UE associations.

In Fig. 4(a), we compare the ASR (i.e., α = 1) as a function
of the fronthaul capacity C. As can be seen, when C increases,
the ASR obtained by all the algorithms in comparison increase
accordingly. This is because more data will be transported
via the fronthaul links for large C, which then enables more
cooperation among RRHs and improves the overall ASR of
the system. However, the ASR become saturated at the high
regime of fronthaul capacity, since the multi-user interference
always exists even as more cooperation can be attained among
all RRHs. For interference limited situations, there is an upper
bound on the achievable rate for all users so that increasing
more fronthaul capacity basically provides no benefit to the
system performance. In Fig. 4(b) and 4(c), we show the total
transmit power versus the fronthaul capacity and fronthaul
power with Γmin

k = 2, 6 dB and P FH = 0 dBW in case
α = 0. As expected, the TPC decreases and increases with
the increase in C and P FH, respectively. This can be explained
by the fact that when C becomes higher, the number of UEs
which are served by each RRH is larger, resulting in less power
consumption in each RRH. Importantly, in Fig. 4(a), 4(b) and
4(c), our proposed algorithms achieve a better ASR and less
TPC than that of algorithms in [15] and [16], respectively.

In Figs. 5(a) and 5(b), we compare the performance of the
optimal solution attained by Algorithm 1 and the suboptimal
solution by Algorithm 2 versus the required minimum SINR
Γmin
k = Γmin, ∀k ∈ K with parameter α = 0.2, 0.5, 0.7 and

0.9. Here, we consider a small network setting with I = 4,
K = 3. As can be seen, when Γmin increases, the ASR
and TPC increase for all values of α. Particularly, the ASR
and the TPC rapidly increase in the regime of low Γmin and
slightly increase in the high regime of Γmin. The increase of
the ASR when Γmin grows in Fig. 5(a) can be explained as
follows. At low value of α, problem (6) has more priority to
minimize TPC under the minimum rate constraint. Each user’s
rate achieved by solving the optimization (6) in this case is
almost equal to the minimum rate, so that when Γmin grows,
the ASR increases proportionally. However, at high value of α,
the problem of sum rate maximization is dominant. As a result,
increasing Γmin has less impact on the ASR performance.
Similar explanation can be applied for the increase of the TPC
at different α when Γmin increases in Fig. 5(b). Moreover,
in Fig. 5(c), the ASR is shown with three different values
of the noise power σ2

0 = −143, −140, and −130 dBW for
α = 0.8. It is obvious that when the noise power increases,
the ASR decreases since the SINR of all users is eventually
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Fig. 3: (a): The average run time comparison between different algorithms with number of antenna per RRH Mi = 2, 3, (b)-(c):
Tradeoff between ASR and TPC by varying α ∈ [0, 1], some values of α = 0.4, 0.5, 0.6 are marked with (b): P FH = 0 and 8
dBW, (c): ξ = 50 and 100.
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Fig. 4: (a): Performance of ASR maximization problem, (b)-(c): TPC minimization problem.

reduced. Regarding the optimality of the proposed suboptimal
solutions, it is shown numerically in Fig. 5(a), 5(b) and 5(c)
that the suboptimal solution achieved by Algorithm 2 is very
close to the optimal solution obtained by Algorithm 1. This
again demonstrates the effectiveness of Algorithm 2.

In Fig. 6(a), we compare the objective of different algo-
rithms for different values of α. We note that the variation
of the objective in (6a) depends not only on α but also on
the values of R0 and P0. For the chosen R0 and P0 stated
in Table I, we observe that when α increases, the objective
first decreases and then increases. From the results shown
in Figs. 3(b) and 3(c), it is clear that when α increases, the
TPC increases, and this make the objective decrease. However,
after a certain point, the term αRtot(w)/R0 will become
dominant (1−α)P tot(w,a,b)/P0 since the weight associated
with power consumption is small, resulting in the objective
increasing. Fig. 6(a) again demonstrates that our proposed
algorithms outperform the reweighted `1-norm algorithm.
In the final numerical experiment, we consider a relatively
large network setting with the number of RRHs I = 60 for
the number of UEs K = 50 and K = 60. In Fig. 6(b),
the trade-off between the ASR and TPC of low-complexity
algorithms is plotted by varying α ∈ [0, 1]. As shown in Fig.
6(b), the ASR and TPC increase when the weight associated

TABLE II: Average number of active RRH-UE associations
(Avr.RRH-UE) and active RRHs (Avr.RRHs).

P FH/C Alg. 2 Alg. 3 Alg. 4 [15]

P FH = 0 dBW Avr.RRH-UE 0.4167 0.4167 0.5 0.5
Avr.RRHs 0.5 0.5 0.5 0.5

P FH = 8 dBW Avr.RRH-UE 0.2917 0.4167 0.5 0.6667
Avr.RRHs 0.5 0.5 0.6667 0.6667

C = 60 b/s/Hz Avr.RRH-UE 0.375 0.4583 0.5 0.5
Avr.RRHs 0.5 0.6667 0.6667 0.6667

C = 100 b/s/Hz Avr.RRH-UE 0.4583 0.4583 0.5 0.5
Avr.RRHs 0.5 0.5 0.5 0.5

with sum achievable rate (i.e., α) increases. The reasons is that
in this case, the objective is in favor of sum rate maximization
rather than power consumption minimization. This leads to
more power consumption needed to obtain the higher ASR.
Moreover, when the number of UEs increases, so do the ASR
and TPC. It can be clearly explained that for higher number of
UEs, more RRHs should be active to provide sufficient degree
of freedom, leading to an increase in the TPC and also ASR.
Again, Fig. 6(b) shows that Algorithms 3 and 4 attain a better
performance compared to reweighted `1-norm algorithm. This
demonstrates the effectiveness of our proposed framework.
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Fig. 5: (a)-(b): ASR and TPC versus required SINR Γmin with parameter α = 0.2, 0.5, 0.7 and 0.9;(c): ASR versus required
SINR Γmin with some different values of parameter σ2

0 = −143, −140, −130 dBW.

VI. CONCLUSION

In this paper, joint beamforming, RRHs selection and RRH-
UE association design has been proposed to maximize achiev-
able sum rate and minimize total power consumption in the
DL of C-RAN with limited capacity fronthaul links. In order
to solve this multi-objective optimization problem, we have
employed the scalarization method to form a scalar weighted
sum objective function. Then, by novel transformations, we
have transformed the combinatorial optimization problem into
a more tractable form based on which a BRB algorithm
has been customized to find an optimal solution. Further, by
presenting novel methods to approximate the formulated non-
convex problem, we have developed three more practically
appealing and computationally efficient algorithms with much
low complexity compared to the benchmarking scheme. By
extensive numerical results, these algorithms have been shown
to achieve a good convergence rate under various simulation
settings and obtain a performance close to that of the optimal
algorithm. Moreover, the proposed algorithms are also superior
to other known algorithms.

APPENDIX A
PROOF OF LEMMA 1

We prove that the constraints in (8b) and (8d) of
problem (8) are active at optimality by contradiction.
Let (b?,a?,w?,ν?,u?) denote an optimal solution of
(8). By contradiction, suppose that (8d) is inactive, i.e.,
P tot(w?,a?,b?) < 1/u?0. Then there exists u′0 such that u′0 >
u?0 and P tot(w?,a?,b?) < 1/u′0. That is, u′0 is feasible to (8)
but yields a strictly larger objective, which contradicts with the
fact that (b?,a?,w?,ν?,u?) is an optimal solution. Similarly,
assume that Rk

(
w?
)
> u?k for some k. We then create a new

set of beamformers as w′ = [w′T1 ,w
′T
2 , . . . ,w

′T
k ]T where

w′i =

{
w?
i i 6= k

ζw?
k i = k

(38)

for some 0 < ζ < 1. Intuitively, the beamforming vector of
user k is scaled down by a factor of ζ and the beamforming
vectors of other users remain the same. From (3), it is easy
to see that there exists ζ ∈ (0, 1) such that Rk

(
w′
)
> u?k for

all k. Note that
∥∥w′∥∥

2
<
∥∥w∥∥

2
and thus P tot(w′,a?,b?) <

P tot(w?,a?,b?) ≤ 1/u?0. Consequently, we find u′0 such that
u′0 > u?0 and P tot(w′,a?,b?) ≤ 1/u′0, meaning that a strictly
larger objective can be obtained. Again, this contradicts with
the fact that (b?,a?,w?,ν?,u?) is an optimal solution, and
thus completes the proof.

APPENDIX B
PROOF OF (24)

We first show that the gradient of the function g(x) =
− log(1+x) for x ≥ 0 is Lipschitz continuous with parameter
L = 1. This can be easily proved since

‖∇g(x1)−∇g(x2)‖2 =

∣∣∣∣− 1

1 + x1
+

1

1 + x2

∣∣∣∣
=

∣∣∣∣ x1 − x2
(1 + x1)(1 + x2)

∣∣∣∣ (a)≤ |x1 − x2| (39)

where (a) is due to (1 +x1)(1 +x2) > 1 for x1, x2 > 0. Due
to the Lipschitz continuity of ∇g(x), it holds that [32]

g(γk) ≤ g(γk)+∇g(γ
(n)
k )

(
γk − γ(n)k

)
+

1

2λ

(
γk − γ(n)k

)2
(40)

for λ ∈ (0, 1], and thus completes the proof by noting that
(40) is actually (24) when λ = 1.
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