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# Advanced Properties of Full-Duplex Radio for Securing Wireless Network 

Yingbo Hua ${ }^{\bullet}$, Fellow, IEEE


#### Abstract

This paper examines the role of full-duplex radio for securing wireless network from a new perspective. It first studies the secrecy capacity of two single-antenna full-duplex users against a multi-antenna eavesdropper (Eve) who has the perfect knowledge of the channel state information (CSI) from users to Eve. It is shown that if Eve uses a basic matched-filtering, the probability of zero secrecy (or outage) can be made small by a large jamming power from both users and a small gain of residual self-interference (RSI) power. But if Eve uses the optimal matched-filtering, the probability of outage grows rapidly as either the jamming power from the users increases or the number of antennas on Eve increases, regardless of the RSI gain. To prevent any Eve from obtaining its CSI, this paper then proposes a novel anti-eavesdropping channel estimation (ANECE) method, which allows users to obtain their own CSI while keeping all Eves in handicap. This method also prevents Eves from colluding with each other at any layer. The design of ideal pilots for ANECE for multiple multi-antenna users and multiple broadband multi-antenna users is discussed. It is also shown that the capacity of Eve with any number of antennas but without its CSI can be virtually eliminated over a time window corresponding to the number of antennas at the transmitter for each realization of the CSI.


Index Terms-Wireless network security, full-duplex radio, antieavesdropping channel estimation, mobile ad hoc network, drone network, multi-agent network.

## I. Introduction

FULL-DUPLEX radio which can receive and transmit at the same time and same frequency has received much attention in recent years. There are many works focusing on how to reduce the amount of self-interference on a full-duplex radio and how to implement prototypes of full-duplex radio, e.g., see [1]-[6]. There are also many works on how to utilize full-duplex radio for improved network capacity, e.g., see [7]-[11].

This paper is concerned with the application of full-duplex radio for securing wireless network. This line of prior works include [12]-[23]. Much of these prior works focuses on optimization of secrecy capacity over power allocation in subcarri-
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Fig. 1. An illustration of wireless network of legitimate users (such as drones) all with full-duplex capability but subject to passive eavesdropping from unknown locations.
ers or in antenna beamspace. A common assumption in all these works is that the legitimate users have the full knowledge of the large-scale fading of their channels with respect to eavesdroppers (Eves). Furthermore, all these works assume that Eves have the full knowledge of both the large-scale and small-scale fading of their channels with respect to the legitimate users.

This paper studies the application of full-duplex radio for securing wireless network from a perspective that is unique from all of the above mentioned prior works. It focuses on a wireless network of legitimate users all equipped with full-duplex radio, subject to eavesdropping from arbitrary locations as illustrated in Fig. 1. The paper first shows an analysis of the secrecy capacity of two single-antenna users against an arbitrarily located multi-antenna Eve (which could represent a network of colluding Eves) that has the full knowledge of its channel state information (CSI) with respect to the users. (In this paper, "user", "legitimate user" and "full-duplex radio" are interchangeable.) Two cases of how Eve processes their received signals are considered: one is a basic matched-filtering (BMF), and the other is the optimal matched-filtering (OMF). For BMF, it is shown that the probability of zero secrecy (outage) of the two users against the multi-antenna Eve can be always made small by a large jamming power from the two users and a small power gain of the residual self-interference (RSI) channel. But for OMF, it is shown that the probability of outage of the two users grows rapidly as either the number of the antennas on the Eve increases or the jamming power from the two users increases.

With the above important insight, a novel method for antieavesdropping channel estimation (ANECE) is also proposed in this paper. This method allows both users to estimate their own CSI with respect to each other but at the same time prevents any Eves from obtaining their CSI with respect to the users. It is shown that any Eve without its CSI can be made virtually blind
and deaf to the secret information transmitted between the users. This ANECE method is also extended in this paper to the cases of two multi-antenna users, multiple multi-antenna users as well as broadband multiple multi-antenna users. The ANECE method does not require the users to have any knowledge of the CSI at the Eves except for a minor constraint shown later. The proposed method for ANECE differs substantially from those in [41] and [42]. In [41], a recursive training scheme was proposed where each recursion involves a feedback from Bob to Alice. In [42], assuming the reciprocal property of the channel between Alice and Bob, it was suggested that Alice simply avoids transmitting any pilot but relies on Bob transmitting a pilot. None of these prior methods prevents Eve from obtaining its CSI with respect to Bob. Furthermore, the proposed method for ANECE in case of multiple users allow all users to obtain their mutual CSI while preventing Eves from obtaining their CSI with respect to any of the users.

The basic assumptions made in this paper are the following A1-A4:

A1: The circuitry for self-interference cancellation in each full-duplex radio is already built-in, and there still exists an amount of RSI, the power of which is proportional to the power of the original source of the self-interference. But the RSI waveform is virtually white and its shape is independent of the original self-interference waveform. The RSI is mainly caused by noises (such as thermal noises) in circuitry and hence tends to be white especially if the optimal cancellation scheme is used. This model is based on the prior experiences in selfinterference cancellation for full-duplex radio [4]-[6] where both theory and hardware implementations are available. The above modelling of the RSI channel can also be explained as follows. Let $s_{1}(t)+n_{1}(t)$ be the signal plus noise at the input of the original self-interference channel (including all components applied for interference isolation) with the signal-to-noise ratio $\mathrm{SNR}_{1}=\frac{S_{1}}{N_{1}}$, and $s_{2}(t)+n_{2}(t)$ be the signal plus noise at the output of the original channel with $\operatorname{SNR}_{2}=\frac{S_{2}}{N_{2}}$. Note that $s_{1}(t)$ and $s_{2}(t)$ may be perfectly correlated but $n_{1}(t)$ and $n_{2}(t)$ are independent and white. The noise factor of the original channel is defined as $K=\frac{\mathrm{SNR}_{1}}{\mathrm{SNR}_{2}}>1$. Assuming an optimal self-interference cancellation, the RSI would be a combination of $n_{1}(t)$ and $n_{2}(t)$, and is typically dominated by $n_{2}(t)$. The power of $n_{2}(t)$ is $N_{2}=K \frac{S_{2}}{\mathrm{SNR}_{1}}$ where $S_{2}$ is typically proportional to $S_{1}$. For example, if $\mathrm{SNR}_{1}=60 \mathrm{~dB}, K=5 \mathrm{~dB}$ and $\frac{S_{1}}{S_{2}}=60 \mathrm{~dB}$, then $\frac{N_{2}}{S_{1}}=-115 \mathrm{~dB}$.

A2: All Eves are passive, i.e., they do not transmit. For statistical analysis of secrecy capacity, the small-scale fading from users to Eves is assumed to have an amplitude-wise Rayleigh distribution from the users' perspective. Some results of the analysis do not either require the users to know the large-scale fading from users to Eves. For ANECE, no knowledge of the CSI from users to Eves is required by the users.

A3: All noises are white Gaussian. All users are equally capable. This assumption is made for simple exposure of key ideas although some extension from this assumption can be straightforward.

A4: All antennas are omnidirectional within angles of interest unless mentioned otherwise.

The results shown in this paper may or may not require noncollusion among Eves, which will be made clear in the context. The potential applications of these results include in particular mobile ad hoc wireless network (such as drone network) where all nodes are capable of full-duplex at a common frequency. It
is also important to mention that this paper focuses on transmission of secret information between users who do not share pre-existing secret information. If there is any pre-existing secret information shared by the users, they can communicate with each other securely (without full-duplex) by following the conventional methods such as cryptography at the network layer [24]. Any existing secret shared among users could be also used by the users at the physical layer (e.g., as a seed of a pseudorandom sequence) to generate such an artificial noise that interferes Eves but is removable by legitimate receivers. The use of artificial noise in beamspace is not considered in this paper.

In Section II, the secrecy capacity of two single-antenna users against an arbitrarily located multi-antenna Eve is analysed. Some of the results are a generalization of some shown in [25] where an arbitrarily located single-antenna Eve was focused on. In Section III, the proposed ANECE method is presented for a two-user case and a multi-user case. The extensions of ANECE for two multi-antenna users, multiple multi-antenna users and multiple broadband multi-antenna users are given in the appendix.

The key novelty of this paper includes: novel insights into the performance of single-antenna full-duplex radio users against multi-antenna Eves with knowledge of their CSI, novel method for ANECE in various settings; and novel understanding of the secrecy capacity between users against Eves without knowledge of their CSI.

The notations: All vector variables are in bold lower case. All matrix variables are in bold upper case. The expectation is $\mathcal{E}\{\cdot\}$. The magnitude of a scalar or the determinant of a matrix is $|\cdot|$. The norm of a vector is $\|\cdot\|$. The complex Gaussian distribution of zero mean and covariance $\mathbf{R}$ is $\mathcal{C N}(\mathbf{0}, \mathbf{R})$. The $M \times M$ identity matrix is $\mathbf{I}_{M}$. The set of all $n \times m$ complex matrices is $\mathcal{C}^{n \times m}$. All other notations are defined in the context.

## II. Properties of Secrecy Capacity Against Eves With CSI

In this section, the focus is on the exchange of secret information between two users (Alice and Bob) each with a single antenna and a full-duplex capability. ("secret information", "secret key" and "key" are interchangeable in this paper.) The users are subject to eavesdropping by a multi-antenna Eve at arbitrary location. Such a multi-antenna Eve could represent a network of distributed colluding Eves.

Without loss of generality, let the normalized locations of Alice and Bob be $(-0.5,0)$ and $(0.5,0)$ respectively, and that of an arbitrary Eve be $\left(x_{E}, y_{E}\right)$. (The 3-D case can be similarly treated.) Note that all location coordinates, channel gains and noise variances shown in this paper are normalized in a similar way as in [25]. The channel gain between Alice and Bob is denoted by $h$. The averaged power gain of the RSI at Alice or Bob is $\rho$, but the instantaneous RSI power gains at Alice and Bob are respectively $\rho\left|g_{A}\right|^{2}$ and $\rho\left|g_{B}\right|^{2}$ where $g_{A}$ and $g_{B}$ are caused by small-scale fading. (If the channel gain between Alice and Bob is direction dependent, it can be treated similarly.) Assume that $h,\left|g_{A}\right|$ and $\left|g_{B}\right|$ are known to Alice and Bob so that statistical properties conditional on these parameters are meaningful.

The channel vector from Alice to Eve (with $M$ antennas) is denoted by $\sqrt{a} \mathbf{h}_{A} \in \mathcal{C}^{M \times 1}$, and that from Bob to Eve is $\sqrt{b} \mathbf{h}_{B} \in \mathcal{C}^{M \times 1}$. Here, $a$ and $b$ represent the large-scale fading of Eve, and could be approximated by $a=\frac{1}{d_{A}^{\alpha}}$ and $b=\frac{1}{d_{B}^{\alpha}}$ with $\alpha \geq 2$ and $d_{A}$ and $d_{B}$ being the distances from Alice and Bob
to Eve. The small-scale fading of Eve with respect to Alice and Bob is represented by $\mathbf{h}_{A}$ and $\mathbf{h}_{B}$, respectively.

Consider an exchange of keys between Alice and Bob in two phases. In phase 1, Alice sends a key to Bob, and in phase 2, Bob sends a (different) key to Alice. The two phases can be either in two time slots or in two frequency bands. But in either case, assume that all channel amplitudes are invariant from phase 1 to phase 2.

In phase 1, Bob receives

$$
\begin{equation*}
y_{B}(k)=\sqrt{P_{T}} h x_{A}(k)+\sqrt{\rho P_{J}} g_{B} w_{B}(k)+n_{B}(k) \tag{1}
\end{equation*}
$$

and an Eve receives

$$
\begin{equation*}
\mathbf{y}_{A, E}(k)=\sqrt{a P_{T}} \mathbf{h}_{A} x_{A}(k)+\sqrt{b P_{J}} \mathbf{h}_{B} v_{B}(k)+\mathbf{n}_{A, E}(k) \tag{2}
\end{equation*}
$$

where $\mathbf{y}_{A, E}(k) \in \mathcal{C}^{M \times 1}, k$ is the time index, $\sqrt{P_{T}} x_{A}(k)$ of power $P_{T}$ is the signal transmitted by Alice, $\sqrt{P_{J}} v_{B}(k)$ of power $P_{J}$ is the jamming noise from Bob, $\sqrt{\rho P_{J}} g_{B} w_{B}(k)$ of power $\rho P_{J}$ is the RSI noise at Bob after self-interference cancellation, $n_{B}$ is the background noise at Bob, and $\mathbf{n}_{A, E}$ is the background noise vector at Eve. All noises are assumed to be white Gaussian.

Then, the SNR at Bob is

$$
\begin{equation*}
S N R_{A, B}=\frac{|h|^{2} P_{T}}{1+\rho\left|g_{B}\right|^{2} P_{J}} \tag{3}
\end{equation*}
$$

The effective SNR at Eve depends on how Eve processes $\mathbf{y}_{A, E}$ $(k)$. If Eve knows $\mathbf{h}_{A}$, then it can perform a BMF to $\mathbf{y}_{A, E}(k)$ as follows:

$$
\begin{align*}
r_{A, E, b}(k) \doteq & \mathbf{h}_{A}^{H} \mathbf{y}_{A, E}(k)=\sqrt{a P_{T}}\left\|\mathbf{h}_{A}\right\|^{2} x_{A}(k) \\
& +\sqrt{b P_{J}} \mathbf{h}_{A}^{H} \mathbf{h}_{B} w_{B}(k)+\mathbf{h}_{A}^{H} \mathbf{n}_{A, E}(k) . \tag{4}
\end{align*}
$$

In this case, the effective SNR at Eve is

$$
\begin{equation*}
S N R_{A, E, b}=\frac{a\left\|\mathbf{h}_{A}\right\|^{4} P_{T}}{\left\|\mathbf{h}_{A}\right\|^{2}+b\left|\mathbf{h}_{A}^{H} \mathbf{h}_{B}\right|^{2} P_{J}}=\frac{a\left\|\mathbf{h}_{A}\right\|^{2} P_{T}}{1+b \frac{\left|\mathbf{h}_{A}^{H} \mathbf{h}_{B}\right|^{2}}{\left\|\mathbf{h}_{A}\right\|^{2}} P_{J}} \tag{5}
\end{equation*}
$$

On the other hand, if Eve knows $\mathbf{h}_{A}, \mathbf{h}_{B}, b$ and $P_{J}$, then Eve could use the following OMF on $\mathbf{y}_{A, E}(k)$ (which is noise whitening followed by matched-filtering):

$$
\begin{equation*}
r_{A, E, o}(k) \doteq \mathbf{h}_{A}^{H} \mathbf{R}_{A, E}^{-1} \mathbf{y}_{A, E}(k) \tag{6}
\end{equation*}
$$

where $\mathbf{R}_{A, E}$ is the covariance matrix of the noise terms in $\mathbf{y}_{A, E}(k)$ and

$$
\begin{equation*}
\mathbf{R}_{A, E}^{-1}=\left(\mathbf{I}+b P_{J} \mathbf{h}_{B} \mathbf{h}_{B}^{H}\right)^{-1}=\mathbf{I}-\frac{b P_{J} \mathbf{h}_{B} \mathbf{h}_{B}^{H}}{1+b P_{J}\left\|\mathbf{h}_{B}\right\|^{2}} \tag{7}
\end{equation*}
$$

Then, the effective SNR at Eve is

$$
\begin{align*}
S N R_{A, E, o} & =a P_{T} \mathbf{h}_{A}^{H} \mathbf{R}_{A, E}^{-1} \mathbf{h}_{A} \\
& =a P_{T}\left\|\mathbf{h}_{A}\right\|^{2}-\frac{a b P_{T} P_{J}\left|\mathbf{h}_{A}^{H} \mathbf{h}_{B}\right|^{2}}{1+b P_{J}\left\|\mathbf{h}_{B}\right\|^{2}} \tag{8}
\end{align*}
$$

It is known that $S N R_{A, E, b} \leq S N R_{A, E, o}$ with equality if $\mathbf{R}_{A, E}$ is proportional to the identity matrix, and the OMF leads to the optimal detection at Eve.

In phase 2, Alice receives

$$
\begin{equation*}
y_{A}(k)=\sqrt{P_{T}} h x_{B}(k)+\sqrt{\rho P_{J}} g_{A} w_{A}(k)+n_{A}(k) \tag{9}
\end{equation*}
$$

and Eve receives

$$
\begin{equation*}
\mathbf{y}_{B, E}(k)=\sqrt{b P_{T}} \mathbf{h}_{B} x_{B}(k)+\sqrt{a P_{J}} \mathbf{h}_{A} v_{A}(k)+\mathbf{n}_{B, E}(k) \tag{10}
\end{equation*}
$$

where the notations are similarly defined as before. Note that $\mathbf{n}_{B, E}(k)$ and $\mathbf{n}_{A, E}(k)$ are independent. For convenience, a symmetry between Alice and Bob in terms of $P_{T}, P_{J}$ and the distributions of noises has been assumed. It follows that the SNR at Alice is

$$
\begin{equation*}
S N R_{B, A}=\frac{|h|^{2} P_{T}}{1+\rho\left|g_{A}\right|^{2} P_{J}} \tag{11}
\end{equation*}
$$

The effective SNR at Eve based on the BMF is

$$
\begin{equation*}
S N R_{B, E, b}=\frac{b\left\|\mathbf{h}_{B}\right\|^{2} P_{T}}{1+a \frac{\left|\mathbf{h}_{B}^{H} \mathbf{h}_{A}\right|^{2}}{\left\|\mathbf{h}_{B}\right\|^{2}} P_{J}} \tag{12}
\end{equation*}
$$

where Eve requires the knowledge of $\mathbf{h}_{B}$. And the effective SNR at Eve based on the OMF is

$$
\begin{equation*}
S N R_{B, E, o}=b P_{T}\left\|\mathbf{h}_{B}\right\|^{2}-\frac{a b P_{T} P_{J}\left|\mathbf{h}_{A}^{H} \mathbf{h}_{B}\right|^{2}}{1+a P_{J}\left\|\mathbf{h}_{A}\right\|^{2}} \tag{13}
\end{equation*}
$$

where Eve requires the knowledge of $\mathbf{h}_{A}, \mathbf{h}_{B}, a$ and $P_{J}$.
Assuming no collusion between Eves, the averaged secrecy capacity in bits/s/Hz against any given Eve is

$$
\begin{align*}
\mathcal{S} & =\frac{1}{2}\left(\mathcal{S}_{A, B}+\mathcal{S}_{B, A}\right)  \tag{14}\\
\mathcal{S}_{A, B} & =\left[\log _{2}\left(1+S N R_{A, B}\right)-\log _{2}\left(1+S N R_{A, E}\right)\right]^{+}  \tag{15}\\
\mathcal{S}_{B, A} & =\left[\log _{2}\left(1+S N R_{B, A}\right)-\log _{2}\left(1+S N R_{B, E}\right)\right]^{+} \tag{16}
\end{align*}
$$

where $S N R_{A, E}$ and $S N R_{B, E}$ should be replaced by either $S N R_{A, E, b}$ and $S N R_{B, E, b}$ or $S N R_{A, E, o}$ and $S N R_{B, E, o}$, depending on whether the BMF or the OMF is used by Eve. Here, $(x)^{+}=\max (x, 0)$.

Important properties of the secrecy capacity shown in (14)(16) will be discussed next. Some of these properties based on the BMF resemble the case of single-antenna Eves shown in [25]. It is useful to also focus on $\mathcal{S}_{A, B}$, from which one can infer the properties of $\mathcal{S}_{B, A}$ in an obvious way.

## A. Properties of $\mathcal{S}_{A, B}$ Based on BMF

$\mathcal{S}_{A, B}$ is the secrecy capacity of the transmission from Alice to Bob against any given non-colluding Eve. The position and/or CSI of this Eve affects $\mathcal{S}_{A, B}$. It is also important to realize that the minimum of $\mathcal{S}_{A, B}$ over all possible locations and/or channel gains of Eves subject to any known constraint on Eves defines the overall secrecy capacity of the transmission from Alice to Bob against all non-colluding Eves. That minimum is also the overall secrecy capacity against all Eves that could only collude at the network layer.

For some applications such as wireless communications between drones high in air and away from buildings, there can be virtually no multi-path between them and hence virtually no small scale fading. In this case, the elements of $\mathbf{h}_{A}$ and $\mathbf{h}_{B}$ are all constants. So, the properties of $\mathcal{S}_{A, B}$ even in the absence of small-scale fading are useful.

One can verify that a generalization of Property 1 in [25] is the following: ${ }^{1}$
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Fig. 2. Region of solutions of positive $X_{A}$ and $X_{B}$ to (45) for $t<1$.


Fig. 3. Illustration of no solution of positive $X_{A}$ and $X_{B}$ to (45) for $t>1$ and $t^{*} \leq 1$.

Property 1: $\mathcal{S}_{A, B}>0$ iff

1) $\hat{b}-\hat{\rho} \hat{a}>0$ and $P_{J}>\hat{\gamma}$; or
2) $\hat{b}-\hat{\rho} \hat{a}<0$ and $P_{J}<\hat{\gamma}$; or
3) $\hat{b}-\hat{\rho} \hat{a}=0$ and $\hat{a}<1$.
where $\hat{a}=a \frac{\left\|\mathbf{h}_{A}\right\|^{2}}{|h|^{2}}, \hat{b}=b \frac{\left|\mathbf{h}_{A}^{H} \mathbf{h}_{B}\right|^{2}}{\left\|\mathbf{h}_{A}\right\|^{2}}, \hat{\rho}=\rho\left|g_{B}\right|^{2}$, and $\hat{\gamma}=\frac{\hat{\hat{a}}-1}{\hat{b}-\hat{\rho} \hat{a}}$.
This property suggests that for a given pair of $\hat{a}$ and $\hat{b}$, there are typically a turning point for $\hat{\rho}$ and a turning point for $P_{J}$ in order to achieve a positive secrecy. In the absence of small-scale fading, both $\hat{a}$ and $\hat{b}$ are constants.

A restatement of the above property is the following, which is also a generalization of Property 2 in [25],

Property 2:

1) For Eve in region $\mathcal{R}_{1} \doteq\{\hat{b}-\hat{\rho} \hat{a}>0$ and $\hat{a}<1\}, \mathcal{S}_{A, B}$ $>0$ for any $P_{J} \geq 0$.
2) For Eve in region $\mathcal{R}_{2} \doteq\{\hat{b}-\hat{\rho} \hat{a}>0$ and $\hat{a} \geq 1\}, \mathcal{S}_{A, B}$ $>0$ iff $P_{J}>\hat{\gamma}$.
3) For Eve in region $\mathcal{R}_{3} \doteq\{\hat{b}-\hat{\rho} \hat{a} \leq 0$ and $\hat{a}<1\}, \mathcal{S}_{A, B}$ $>0$ if $P_{J}=0$.
4) For Eve in region $\mathcal{R}_{4} \doteq\{\hat{b}-\hat{\rho} \hat{a} \leq 0$ and $\hat{a} \geq 1\}, \mathcal{S}_{A, B}$ $=0$ for any $P_{J} \geq 0$.

As illustrated by Fig. 2 and 3 in [25] for $M=1$, each of the above regions corresponds to a geometric region in space. Without the small-scale fading, all the regions are separated from each other by circular boundaries. It is seen here that $\mathcal{R}_{2}$
is the most important region of Eve that Alice and Bob need to pay special attention to especially if Eves could collude at the network layer. This is because if there is a colluding Eve nearby Alice, then typically $\hat{a}>1$, and hence one must keep $\hat{\rho}$ small such that $\hat{b}-\hat{\rho} \hat{a}>0$ in order to keep $\mathcal{S}_{A, B}>0$ under some $P_{J}>\hat{\gamma}$.

Let $P_{J, o p t}=\arg \max _{P_{J}} \mathcal{S}_{A, B}$. A generalization of Property 6 in [25] is the following:

Property 3:

1) For Eve in region $\mathcal{R}_{1}$,

$$
\begin{equation*}
P_{J, o p t}=\left[\hat{\gamma}+\sqrt{\hat{\gamma}^{2}+\hat{\beta}}\right]^{+} \geq 0 \tag{17}
\end{equation*}
$$

with $\hat{\beta}=\frac{\hat{a} \hat{b}-\hat{\rho}+\hat{a} \hat{P}_{T}(\hat{b}-\hat{\rho})}{\hat{\rho} \hat{b}(\hat{b}-\hat{\rho} \hat{a})}$ and $\hat{P}_{T}=P_{T}|h|^{2}$.
2) For Eve in region $\mathcal{R}_{2}, P_{J, \text { opt }}$ is given by (17) but is strictly positive.
3) For Eve in region $\mathcal{R}_{3}, P_{J, o p t}=0$.

A useful insight from this property is that for any given $\hat{a}$ and $\hat{b}$, as $\hat{\rho}$ decreases and $P_{T}$ increases, $P_{J, o p t}$ becomes $\sqrt{\frac{\hat{\alpha}\left(1+\hat{P}_{T}\right)}{\hat{\rho} \hat{b}}}=\mathcal{O}\left(\sqrt{\frac{\hat{P}_{T}}{\rho}}\right)$. It is also useful to know that for $\mathcal{R}_{2}$, $\arg \max _{\hat{a}, \hat{b}} P_{J, o p t}=\arg \min _{\hat{a}, \hat{b}} \mathcal{S}_{A, B}$.

Now consider the impact of small-scale fading on the secrecy capacity $\mathcal{S}_{A, B}$. Both $\hat{a}$ and $\hat{b}$ depend not only on $a$ and $b$ but also on the small-scale fading of the channels of Eve. For multi-path rich environment, it is a good assumption that $\mathbf{h}_{A} \in \mathcal{C}^{M \times 1}$ and $\mathbf{h}_{B} \in \mathcal{C}^{M \times 1}$ are independent and each has the distribution $\mathcal{C N}(\mathbf{0}, \mathbf{I})$. Then, it follows that that $2 X_{A} \doteq 2\left\|\mathbf{h}_{A}\right\|^{2}$ and $2 X_{B} \doteq 2\left\|\mathbf{h}_{B}\right\|^{2}$ are independent and each has the probability density function (PDF) of the standard Chi-squared random variable of $2 M$ degrees of freedom, i.e., $f_{X_{A}}(u)=f_{X_{B}}(u)=\frac{1}{\Gamma(M)} u^{M-1} e^{-u}$.

It is obvious that $X_{A}$ and $X_{B}$ are independent of $\mathbf{u}_{A} \doteq$ $\frac{1}{\left\|\mathbf{h}_{A}\right\|} \mathbf{h}_{A}$ and $\mathbf{u}_{B} \doteq \frac{1}{\left\|\mathbf{h}_{B}\right\|} \mathbf{h}_{B}$ that represent the directions of $\mathbf{h}_{A}$ and $\mathbf{h}_{B}$. Then, it follows that $\mathbf{u}_{A}^{H} \mathbf{h}_{B}$ and $\mathbf{u}_{B}^{H} \mathbf{h}_{A}$ are independent of $X_{A}$ and $X_{B}$, respectively. Furthermore, conditional on $\mathbf{u}_{A}, \mathbf{u}_{A}^{H} \mathbf{h}_{B}$ is complex Gaussian with zero mean and unit variance, which is invariant to $\mathbf{u}_{A}$. Hence, either conditional or unconditional upon $\mathbf{u}_{A}, \mathbf{u}_{A}^{H} \mathbf{h}_{B}$ remains to be $\mathcal{C N}(0,1)$. Similarly, $\mathbf{u}_{B}^{H} \mathbf{h}_{A}$ is $\mathcal{C N}(0,1)$. Therefore, $Y_{B} \doteq \frac{\left|\mathbf{h}_{A}^{H} \mathbf{h}_{B}\right|^{2}}{\left\|\mathbf{h}_{A}\right\|^{2}}$ and $Y_{A} \doteq \frac{\left|\mathbf{h}_{B}^{H} \mathbf{h}_{A}\right|^{2}}{\left\|\mathbf{h}_{B}\right\|^{2}}$ are independent of $X_{A}$ and $X_{B}$, respectively, and have the $\operatorname{PDF} f_{Y_{A}}(x)=f_{Y_{B}}(x)=e^{-x}$ for $x \geq 0$.

Referring to (3) and (5), it follows that $\overline{\mathcal{S}}_{A, B}=0$ iff $S N R_{A, B} \leq S N R_{A, E, b}$ or equivalently,

$$
\begin{equation*}
X_{A}-v_{1} Y_{B}-v_{2}>0 \tag{18}
\end{equation*}
$$

where $v_{1}=\frac{b|h|^{2} P_{J}}{a\left(1+\rho\left|g_{B}\right|^{2} P_{J}\right)}, v_{2}=\frac{|h|^{2}}{a\left(1+\rho\left|g_{B}\right|^{2} P_{J}\right)}$. Both $v_{1}$ and $v_{2}$ are invariant to the small-scale fading of Eves. But they are functions of $a, b$ and the CSI of Alice and Bob. It follows that the probability of $\mathcal{S}_{A, B}=0$, conditional on $v_{1}$ and $v_{2}$, is

$$
\begin{align*}
& \mathcal{P}\left(\mathcal{S}_{A, B}=0 \mid v_{1}, v_{2}\right) \\
& =\int_{0}^{\infty} e^{-y} d y \int_{v_{1} y+v_{2}}^{\infty} \frac{1}{\Gamma(M)} x^{M-1} e^{-x} d x \tag{19}
\end{align*}
$$

Since $v_{1}$ is proportional to $\frac{b}{a}$ and $v_{2}$ is proportional to $\frac{1}{a}$, one can verify that $\arg \max _{x_{E}, y_{E}} \stackrel{\rightharpoonup}{\mathcal{P}}\left(\mathcal{S}_{A, B}=0 \mid v_{1}, v_{2}\right)$, subject to $a=$ $\frac{1}{d_{A}^{\alpha}}, b=\frac{1}{d_{B}^{\alpha}}$ and $d_{A} \geq \Delta$, equals to $\left(x_{E}, y_{E}\right)=(-0.5-\Delta, 0)$, i.e., the secrecy is the worst against the Eve that is the closest
to Alice on her opposite side from Bob. Also, as $a$ increases, both $v_{1}$ and $v_{2}$ approach zero and hence $\mathcal{P}\left(\mathcal{S}_{A, B}=0 \mid v_{1}, v_{2}\right)$ approaches one.

An alternative form of $\mathcal{P}\left(\mathcal{S}_{A, B}=0 \mid v_{1}, v_{2}\right)$ can be shown by switching the order of the two integrals in (19) to be

$$
\begin{align*}
& \mathcal{P}\left(\mathcal{S}_{A, B}=0 \mid v_{1}, v_{2}\right)=\frac{1}{\Gamma(M)}\left[\Gamma\left(M, v_{2}\right)-e^{\frac{v_{2}}{v_{1}}}\right. \\
& \left.\times\left(1+\frac{1}{v_{1}}\right)^{-M} \Gamma\left(M, v_{2}\left(1+\frac{1}{v_{1}}\right)\right)\right] \tag{20}
\end{align*}
$$

where $\Gamma(p, z)=\int_{z}^{\infty} x^{p-1} e^{-x} d x$. It is known [28] that $\lim _{p \rightarrow \infty}$ $\frac{\Gamma(p, z)}{\Gamma(p)}=1$ for any given $z$. Therefore, one has:

Property 4:

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \mathcal{P}\left(\mathcal{S}_{A, B}=0 \mid v_{1}, v_{2}\right)=1 \tag{21}
\end{equation*}
$$

for any given $v_{1}$ and $v_{2}$.
To see an asymptotical dependence of $\mathcal{P}\left(\mathcal{S}_{A, B}=0 \mid v_{1}, v_{2}\right)$ on $M$, one can verify the following:

Property 5: For a large $P_{J}$ such that $\rho\left|g_{B}\right|^{2} P_{J} \gg 1, v_{1} \approx$ $\frac{b|h|^{2}}{a \rho\left|g_{B}\right|^{2}}$ and $v_{2} \approx \frac{|h|^{2}}{a \rho\left|g_{B}\right|^{2} P_{J}} \rightarrow 0$, it follows from (20) that

$$
\begin{equation*}
\mathcal{P}\left(\mathcal{S}_{A, B}=0 \mid v_{1}, v_{2}\right) \rightarrow 1-\frac{1}{\left(1+\frac{1}{v_{1}}\right)^{M}} . \tag{22}
\end{equation*}
$$

The above two properties show how detrimental it is to Alice and Bob if Eve has multiple antennas.

One could also discuss the properties of $\mathcal{S}_{A, B}$ based on the OMF. But it is obvious that the use of OMF at Eve must make $\mathcal{S}_{A, B}$ even worse than those shown above. So, those properties are omitted. The next section discusses the properties of $\mathcal{S}$ that results from dual transmissions.

## B. Properties of $\mathcal{S}$ Based on BMF

It is obvious that $\mathcal{S}=0 \operatorname{iff} \mathcal{S}_{A, B} \leq 0$ and $\mathcal{S}_{B, A} \leq 0$, or equivalently iff $S N R_{A, B} \leq S N R_{A, E}$ and $S N R_{B, A} \leq S N R_{B, E}$. Related to Part 3) of Property 10 in [25] is:

Property 6: There is a $P_{J} \geq 0$ such that $\mathcal{S}>0$ if

$$
\begin{equation*}
\rho<|h|^{2}\left|\mathbf{h}_{A}^{H} \mathbf{h}_{B}\right|^{2} \max \left\{\frac{b}{a} \frac{1}{\left|g_{B}\right|^{2} \|\left.\mathbf{h}_{A}\right|^{4}}, \frac{a}{b} \frac{1}{\left|g_{A}\right|^{2}\left\|\mathbf{h}_{B}\right\|^{4}}\right\} \tag{23}
\end{equation*}
$$

Proof: The above follows from the application of Parts 1 and 2 of Property 2 to the two components in $\mathcal{S}$.

This property covers the important and typical situation where Eve is not far away from Alice and Bob. And it shows how in this situation the required $\rho$ is affected by all the parameters of the CSI in a deterministic fashion. For example, one can see that the required $\rho$ is small if the two vectors $\mathbf{h}_{A}$ and $\mathbf{h}_{B}$ are nearly orthogonal, and/or the norms of the two vectors are large (all of which tend to be true when $M$ is large).

Next, the properties of $\mathcal{S}$ subject to random $\mathbf{h}_{A}$ and $\mathbf{h}_{B}$ are discussed. One can verify that $\mathcal{S}=0$ iff

$$
\left\{\begin{array}{l}
|h|^{2}+b|h|^{2} \Phi X_{B} P_{J} \leq a\left(1+\rho\left|g_{B}\right|^{2} P_{J}\right) X_{A}  \tag{24}\\
|h|^{2}+a|h|^{2} \Phi X_{A} P_{J} \leq b\left(1+\rho\left|g_{A}\right|^{2} P_{J}\right) X_{B}
\end{array}\right.
$$

where $\Phi=\frac{\left|\mathbf{h}_{A}^{H} \mathbf{h}_{B}\right|^{2}}{\left\|\mathbf{h}_{A}\right\|^{2}\left\|\mathbf{h}_{B}\right\|^{2}}, X_{A}=\left\|\mathbf{h}_{A}\right\|^{2}$ and $X_{B}=\left\|\mathbf{h}_{B}\right\|^{2}$. One can rewrite (24) as $\Phi \leq T_{b}$ where

$$
\begin{equation*}
T_{b}=\min \left\{\frac{c_{1} X_{A}-c_{2}}{X_{B}}, \frac{c_{3} X_{B}-c_{4}}{X_{A}}\right\} \tag{25}
\end{equation*}
$$

with $c_{1}=\frac{a}{b} \frac{1+\rho\left|g_{B}\right|^{2} P_{J}}{|h|^{2} P_{J}}, c_{2}=\frac{1}{b P_{J}}, c_{3}=\frac{b}{a} \frac{1+\rho\left|g_{A}\right|^{2} P_{J}}{|h|^{2} P_{J}}$ and $c_{4}=$ $\frac{1}{a P_{J}}$. Therefore,

$$
\begin{equation*}
p_{0} \doteq \mathcal{P}\{\mathcal{S}=0\}=\mathcal{P}\left\{\Phi \leq T_{b}\right\} \tag{26}
\end{equation*}
$$

It is useful to examine $p_{0}$ subject to fixed $\rho, P_{J},|h|^{2},\left|g_{A}\right|^{2}$ and $\left|g_{B}\right|^{2}$ but random $X_{A}, X_{B}$ and $\Phi$. Note that the first set of parameters are known to Alice and Bob while the second set of parameters are random unknowns.

Under the assumption that $\mathbf{h}_{A}$ and $\mathbf{h}_{B}$ are independent $\mathcal{C N}(\mathbf{0}, \mathbf{I})$, it is known that $X_{A}, X_{B}$ and $\Phi$ are independent. It is also known that $2 X_{A}$ and $2 X_{B}$ are the standard Chi-squared random variables each with degree $2 M$, which can be used to derive the PDF of $T_{b}$. But the distribution of $\Phi$ does not seem readily available in the literature except for the case of two realvalued vectors [26]. To see useful properties of $\mathcal{S}$, one needs to understand the PDFs of $T_{b}$ and $\Phi$ as discussed next.

Property 7: Let

$$
\begin{equation*}
t^{*}=\sqrt{c_{1} c_{3}}=\frac{\sqrt{\left(1+\rho\left|g_{B}\right|^{2} P_{J}\right)\left(1+\rho\left|g_{A}\right|^{2} P_{J}\right)}}{|h|^{2} P_{J}} \tag{27}
\end{equation*}
$$

For $0<t<t^{*}$, the PDF of $T_{b}$ is

$$
\begin{align*}
f_{T_{b}}(t)= & \int_{\frac{c_{2} c_{3}+c_{4} t}{c_{1} c_{3}-t^{2}}}^{\infty} f_{X_{A}}(x)\left[\frac{x}{c_{3}} f_{X_{B}}\left(\frac{c_{4}+t x}{c_{3}}\right)\right. \\
& \left.+\frac{c_{1} x-c_{2}}{t^{2}} f_{X_{B}}\left(\frac{c_{1} x-c_{2}}{t}\right)\right] d x \tag{28}
\end{align*}
$$

where $f_{X_{A}}(x)=f_{X_{B}}(x)=\frac{1}{\Gamma(M)} x^{M-1} e^{-x} u(x)$ and $u(x)$ is the unit step function. (The step function will not be used when it is obvious that the variable must be positive.) For $t>t^{*}$, $f_{T_{b}}(t)=0$. For $t<0, f_{T_{b}}(t)$ is generally nonzero, but becomes negligible if $P_{J}$ becomes large. The explicit expression of $f_{T_{b}}(t)$ for $t<0$ is omitted due to its unimportance.

Proof: The CDF (cumulative distribution function) of $T_{b}$ is

$$
\begin{align*}
& F_{T_{b}}(t)=\mathcal{P}\left\{T_{b} \leq t\right\}=1-\mathcal{P}\left\{T_{b}>t\right\} \\
& \quad=1-\mathcal{P}\left\{c_{1} X_{A}-t X_{B}>c_{2}, c_{3} X_{B}-t X_{A}>c_{4}\right\} \tag{29}
\end{align*}
$$

One can verify that the two linear inequalities in the last expression can possibly hold simultaneously iff $t<t^{*}$. In other words, if $t \geq t^{*}, F_{T_{b}}(t)=1$. Subject to $0<t<t^{*}$, one can verify that

$$
\begin{equation*}
F_{T_{b}}(t)=1-\int_{\frac{c_{2} c_{3}+c_{4} t}{c_{1} c_{3}-t^{2}}}^{\infty} d x \int_{\frac{c_{4}+t x}{c_{3}}}^{\frac{c_{1} x-c_{2}}{t}} f_{X_{A}}(x) f_{X_{B}}(y) d y \tag{30}
\end{equation*}
$$

where the upper and lower limits of the inner integral over $y$ are equal when $x$ in the outer integral equals its lower limit. Then (28) follows from $f_{T_{b}}(t)=\frac{\partial F_{T_{b}}(t)}{\partial t}$ (where one of the three terms in the derivative is zero). It is obvious from (25) that $T_{b}$ can be negative. But as $P_{J}$ increases, $c_{2}$ and $c_{4}$ become negligible, so does the probability of $T_{b}<0$, and hence so does $f_{T_{b}}(t)$ for $t<0$.

For $M>1$, it seems hard to reduce (28) even if possible. But for $M=1$, it is known that $f_{X_{A}}(x)=f_{X_{B}}(x)=e^{-x} u(x)$,
and one can verify after some tedious manipulations that (28) reduces to

$$
\begin{align*}
f_{T_{b}}(t)= & \left(\frac{c_{3}}{\left(c_{3}+t\right)^{2}}+\frac{c_{2} c_{3}+c_{4} t}{\left(c_{3}+t\right)\left(c_{1} c_{3}-t^{2}\right)}\right. \\
& \left.+\frac{c_{1} c_{4}+c_{2} t}{\left(c_{1}+t\right)\left(c_{1} c_{3}-t^{2}\right)}+\frac{c_{1}}{\left(c_{1}+t\right)^{2}}\right) \\
& \times \exp \left\{-\frac{c_{1} c_{4}+c_{2} c_{3}+\left(c_{2}+c_{4}\right) t}{c_{1} c_{3}-t^{2}}\right\} . \tag{31}
\end{align*}
$$

For a large $P_{J}$, the self-interferences at both Alice and Bob dominate the background noise, i.e., $\rho\left|g_{B}\right|^{2} P_{J} \gg 1$ and $\rho\left|g_{A}\right|^{2} P_{J} \gg 1$, and hence $t^{*}$ converges to its lower bound $\rho \frac{\left|g_{A}\right|\left|g_{B}\right|}{|h|^{2}}$ which is proportional to $\rho$ and invariant to $P_{J}$.

It is useful to know the mean of $T_{b}$ under large $P_{J}$. Assume a large $P_{J}$ for which $c_{2}$ and $c_{4}$ go to zero. In this case, (28) becomes

$$
\begin{align*}
f_{T_{b}}(t) \approx & \int_{0}^{\infty} f_{X_{A}}(x)\left[\frac{x}{c_{3}} f_{X_{B}}\left(\frac{t x}{c_{3}}\right)\right. \\
& \left.+\frac{c_{1} x}{t^{2}} f_{X_{B}}\left(\frac{c_{1} x}{t}\right)\right] d x \\
= & \frac{\Gamma(2 M)}{\Gamma^{2}(M)}\left[\frac{1}{c_{3}} \frac{\left(\frac{t}{c_{3}}\right)^{M-1}}{\left(1+\frac{t}{c_{3}}\right)^{2 M}}+\frac{1}{t} \frac{\left(\frac{c_{1}}{t}\right)^{M}}{\left(1+\frac{c_{1}}{t}\right)^{2 M}}\right] \tag{32}
\end{align*}
$$

where $c_{1}=\frac{a \rho\left|g_{B}\right|^{2}}{b|h|^{2}}, c_{3}=\frac{b \rho\left|g_{A}\right|^{2}}{a|h|^{2}}$ and $0<t<t^{*}=\sqrt{c_{1} c_{3}}=$ $\frac{\rho\left|g_{A} \|\left|g_{B}\right|\right.}{|h|^{2}}$. Furthermore, one can show that the expectation of $T_{b}$ is

$$
\begin{align*}
\mathcal{E}\left\{T_{b}\right\}= & \frac{\Gamma(2 M)}{\Gamma^{2}(M)}\left[\int_{0}^{t^{*}} \frac{\left(\frac{t}{c_{3}}\right)^{M}}{\left(1+\frac{t}{c_{3}}\right)^{2 M}} d t+\int_{0}^{t^{*}} \frac{\left(\frac{c_{1}}{t}\right)^{M}}{\left(1+\frac{c_{1}}{t}\right)^{2 M}} d t\right] \\
= & \frac{\Gamma(2 M)}{\Gamma^{2}(M)}\left[c_{3} \int_{0}^{\sqrt{\frac{c_{1}}{c_{3}}}} \frac{x^{M}}{(1+x)^{2 M}} d x\right. \\
& \left.+c_{1} \int_{0}^{\sqrt{\frac{c_{3}}{c_{1}}}} \frac{x^{M}}{(1+x)^{2 M}} d x\right] \tag{33}
\end{align*}
$$

where the change of variable $\frac{c_{1}}{t}=\frac{1}{x}$ has been applied to obtain the second term for the second equation. Note that $\sqrt{\frac{c_{1}}{c_{3}}}=\frac{a\left|g_{B}\right|}{b\left|g_{A}\right|}$. Using the change of variable $x=\frac{y}{1-y}$ in the previous integral, one has

$$
\begin{align*}
\mathcal{E}\left\{T_{b}\right\}= & \frac{\Gamma(2 M)}{\Gamma^{2}(M)}\left[c_{3} \int_{0}^{r_{A}} y^{M}(1-y)^{M-2} d y\right. \\
& \left.+c_{1} \int_{0}^{r_{B}} y^{M}(1-y)^{M-2} d y\right] \\
= & \frac{\Gamma(2 M)}{\Gamma^{2}(M)}\left[c_{3} B\left(r_{A} ; M+1, M-1\right)\right. \\
& \left.+c_{1} B\left(r_{B} ; M+1, M-1\right)\right] \tag{34}
\end{align*}
$$

where $r_{A}=\frac{\sqrt{\frac{c_{1}}{c_{3}}}}{1+\sqrt{\frac{c_{1}}{c_{3}}}}=\frac{\frac{a\left|g_{B}\right|}{b|g A|}}{1+\frac{a\left|g_{B}\right|}{b\left|g_{A}\right|}}, r_{B}=1-r_{A}$, and $B(x ; a, b)$ $=\int_{0}^{x} t^{a-1}(1-t)^{b-1} d t$ which is known as incomplete beta func-
tion. Let $I(r ; p, q)=\frac{B(r ; p, q)}{B(p, q)}$ which is known as regularized incomplete beta function and upper bounded by one. Then, (34) becomes

$$
\begin{align*}
\mathcal{E}\left\{T_{b}\right\}= & \frac{M}{M-1} \frac{\rho}{|h|^{2}}\left[\frac{b}{a}\left|g_{A}\right|^{2} I\left(r_{A} ; M+1, M-1\right)\right. \\
& \left.+\frac{a}{b}\left|g_{B}\right|^{2} I\left(r_{B} ; M+1, M-1\right)\right] \tag{35}
\end{align*}
$$

It is known from the discussion of the equation (3.15) in [27] that $\lim _{M \rightarrow \infty} I(r ; M+1, M-1)=0$ for a fixed $r<\frac{1}{2}$ and $\lim _{M \rightarrow \infty} I(r ; M+1, M-1)=1$ for a fixed $r>\frac{1}{2}$. One can then conclude the following:

Property 8:

$$
\begin{equation*}
\lim _{M \rightarrow \infty, P_{J} \rightarrow \infty} \mathcal{E}\left\{T_{b}\right\}=\frac{\rho\left|g_{A}\right|\left|g_{B}\right|}{|h|^{2}} \min \left\{\frac{a^{\prime}}{b^{\prime}}, \frac{b^{\prime}}{a^{\prime}}\right\} \tag{36}
\end{equation*}
$$

where $a^{\prime}=\frac{a}{\left|g_{A}\right|}$ and $b^{\prime}=\frac{b}{\left|g_{B}\right|}$.
Lemma 1: The PDF of $\Phi$ (the squared-cosine-magnitude of the angle between two complex Gaussian vectors) as defined in (24) is given by

$$
\begin{equation*}
f_{\Phi}(x)=\frac{\Gamma(M)}{\Gamma(M-1)}(1-x)^{M-2}=(M-1)(1-x)^{M-2} \tag{37}
\end{equation*}
$$

where $0 \leq x \leq 1$ and $M \geq 2$. Note that the mean of $\Phi$ is $\frac{1}{M}$.
Proof: See Appendix A.
A generalization of Lemma 1 is:
Lemma 2: Let $\Phi=\frac{\left|\mathbf{a}^{H} \mathbf{b}\right|^{2}}{\|\mathbf{a}\|^{2}\|\mathbf{b}\|^{2}}$ where $\mathbf{a}$ is $\mathcal{C N}\left(\mathbf{0}, \mathbf{I}_{M}\right)$ and $\mathbf{b}$ has any distribution subject to $\mathbf{b} \neq 0$ with probability one. Then, $\Phi$ has the beta distribution $\operatorname{Beta}(1, M-1)$ as shown in (37).

Proof: An outline of the proof is as follows. Conditional on $\mathbf{b}$, one can write $\Phi=\frac{X}{X+Y}$ where $X$ and $Y$ are independent, $X=\left|\mathbf{a}^{H} \frac{\mathbf{b}}{\|\mathbf{b}\|}\right|^{2}$ and $Y=\sum_{i=2}^{M}\left|\mathbf{a}^{H} \mathbf{e}_{i}\right|^{2}$ where $\mathbf{e}_{i}$ for $i=2, \ldots, M$ are orthonormal and span the orthogonal complement of $\mathbf{b}$. Furthermore, for any $\mathbf{b} \neq 0, X$ has the Chi-squared distribution with degree two, and $Y$ has the Chi-squared distribution with degree $2(M-1)$. It follows that $\Phi$ has the beta distribution $\operatorname{Beta}(1, M-1)$.

With the knowledge of the PDFs of $T_{b}$ and $\Phi$, one can evaluate the probability $p_{0}$ of zero secrecy by

$$
\begin{align*}
p_{0} & =\mathcal{P}\left\{\Phi \leq T_{b}\right\} \\
& =\int_{0}^{t^{*}} f_{T_{b}}(t) \int_{0}^{\min \{t, 1\}} f_{\Phi}(\phi) d \phi d t \\
& =\int_{0}^{1} f_{\Phi}(\phi) \int_{\phi}^{t^{*}} f_{T_{b}}(t) d t d \phi . \tag{38}
\end{align*}
$$

This expression can be used to compute $p_{0}$ under any $\rho, P_{J}$, $|h|^{2},\left|g_{A}\right|^{2}$ and $\left|g_{B}\right|^{2}$. A special case of the above is as follows:

Property 9: If $P_{J}$ is large and $\rho$ is small so that $t^{*} \ll 1$, and $M \geq 2$, then

$$
\begin{align*}
p_{0} & \approx \int_{0}^{t^{*}} f_{T_{b}}(t)(M-1) t d t=(M-1) \mathcal{E}\left\{T_{b}\right\} \\
& <(M-1) t^{*}=(M-1) \rho \frac{\left|g_{A}\right|\left|g_{B}\right|}{|h|^{2}}, \tag{39}
\end{align*}
$$

and for a large $M$,

$$
\begin{equation*}
p_{0} \approx M \rho \frac{\left|g_{A}\right|\left|g_{B}\right|}{|h|^{2}} \min \left\{\frac{a^{\prime}}{b^{\prime}}, \frac{b^{\prime}}{a^{\prime}}\right\} . \tag{40}
\end{equation*}
$$

This property says that with a large $P_{J}$, one can always keep $p_{0}$ small by keeping $(M-1) \rho$ small. It is also important to note that the upper bound on $p_{0}$ shown in (39) is invariant to any CSI of Eves. The result of (40) implies that for large $M$, large $P_{J}$ and small $\rho$, the most harmful Eve is at a location where $a^{\prime}=b^{\prime}$, i.e., $\frac{a}{\left|g_{A}\right|}=\frac{b}{\left|g_{B}\right|}$. When $\left|g_{A}\right|=\left|g_{B}\right|$, such a location is at the half-way between Alice and Bob. (Although $p_{0}$ here is constant for all Eves on the $y$-axis, the secrecy capacity $S$ increases as Eve moves away along the $y$-axis from the origin.)

For the special case of $M=1$, it is known that $\Phi=1$, i.e., $f_{\Phi}(x)=\delta(x-1)$.

Property 10: For $M=1$,

$$
\begin{equation*}
p_{0}=\mathcal{P}\left\{1 \leq T_{b}\right\}=\int_{1}^{t^{*}} f_{T_{b}}(t) d t \tag{41}
\end{equation*}
$$

where $f_{T_{b}}(t)$ is given by (31). Here, $p_{0}$ is zero iff $t^{*} \leq 1$.
Note that for $M=1$, one can keep $p_{0}=0$ exactly by keeping $t^{*} \leq 1$. But for $M>1$, it is unavoidable to have $p_{0}>0$ although one can make $p_{0}$ small by having a small $\rho(M-1)$.

The above properties have shown something rather encouraging in terms of the secrecy capacity of two single-antenna users against multi-antenna Eves. In other words, provided that $P_{J}$ is large enough and $\rho$ is small enough, one can keep $p_{0}$ small. This motivates us to look into $\mathcal{S}$ based on the OMF at Eve, as shown next.

## C. Properties of $\mathcal{S}$ Based on OMF

Now consider $\mathcal{S}$ defined in (14)-(16) with $S N R_{A, E}$ and $S N R_{B, E}$ replaced by $S N R_{A, E, o}$ and $S N R_{B, E, o}$ respectively. One can verify that $\mathcal{S}=0$ iff $\Phi \leq T_{o}$ where

$$
\begin{equation*}
T_{o}=\min \left\{Z_{A, B}, Z_{B, A}\right\} \tag{42}
\end{equation*}
$$

where $Z_{A, B}=\left(\frac{c_{0}}{X_{B}}+\frac{1}{a}\right)\left(a-\frac{c_{B}}{X_{A}}\right), \quad Z_{B, A}=\left(\frac{c_{0}}{X_{A}}+\frac{1}{b}\right)(b-$ $\left.\frac{c_{A}}{X_{B}}\right), c_{0}=\frac{1}{a b P_{J}}, c_{B}=\frac{|h|^{2}}{1+\rho\left|g_{B}\right|^{2} P_{J}}$ and $c_{A}=\frac{|h|^{2}}{1+\rho\left|g_{A}\right|^{2} P_{J}}$. Obviously, there is a nonzero probability for $T_{o}<0$.

Property 11: Let $F_{T_{o}}(t)$ be the CDF of $T_{o}$, and $f_{T_{o}}(t)$ be the PDF of $T_{o}$. Then,

$$
\begin{align*}
\mathcal{P}\{\mathcal{S}=0\} & =\int_{0}^{1} f_{\Phi}(\phi) d \phi \int_{\phi}^{\infty} f_{T_{o}}(t) d t \\
& =1-\int_{0}^{1} f_{\Phi}(\phi) F_{T_{o}}(\phi) d \phi \tag{43}
\end{align*}
$$

where $f_{\Phi}(x)$ is given by (37), and $F_{T_{o}}(t)$ for $t<1$ is given by (49). Furthermore, $\mathcal{P}\left\{T_{o}>1\right\}>0$ iff $t^{*}>1$ where $t^{*}$ is defined in (27).

Proof: In the following, both the proof and a discussion are provided. The CDF of $T_{o}$ is

$$
\begin{equation*}
F_{T_{o}}(t)=\mathcal{P}\left\{T_{o} \leq t\right\}=1-\mathcal{P}\left\{T_{o}>t\right\} \tag{44}
\end{equation*}
$$

where $T_{o}>t$ is equivalent to

$$
\left\{\begin{array}{l}
a c_{0} X_{A}-\frac{c_{B}}{a} X_{B}+(1-t) X_{A} X_{B}>c_{0} c_{B}  \tag{45}\\
b c_{0} X_{B}-\frac{c_{A}}{b} X_{A}+(1-t) X_{A} X_{B}>c_{0} c_{A}
\end{array}\right.
$$

Assume $t<1$. Then, the first inequality in (45) implies

$$
\begin{equation*}
X_{B}<\frac{a c_{0} X_{A}-c_{0} c_{B}}{\frac{c_{B}}{a}-(1-t) X_{A}} \tag{46}
\end{equation*}
$$

if $0 \leq X_{A}<\frac{c_{B}}{a(1-t)}$, or

$$
\begin{equation*}
X_{B}>\frac{a c_{0} X_{A}-c_{0} c_{B}}{\frac{c_{B}}{a}-(1-t) X_{A}} \tag{47}
\end{equation*}
$$

if $X_{A}>\frac{c_{B}}{a(1-t)}$. The second inequality in (45) implies that

$$
\begin{equation*}
X_{B}>\frac{c_{0} c_{A}+\frac{c_{A}}{b} X_{A}}{b c_{0}+(1-t) X_{A}} \tag{48}
\end{equation*}
$$

for all $X_{A} \geq 0$. The above conditions are illustrated in Fig. 2. Let $\left(x^{*}, y^{*}\right)$ be two positive numbers such that (45) hold with inequalities replaced by equalities and $\left(X_{A}, X_{B}\right)=\left(x^{*}, y^{*}\right)$. Namely, $x^{*}$ is the positive solution to $k_{2} x^{2}+k_{1} x+k_{0}=0$ where $k_{2}=-\frac{c_{A}}{b}(1-t)-a c_{0}(1-t), k_{1}=-a b c_{0}^{2}+\frac{c_{A} c_{B}}{a b}+$ $c_{0} c_{B}(1-t)-c_{0} c_{A}(1-t)$ and $k_{0}=b c_{0}^{2} c_{B}+\frac{c_{0} c_{A} c_{B}}{a}$.

As illustrated in Fig. 2, one has $\frac{c_{B}}{a}<x^{*}<\frac{c_{B} a}{a(1-t)}$. Therefore, for $t<1$,

$$
\begin{align*}
F_{T_{o}}(t)= & 1-\int_{x^{*}}^{\frac{c_{B}}{a(1-t)}} d x \int_{\frac{c_{0} c_{A}+\frac{c_{A}}{b} x}{b c_{0}+(1-t) x}}^{\frac{\frac{a c_{0} x-c_{0} c_{B}}{c_{B}-(1) x}}{e}} f_{X_{A}}(x) f_{X_{B}}(y) d y \\
& -\int_{\frac{c_{B}}{a(1-t)}}^{\infty} d x \int_{\frac{c_{0} c_{A}+\frac{c_{A}}{b} x}{b c_{0}+(1-t) x}}^{\infty} f_{X_{A}}(x) f_{X_{B}}(y) d y \tag{49}
\end{align*}
$$

Note that $x^{*}$ is also function of $t$. The PDF $f_{T_{o}}(t)$ of $T_{o}$ can be found from $\frac{\partial}{\partial t} F_{T_{o}}(t)$. But the result is too tedious to be insightful and hence omitted. Given $F_{T_{o}}(t)$, one can compute $\mathcal{P}\{\mathcal{S}=0\}$ according to (43).

Now consider $t=1$. In this case, the two nonlinear terms in (45) vanish, which results in two linear inequalities. Furthermore, one can verify that both conditions in (45) can be satisfied at the same time with a nonzero probability iff $t^{*}>1$ (equivalently $a^{2} b^{2} c_{0}^{2}-c_{A} c_{B}>0$ ). If $t^{*}>1$, this nonzero probability is

$$
\begin{align*}
& \mathcal{P}\left\{T_{o}>1\right\} \\
& =\int_{\frac{b c_{0} c_{B}\left(a b c_{0}+c_{A}\right)}{a^{2} b^{2} c_{0}^{2}-c_{A} c_{B}}}^{\infty} d x \int_{\frac{c_{A}\left(b c_{0}+x\right)}{b^{2} c_{0}}}^{\frac{a c_{0}\left(a x-c_{B}\right)}{c_{B}}} f_{X_{A}}(x) f_{X_{B}}(y) d y . \tag{50}
\end{align*}
$$

When $t>1$, the first condition in (45) implies (46) for all $X_{A} \geq 0$, and the second condition in (45) implies (48) if $0 \leq$ $X_{A}<\frac{b c_{0}}{t-1}$, or the following:

$$
\begin{equation*}
X_{B}<\frac{c_{0} c_{A}+\frac{c_{A}}{b} X_{A}}{b c_{0}+(1-t) X_{A}} \tag{51}
\end{equation*}
$$

if $X_{A}>\frac{b c_{0}}{t-1}$. Illustrated in Fig. 3 are the two conditions in (45) with $t>1$ and $t^{*} \leq 1$, for which $\mathcal{P}\left\{T_{o}>t\right\}=0$.

For the special case of $M=1$, it is known that the properties of $\mathcal{S}$ must be independent of the choice of $T_{b}$ or $T_{o}$ since the BMF and the OMF are now equivalent. For $M=1$, it follows that $\Phi=1$ and hence $p_{0}=\mathcal{P}\left\{1 \leq T_{b}\right\}=\mathcal{P}\left\{1 \leq T_{o}\right\}$, which holds despite the fact that $T_{b}$ and $T_{o}$ are still different random variables. Indeed, for $M=1$, it follows that

$$
p_{0}=\int_{1}^{t^{*}} f_{T_{b}}(t) d t=\mathcal{P}\left\{T_{o}>1\right\}=\left\{\begin{array}{l}
>0, t^{*}>1  \tag{52}\\
=0, t^{*} \leq 1
\end{array}\right.
$$

For any integer $M \geq 1, T_{b}$ is no larger than $t^{*}$, but $T_{o}$ is not bounded by $t^{*}$. One can make $t^{*}$ small by choosing large $P_{J}$ and small $\rho$, which in turn makes $T_{b}$ small statistically. But for $T_{o}$, one can show:

Property 12: With probability one,

$$
\begin{equation*}
\lim _{P_{J} \rightarrow \infty} T_{o}=1+\mathcal{O}\left(\frac{1}{P_{J}}\right) \tag{53}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{M \rightarrow \infty} T_{o}=1+\mathcal{O}\left(\frac{1}{M}\right) \tag{54}
\end{equation*}
$$

Proof: Here, (53) follows from (42) and the fact that $c_{0}, c_{A}$ and $c_{B}$ all decrease towards zero in the order of $\mathcal{O}\left(\frac{1}{P_{J}}\right)$ as $P_{J}$ becomes larger. This holds regardless of any fixed value of $\rho$. (54) also follows from (42) where both $X_{A}$ and $X_{B}$ converges to their means equal to $M$ statistically as $M$ increases.

Since the mean of $\Phi$ is $\frac{1}{M}$, the probability of zero secrecy $\mathcal{P}\left\{\Phi \leq T_{o}\right\}$ based on the OMF at a multi-antenna Eve is generally high for any $P_{J}$. One can verify that if $P_{J}=0$, $\mathcal{P}\left\{\Phi \leq T_{o}\right\}=\left(1-F_{X_{A}}\left(\frac{|h|^{2}}{a}\right)\right)\left(1-F_{X_{B}}\left(\frac{|h|^{2}}{b}\right)\right)$.

Note that for the OMF, Eve needs to know the complete CSI: $\mathbf{h}_{A}, \mathbf{h}_{B}, a, b$ and $P_{J}$. One can further investigate the sensitivity of the secrecy capacity to the errors in the knowledge of the CSI. It is obvious from $\mathbf{R}_{A, E}^{-1}$ and $\mathbf{R}_{B, E}^{-1}$ (e.g., see (7)) that the above results are not sensitive to the errors in the knowledge of $a, b$ and $P_{J}$ provided that $P_{J}$ is large or $M$ is large. But the knowledge of $\mathbf{h}_{A}$ and $\mathbf{h}_{B}$ is essential for eavesdropping. This motivates the next section on ANECE.

## III. ANECE

The insights shown in the previous section motivate the need of ANECE, for which a novel method is presented next.

## A. Two-User Case

Let both Alice and Bob transmit their channel-estimation pilots simultaneously. (Such pilots cannot be secrets in general especially if they are standardized and hence accessible by third parties.) And they receive the following signals, respectively,

$$
\begin{align*}
& y_{A}(k)=h \sqrt{P_{T}} p_{B}(k)+\sqrt{\rho P_{T}} g_{A} w_{A}(k)+n_{A}(k)  \tag{55}\\
& y_{B}(k)=h \sqrt{P_{T}} p_{A}(k)+\sqrt{\rho P_{T}} g_{B} w_{B}(k)+n_{B}(k) \tag{56}
\end{align*}
$$

where $k=1, \ldots, K$ is the time index, $\sqrt{P_{T}} p_{A}(k)$ is the training pilots sent from Alice, $\sqrt{P_{T}} p_{B}(k)$ is that from Bob, $\sqrt{\rho P_{T}} g_{A} w_{A}(k)$ is the RSI noise at Alice, $\sqrt{\rho P_{T}} g_{B} w_{B}(k)$ is that at Bob, and $n_{A}(k)$ and $n_{B}(k)$ are the background noises.

As discussed before, it is reasonable to assume that $w_{A}(k)$, $w_{B}(k), n_{A}(k)$ and $n_{B}(k)$ are mutually independent, white, and have zero means and unit variances. Note that no assumption on the shapes of $p_{A}(k)$ and $p_{B}(k)$ has been made yet.

Alice is interested in the two unknowns: $h$ and $\left|g_{A}\right|$, both of which are generally affected by the surrounding multipath. Define the vectors $\mathbf{y}_{A}$ and $\mathbf{p}_{B}$ stacked from $y_{A}(k)$ and $p_{B}(k)$, respectively, for all $k=1, \ldots, K$. Assuming Gaussian distributions of all noises, the joint maximum likelihood estimation (MLE) estimates of $h$ and $\left|g_{A}\right|$ given $\mathbf{y}_{A}$ and $\mathbf{p}_{B}$ at Alice can be shown (as in the Appendix) to be $\hat{h}=\frac{\mathbf{p}_{B}^{H} \mathbf{y}_{A}}{\sqrt{P_{T}}\left\|\mathbf{p}_{B}\right\|^{2}}$ and

| From A | Pilot A | Secret from A to B | time |  |
| :--- | :--- | :--- | :--- | :---: |
| From B | Pilot B |  | Secret from B to A |  |

Fig. 4. Shown here is an example of the structure of two packets simultaneously sent by Alice and Bob. Each packet has a pilot and a payload. (The pilot and payload samples of each packet can be interleaved via a common permutation.) The two pilots (i.e., $\left.p_{A}(k)=p_{B}(k)\right)$ are used for channel estimation by both Alice and Bob at the same time, and the two payloads (i.e., $x_{A}(k)$ and $\left.x_{B}(k)\right)$ contain secret information. Eve also knows the pilots but is unable to estimate its CSI (e.g., see (58) with $p_{A}(k)=p_{B}(k)$ ). Obviously, when equipped with ideal or near-ideal full-duplex radios, the users would not need to schedule their payloads orthogonally in time, which hence further inhibits eavesdropping.
$\left|\hat{g}_{A}\right|^{2}=\frac{1}{\rho P_{T}}\left(\frac{\left\|\mathbf{y}_{A}-\hat{h} \sqrt{P_{T}} \mathbf{p}_{B}\right\|^{2}}{K}-1\right)$. Also, $\hat{h}$ is unbiased and has the variance:

$$
\begin{equation*}
\operatorname{var}\{\hat{h}\}=\frac{\rho P_{T}\left|g_{A}\right|^{2}+1}{P_{T}\left\|\mathbf{p}_{B}\right\|^{2}} \tag{57}
\end{equation*}
$$

The MLE of $h$ and $\left|g_{A}\right|$ are consistent as long as $\left\|\mathbf{p}_{B}\right\|^{2}$ increases with $K$. The simplest choice of $p_{B}(k)$ is such that $\left|p_{B}(k)\right|=1$ for all $k=1, \ldots, K$, for which $\left\|\mathbf{p}_{B}\right\|^{2}=K$. In practice, $\rho$ and $K$ should be such that $\operatorname{var}\{\hat{h}\}$ is small enough. Obviously, for a given required $\operatorname{var}\{\hat{h}\}$, the smaller is $\rho$, the smaller is the value of $K$ that one can allow.

At the same time as Alice performs the above estimation, Bob can perform a similar consistent estimation of $h$ and $\left|g_{B}\right|$ based on $y_{B}(k)$ and $p_{A}(k)=1$ for all $k=1, \ldots, K$.

Now let us consider the signal received by Eve, which is

$$
\begin{equation*}
\mathbf{y}_{E}(k)=\mathbf{h}_{A} \sqrt{a P_{T}} p_{A}(k)+\mathbf{h}_{B} \sqrt{b P_{T}} p_{B}(k)+\mathbf{n}_{E}(k) \tag{58}
\end{equation*}
$$

where $k=1, \ldots, K$. If one uses $p_{A}(k)=p_{B}(k)$ for all $k$, then $\mathbf{y}_{E}(k)=\left(\sqrt{a} \mathbf{h}_{A}+\sqrt{b} \mathbf{h}_{B}\right) \sqrt{P_{T}} p_{A}(k)+\mathbf{n}_{E}(k)$. In this case, the two vectors $\mathbf{h}_{A}$ and $\mathbf{h}_{B}$ are not identifiable from $\mathbf{y}_{E}(k)$ with $k=1, \ldots, K$ unless there is some prior knowledge of the two vectors. Only if $a \gg b$ (Eve is very close to Alice in terms of channel gain), then can Eve have a reasonable estimate of $\mathbf{h}_{A}$ but not $\mathbf{h}_{B}$. And only if $b \gg a$ (Eve is very close to Bob), then can Eve have a reasonable estimate of $\mathbf{h}_{B}$ but not $\mathbf{h}_{A}$. Otherwise, Eve cannot estimate any of the two vectors.

Note that if the reciprocal property of the channel between Alice and Bob holds, once Alice and Bob have found $h$, they already have some level of shared secret information unknown to Eve. Due to noise, any estimate of $h$ needs to be quantized at Alice and Bob (although separately) according to a pre-determined scheme in order for them to obtain the same quantized estimate of $h$ with high probability. The amount of secret bits shared by Alice and Bob after the estimation of $h$ is upper bounded by the mutual information between $y_{A}(k)$ and $y_{B}(k)$. Such an analysis is available in [39].

In mobile applications, channel estimation pilot is in general an integral part of a data packet. This is because CSI varies significantly from one packet to the next due to mobility. The change of CSI is also often caused by imperfections of circuits (including carrier frequency offset). An example of a simplified packet structure based on the above channel estimation method is illustrated in Fig. 4.

Let us revisit (2) with $P_{J}=0$ but for Eves without the knowledge of their CSI with respect to Alice and Bob, i.e.,

$$
\begin{equation*}
\mathbf{y}_{A, E}(k)=\sqrt{a P_{T}} \mathbf{h}_{A} x_{A}(k)+\mathbf{n}_{A, E}(k) \tag{59}
\end{equation*}
$$

where $\mathbf{h}_{A}$ is unknown and $k=1, \ldots, K$. In order for Eve to obtain any information from Alice, Eve now has to do blind estimation of $x_{A}(k)$. However, with unknown $\mathbf{h}_{A}$, the sequence $\left\{x_{A}(k)\right\}$ is not identifiable from the sequence $\left\{\mathbf{y}_{A, E}(k)\right\}$ due to a complex scalar ambiguity [35]-[37]. For security against eavesdropping, the ambiguity of the blind problem should be maximally exploited to degrade the capacity of Eve. It is shown in Appendix B that the capacity of Eve without CSI to receive information from a transmitter can be degraded severely by some coding scheme used at the transmitter. In particular, if $P_{T}$ is large, the secrecy capacity between users over a short time interval can generally be made relatively close to the channel capacity between users.

If Eve is very close to Alice such that $a \gg b$, Eve can estimate $\mathbf{h}_{A}$ but not $\mathbf{h}_{B}$. This Eve can potentially (if it also knows the code book used by Alice) receive the secret key sent from Alice in phase 1, but not the secret key sent from Bob in phase 2. A similar statement holds if Eve is very close to Bob. Hence, even in the extreme cases, no Eve can steal both secret keys.

If there is a sufficient radius around each of Alice and Bob within which there is no Eve (i.e., $\max \left\{\frac{a}{b}, \frac{b}{a}\right\}$ is not too large), then no Eve can have a good estimate of any of the two vectors $\mathbf{h}_{A}$ and $\mathbf{h}_{B}$. In this case, each of the two keys exchanged between Alice and Bob is secure even if all Eves try to collude. This is because physical layer collusion among Eves without knowing their CSI can be made infeasible as discussed in Appendix B.

Property 13: With the proposed two-user channel estimation method in an environment where the CSI of Eves is previously unknown to them, the secrecy capacity of the two users against all Eves over a short time interval can be made close to the channel capacity between the users.

With a single antenna on each user, the short time interval corresponds to a single sample ${ }^{2}$ (or two samples) if the payloads are scheduled orthogonally (or concurrently). To increase the amount of secret information, the users could increase their transmission power (or use a repetition code). Alternatively, both users could use smart antennas to change their CSI for each of several new cycles of channel estimation and secret key transmissions. Obviously, to precisely quantify the overall secrecy capacity, one also needs to take into account the overhead of channel estimation.

If Eve knows the large-scale fading of its CSI with respect to Alice and Bob (i.e., $a$ and $b$ ) and also knows a reliable statistical model of $\mathbf{h}_{A}$ and $\mathbf{h}_{B}$, then Eve can try to estimate $\mathbf{h}_{A}$ and $\mathbf{h}_{B}$ based on $\mathbf{y}_{E}(k)$ received during training or based on an estimate of $\mathbf{h}_{E} \doteq \sqrt{a} \mathbf{h}_{A}+\sqrt{b} \mathbf{h}_{B}$. Such an example is shown in Appendix C. But in practice, the statistical model of a channel at an arbitrary location is very difficult to establish accurately.

With a partial knowledge of $\mathbf{h}_{A}$, for example, there is in theory a positive capacity $C_{A, E}$ from Alice to Eve. Assuming one sample per coherent period of $\mathbf{h}_{A}$, a lower bound and an upper bound of $C_{A, E}$ can be translated from equations (61) and (62) in [40] respectively. The lower bound diminishes to zero if the mean of $\mathbf{h}_{A}$ is much smaller than its variance, and the upper

[^2]bound corresponds to the case where $\mathbf{h}_{A}$ is completely known to Eve.

On the other hand, if $K$ in (59) is large (i.e., a large number of samples per coherent period of $\mathbf{h}_{A}$ ), then the averaged capacity from Alice to Eve without knowledge of $\mathbf{h}_{A}$ could in theory approach the capacity from Alice to Eve with knowledge of $\mathbf{h}_{A}$. This is because the amount of ambiguity associated with an unknown scalar becomes negligible when compared to the total amount of information carried by $x_{A}(k)$ for large $K$. One can verify this by reconsidering (88) in Appendix B. For example, if $M_{A}=M_{E}=1$, and $\mathbf{x}(k)$ is i.i.d. and has constant modulus, then the equality in (88) holds (since $\mathbf{H x}(k)$ is now Gaussian distributed), and the second term in (88) diminishes to zero as $K$ increases, which leads to $C_{A, E}=\log _{2}\left(1+\sigma_{x}^{2} \sigma_{h}^{2}\right)$. But it is important to note that this capacity is achievable only if there is a joint coding (between Alice and Eve) over many of such large independent blocks (each corresponding to an independent realization of $\mathbf{H}$ ). Blind detection is not a trivial problem as shown in [37] where a single block is considered, and no method can resolve the ambiguity inherent in the problem unless there is additional side information.

Once the secret keys have been shared between the users, they could switch back to conventional modes of communications and still maintain secrecy through network-layer cryptography. The frequency band used for the key exchange can also be different from that for normal communications, and hence the required full-duplex radio can be implemented in any frequency band.

In Appendix D, an extension of the above channel estimation method to the case of multi-input multiple-output (MIMO) user channels is presented.

## B. Multi-User Case

This section considers a multi-user problem where multiple ( $N \geq 3$ ) full-duplex single-antenna users want to share their secret keys with each other. If the number of users is large and multi-hop transmissions are necessary, the problem is complex and needs to be treated separately. Related works on this subject include [30]-[33]. But the focus here is on a single-hop multi-user wireless network, where every user is within a single transmission range of any other user.

Extending the channel estimation method presented in the previous section, there are now $N$ users transmitting their packets simultaneously. The packet from the $i$ th user consists of a pilot $p_{i}(k)$ and a payload $x_{i}(k)$ where $i=1, \ldots, N$. At the same time that user $i$ transmits $p_{i}(k)$ and $x_{i}(k)$, user $i$ also receives

$$
\begin{equation*}
y_{i}(k)=\sum_{j \neq i} h_{j, i} \sqrt{P_{T}} p_{j}(k)+\sqrt{\rho P_{T}} g_{i} w_{i}(k)+n_{i}(k) \tag{60}
\end{equation*}
$$

in the pilot region, and

$$
\begin{equation*}
y_{i}(l)=\sum_{j \neq i} h_{j, i} \sqrt{P_{T}} x_{j}(l)+\sqrt{\rho P_{T}} g_{i} w_{i}(l)+n_{i}(l) \tag{61}
\end{equation*}
$$

in the payload region. Here, $h_{j, i}$ is the CSI (including both large-scale and small-scale fading) from user $j$ to user $i$, and all other notations are obviously defined. Also at the same time, the signals received by any Eve with $M$ antennas can be
expressed as

$$
\begin{equation*}
\mathbf{y}_{E}(k)=\sum_{j=1}^{N} \mathbf{h}_{j, E} \sqrt{P_{T}} p_{j}(k)+\mathbf{n}_{E}(k) \tag{62}
\end{equation*}
$$

in the pilot region, and

$$
\begin{equation*}
\mathbf{y}_{E}(l)=\sum_{j=1}^{N} \mathbf{h}_{j, E} \sqrt{P_{T}} x_{j}(l)+\mathbf{n}_{E}(l) \tag{63}
\end{equation*}
$$

in the payload region.
To simplify the notations, one can stack all $y_{i}(k), k=$ $1, \ldots, K$, vertically into a column vector $\mathbf{y}_{i}$, and all $\mathbf{y}_{E}(k)$, $k=1, \ldots, K$, horizontally into a matrix $\mathbf{Y}_{E}$, and rewrite (60) and (62) as

$$
\begin{align*}
\mathbf{y}_{i} & =\sqrt{P_{T}} \mathbf{P}_{i} \mathbf{h}_{i}+\sqrt{\rho P_{T}} g_{i} \mathbf{w}_{i}+\mathbf{n}_{i}  \tag{64}\\
\mathbf{Y}_{E} & =\sqrt{P_{T}} \mathbf{H}_{E} \mathbf{P}^{T}+\mathbf{N}_{E} \tag{65}
\end{align*}
$$

where $\mathbf{P}=\left[\mathbf{p}_{1}, \ldots, \mathbf{p}_{N}\right]$ is the $K \times N$ pilot matrix shared by all users, the $i$ th column of which is the pilot sent from user $i$ (i.e., $\left.\mathbf{p}_{i}=\left[p_{i}(1), \ldots, p_{i}(K)\right]^{T}\right), \mathbf{P}_{i}$ of $K \times(N-1)$ is $\mathbf{P}$ with its $i$ th column removed, $\mathbf{h}_{i}$ of $(N-1) \times 1$ is the CSI vector of user $i$ with respect to all other users, and the $j$ th column of the $M \times N$ matrix $\mathbf{H}_{E}$ is the CSI vector $\mathbf{h}_{j, E}$ of Eve with respect to user $j$. In order for all users to be able to identify their CSI locally, it is necessary and sufficient that each $\mathbf{P}_{i}$ has the fullcolumn rank $N-1$. In order to make Eve unable to identify its CSI, it is necessary and sufficient that $\mathbf{P}$ (of $N$ columns) has a rank no larger than $N-1$.

An ideal choice of $\mathbf{P}$ is as follows. Let $K=k_{0}(N-1)$ where $k_{0}$ is an integer and $\mathbf{P}$ is

$$
\begin{equation*}
\mathbf{P}=\left[\mathbf{Q}^{T}, \ldots, \mathbf{Q}^{T}\right]^{T} \tag{66}
\end{equation*}
$$

where the $(m, l)$ th element of the $(N-1) \times N$ matrix $\mathbf{Q}$ is

$$
\begin{equation*}
(\mathbf{Q})_{m, l}=e^{-j 2 \pi \frac{(m-1)(l-1)}{N}} \tag{67}
\end{equation*}
$$

with $1 \leq m \leq N-1,1 \leq l \leq N$, and $j=\sqrt{-1}$. ( $j$ is also used elsewhere as an integer which should be clear in the context.) It is easy to verify that the rank of $\mathbf{P}$ is $N-1$; every column of $\mathbf{P}$ has the same norm $\sqrt{K}=\sqrt{k_{0}(N-1)}$; and the normalized inner product between the $i$ th and $l$ th (distinct) columns of $\mathbf{P}$ is

$$
\begin{equation*}
\frac{\mathbf{p}_{i}^{H} \mathbf{p}_{l}}{\left\|\mathbf{p}_{i}\right\|\left\|\mathbf{p}_{l}\right\|}=\frac{-1}{N-1} e^{j 2 \pi \frac{(i-l)(N-1)}{N}}, \tag{68}
\end{equation*}
$$

the magnitude of which is the same for all pairs of the columns of $\mathbf{P}$. In a sense, all columns of $\mathbf{P}$ are equally spaced from each other in a $(N-1)$-dimensional subspace. This is why the above $\mathbf{P}$ is considered to be ideal.

The MLE of $\mathbf{h}_{i}$ from $\mathbf{y}_{i}$ at user $i$ is

$$
\begin{equation*}
\hat{\mathbf{h}}_{i}=\frac{1}{\sqrt{P_{T}}} \mathbf{P}_{i}^{+} \mathbf{y}_{i} \tag{69}
\end{equation*}
$$

where $\mathbf{P}_{i}^{+}=\left(\mathbf{P}_{i}^{H} \mathbf{P}_{i}\right)^{-1} \mathbf{P}_{i}^{H}$. Furthermore, one can verify that

$$
\begin{equation*}
\mathbf{P}_{i}^{H} \mathbf{P}_{i}=k_{0}\left(N \mathbf{I}-\mathbf{e}_{i} \mathbf{e}_{i}^{H}\right) \tag{70}
\end{equation*}
$$

where $\left(\mathbf{e}_{i}\right)_{l}=e^{j 2 \pi \frac{m_{i, l}(N-1)}{N}}$ with $m_{i, l}$ being an integer dependent on $i=1, \ldots, N$ and $l=1, \ldots, N-1$. It follows that

$$
\begin{equation*}
\left(\mathbf{P}_{i}^{H} \mathbf{P}_{i}\right)^{-1}=\frac{1}{k_{0} N}\left(\mathbf{I}+\mathbf{e}_{i} \mathbf{e}_{i}^{H}\right) \tag{71}
\end{equation*}
$$

| From A | Pilot A | Key from A to B,C | time |  |
| :---: | :---: | :---: | :---: | :---: |
| From B | Pilot B |  | Key from B to A, C |  |
| From C | Pilot C |  |  | Key from C to A, B |

Fig. 5. An example of structure of packets from three users where the payload structure is such that each user can transmit a secret key to all other users in a given payload region.
and hence the computation for $\hat{\mathbf{h}}_{i}$ is very simple.
The estimate $\hat{\mathbf{h}}_{i}$ is unbiased and has the covariance matrix $\frac{\rho P_{T}\left|g_{i}\right|^{2}+1}{P_{T}}\left(\mathbf{P}_{i}^{H} \mathbf{P}_{i}\right)^{-1}$. The MLE of $\left|g_{i}\right|^{2}$ is

$$
\begin{equation*}
\left|\hat{g}_{i}\right|^{2}=\frac{\frac{1}{K}\left\|\mathbf{y}_{i}-\sqrt{P_{T}} \mathbf{P}_{i} \hat{\mathbf{h}}_{i}\right\|^{2}-1}{\rho P_{T}} \tag{72}
\end{equation*}
$$

Both $\hat{\mathbf{h}}_{i}$ and $\left|\hat{g}_{i}\right|^{2}$ are consistent estimates with respect to $k_{0}$.
Because of $\mathbf{P}$ being of rank $N-1$, there is a null vector $\mathbf{h}_{0}$ such that $\mathbf{P h}_{0}=0$. Then, $\mathbf{Y}_{E}$ is unchanged if $\mathbf{H}_{E}$ is replaced by $\mathbf{H}_{E}+\mathbf{c}_{0} \mathbf{h}_{0}^{T}$ where $\mathbf{c}_{0}$ is any $M \times 1$ complex vector. Hence, given $\mathbf{Y}_{E}$ at Eve, $\mathbf{H}_{E}$ is not identifiable. If the range of $\mathbf{H}_{E}^{T}$ does not include $\mathbf{h}_{0}$, then $\mathbf{H}_{E}$ would be identifiable. But for a random $\mathbf{H}_{E}$, that assumption holds with probability zero.

It should be noted that the above discussion assumes that Eve has no statistical knowledge of $\mathbf{H}_{E}$, which is often the case in practice especially if Eve does not know its large-scale fading with respect to the users. Otherwise, if an Eve knows the statistics of $\mathbf{H}_{E}$, the linear minimum mean squared error (LMMSE) estimation of it, for example, can be easily applied, and there is a nonzero capacity from any of the users to the Eve although this capacity can be degraded greatly by the uncertainty of $\mathbf{H}_{E}$.

If the payloads $x_{i}(l)$ from all users are not overlapping in time, one can write from (61) that

$$
\begin{equation*}
y_{i}\left(l_{j}\right)=h_{j, i} \sqrt{P_{T}} x_{j}\left(l_{j}\right)+n_{i}\left(l_{j}\right) \tag{73}
\end{equation*}
$$

where $i \neq j, l_{j}$ is the time index where $x_{j}\left(l_{j}\right) \neq 0$ (but $x_{m}\left(l_{j}\right)=$ 0 with $m \neq j$ ). Also note that $w_{i}\left(l_{j}\right)=0$ due to $x_{i}\left(l_{j}\right)=0$. The secrecy capacity from user $j$ to user $i$ against any Eve who does not know $\mathbf{h}_{j, E}$ can be made relatively close to $\log _{2}(1+$ $P_{T}\left|h_{j, i}\right|^{2}$ ) subject to a high power and a short period of time as in the two-users case. This choice of non-overlapping payloads is effective for each user to broadcast a secret key to all other users. An example of the packet structure is shown in Fig. 5.

With the multi-user channel estimation method shown above, each user obtains its CSI with respect to all other users. With the reciprocal property, the CSI obtained by each user is the CSI of both to and from all other users. Namely, $h_{j, i}$ for all $j \neq i$ obtained by user $i$ are the same as $h_{i, j}$ for all $j \neq i$. If all users broadcast their estimated CSI using non-overlapping payloads, then every user will know the global CSI. This could allow any subset of users to transmit to another user in a multiple-access fashion in another set of transmissions. An illustration of this idea is shown in Fig. 6. For example, if users 1 and 2 simultaneously send $x_{1}$ of power $P_{1}$ and $x_{2}$ of power $P_{2}$ to user 3 , then user 3 can receive the information from them at the rate given by $\log _{2}\left(1+\left|h_{1,3}\right|^{2} P_{1}+\left|h_{2,3}\right|^{2} P_{2}\right)$ [29]. Ideally, the users could also share each other's received signals secretively to


Fig. 6. An example of structure of packets from three users where the payloads are overlapped to allow multiple access transmissions.
form virtual MIMO among them. But this could require excessive overheads due to relatively long pilots required for ANECE. But if all channels stay static after the initial ANECE, and the users can receive each other's information without further use of pilots, then the above is a feasible notion. Naturally, this is under the assumption that Eve cannot perform its channel estimation without receiving a pilot-driven signal.

Shown in Appendix E is an extension of the above channel estimation idea to the MIMO case. Shown in Appendix F is a broadband OFDM-based MIMO channel estimation method against eavesdropping.

In practice, users cannot rely on full-duplex for all transmissions. For example, in order to initiate the proposed ANECE, users may need to communicate with each other to set up the time for channel estimation. ${ }^{3}$ If users do not change to a new frequency or new antenna positions (including possibly antenna orientations and polarizations) before they start the ANECE, the packets they sent previously (which typically contain pilots) could be used by Eve for channel estimation. So, users must do something to alter the CSI of Eves before they transmit packets simultaneously for ANECE. If one also needs to prevent Eves from finding their large-scale fading with respect to the users, the users (such as drones) must also move to new locations before the ANECE is conducted at a pre-agreed time. Of course, such a requirement will have an impact on the scope of possible applications.

As shown earlier, no Eve is able to identify its CSI with respect to all users when the users apply the ANECE. But if an Eve is much closer to a user than to all other users, the Eve may be able to approximately identify its CSI with respect to this user and hence may succeed in eavesdropping this user. Furthermore, if an Eve is much closer to a subset of users than to all other users, then the Eve may succeed in eavesdropping this subset of users. In order to avoid this situation, the distribution of the users should be such that the ratio of the maximum and minimum distances (or max-min ratio) between the users is below some pre-specified value. For a given number of points in 2D space, the minimum achievable max-min ratio is studied in [34]. For example, for 30 points in 2D space, the currently known minimum max-min ratio is 5.18 . This ratio is generally small enough to prevent any Eve from being much closer to more than one users than to all other users. For a given number of points, the minimum max-min ratio in 3D space is obviously even smaller than that in 2D space. With a fixed path loss exponent, the max-min ratio can be measured in terms of the large-scale fading gains between users. With a fixed distribution of users, a process of measuring the large-scale fading gains and computing the max-min ratio is desirable before the users are selected to

[^3]participate in a session of the ANECE and the corresponding sharing of secret information.

Provided that the max-min ratio of the users is not too high, the only way that an Eve can succeed in eavesdropping is when the Eve is very close to one of the users. Specifically, around user $i$, there is a region $\mathcal{A}_{i}$ within which an Eve could succeed in identifying its CSI with respect to this user and hence in stealing the secret sent by this user. And $\mathcal{A}_{i}$, and its size $\left|\mathcal{A}_{i}\right|$, are governed by the users that are the closest to user $i$. The closer are the nearby users around user $i$, the smaller is $\left|\mathcal{A}_{i}\right|$.

If some Eves are directional, the success of the ANECE requires the directional Eves to be sufficiently far away from the users so that the users appear clustered together from the perspective of any of the directional Eves. If some users are directional, then the directional users should either all face toward or all face away from any given Eve. This appears difficult to realize in practice. This paper is mainly concerned with omnidirectional users and Eves. The following property is easy to prove.

Property 14: Assume a sufficient constraint on the max-min ratio of the user distribution and the use of the proposed multiuser ANECE method. Also assume that the CSI of every Eve changes (or is previously unknown to itself) before the pilots are sent by all $N$ users, the users send secret keys to each other with orthogonal scheduling ${ }^{4}$, and user $i$ sends a secret key with the rate $R_{i}$ (in bits $/ \mathrm{s} / \mathrm{Hz}$ ) to all other users over a short time interval sufficient to suppress the capacity of Eves without CSI. Then:

1) If no Eve is close enough to any of the users to be able to identify its CSI, then the rate of secrecy shared by all users (not counting the overhead of pilots) against all Eves which may try to collude is $\frac{1}{N} \sum_{i=1}^{N} R_{i}$.
2) With respect to non-colluding Eves, some of which may be close enough to some of users, the rate of secrecy shared by all users is no smaller than $\frac{1}{N}\left(\sum_{i=1}^{N} R_{i}-\max _{j} R_{j}\right)$.
3) With respect to any group of colluding Eves, if not every user has an Eve close enough to identify its CSI, then the secret from at least one user is safe from eavesdropping and hence the rate of secrecy shared by all users is no smaller than $\frac{1}{N} \min _{i} R_{i}$.
4) If Eves are distributed randomly according to the Poisson distribution with $\lambda$ being the averaged number of Eves in a unit area, and $\mathcal{A}_{i}$ is the only region where an Eve can steal the secret sent from user $i$, then the probability for the overall secrecy to be zero, subject to collusion among Eves, is the probability that there is an Eve in every $\mathcal{A}_{i}$. This probability is $\Pi_{i=1}^{N}\left(1-e^{-\lambda\left|\mathcal{A}_{i}\right|}\right)$, which goes to zero as $N$ increases.

## IV. Conclusions

This paper has provided a novel perspective of the potential of full-duplex radio for securing wireless network against passive multi-antenna Eves at unknown locations. The paper shows that if a multi-antenna Eve (or a network of colluding Eves) is allowed to know its CSI with respect to the legitimate users, the secrecy capacity of the single-antenna users could degrade rapidly as the total number of antennas on Eve increases, regardless of the quality of full-duplex radio. This detrimental phenomenon of

[^4]decreasing secrecy capacity against Eve with increasing number of antennas is similar to that of all conventional setups where Eve knows its CSI, including those of multi-antenna users as in [44]-[45]. Motivated by this finding, this paper also presents a novel method for ANECE. This method allows all users to estimate their own CSI, but at the same time denies any Eve from finding their CSI with respect to any of the users subject to a mild constraint. This paper also shows that without knowing its CSI, Eve with any number of antennas can be virtually disabled over a time window. In other words, by using ANECE, the secrecy capacity between users against Eve with any number of antennas can increase without bound over such time window as the transmission power increases.

To mimic the ANECE property of full-duplex radio by using half-duplex (HD) radio, it would require one or more collaborative HD nodes to perform jamming against Eves ${ }^{5}$ during the transmission of pilot from a HD transmitter to a HD receiver. But the unknown locations of Eves and the constraints on jamming interference to the legitimate HD receivers would make the deployment of such collaborative HD nodes highly infeasible. Therefore, it seems reasonable to think that the ANECE method shown in this paper is a ground-breaking discovery useful to drive a full development of full-duplex radio for wireless network security.

Finally, it seems useful to note that explicit channel estimation is not always necessary for users to exchange secret information. Such an example in high SNR channel environment is available in [43]. Further development of this idea with exploitation of full-duplex radio is definitely a logical direction of research. One should also address such important questions as: whether and how can other approaches including [43] challenge the ANECEbased approach against Eve (or a network of colluding Eves) with virtually unlimited number of antennas, and how can the ANECE-based approach be further understood and improved?

## APPENDIX

## A. Proof of Lemma 1

It is known that $\Phi X_{B}=\frac{\left|\mathbf{h}_{A}^{H} \mathbf{h}_{B}\right|^{2}}{\left\|\mathbf{h}_{A}\right\|^{2}}$ which is the magnitudesquared of $\frac{\mathbf{h}_{A}^{H} \mathbf{h}_{B}}{\left\|\mathbf{h}_{A}\right\|} \doteq G_{B}$. The distribution of $G_{B}$ is

$$
\begin{equation*}
f_{G_{B}}\left(g_{B}\right)=\int f_{G_{B} \mid \mathbf{h}_{A}}\left(g_{B} \mid \mathbf{h}_{A}\right) f_{\mathbf{h}_{A}}\left(\mathbf{h}_{A}\right) d \mathbf{h}_{A} \tag{74}
\end{equation*}
$$

However, given $\mathbf{h}_{A}, G_{B}$ is complex Gaussian distributed with zero mean and unit variance. (A similar argument was made earlier.) In other words, the distribution of $G_{B}$ conditional on $\mathbf{h}_{A}$ is invariant to $\mathbf{h}_{A}$. Therefore, it follows from (74) that $f_{G_{B}}\left(g_{B}\right)=f_{G_{B} \mid \mathbf{h}_{A}}\left(g_{B} \mid \mathbf{h}_{A}\right)$ and its distribution is $\mathcal{C N}(0,1)$. Hence, $2 \Phi X_{B}$ is the standard Chi-squared of degree two, i.e.,

$$
\begin{equation*}
f_{2 \Phi X_{B}}(z)=\frac{1}{2} e^{-\frac{z}{2}} \tag{75}
\end{equation*}
$$

[^5]Since $\Phi$ and $X_{B}$ are independent, the PDF of their product can be shown to be $f_{2 \Phi X_{B}}(z)=\int_{0}^{1} f_{\Phi}(x) f_{2 X_{B}}\left(\frac{z}{x}\right) \frac{1}{x} d x$. Therefore,

$$
\begin{equation*}
\frac{1}{2} e^{-\frac{z}{2}}=\int_{0}^{1} f_{\Phi}(x) \frac{1}{2^{M} \Gamma(M)}\left(\frac{z}{x}\right)^{M-1} e^{-\frac{z}{2 x}} \frac{1}{x} d x \tag{76}
\end{equation*}
$$

Let $\mathbf{v}_{A}$ and $\mathbf{v}_{B}$ be two $N \times 1$ real-valued Gaussian random vectors with the distribution $\mathcal{N}(\mathbf{0}, \mathbf{I})$, it is known from equation (22) in [26] that $Q_{v} \doteq \frac{\mathbf{v}_{A}^{T} \mathbf{v}^{B}}{\left\|\mathbf{v}_{A}\right\|\left\|\mathbf{v}_{B}\right\|}$ has the following distribution:

$$
\begin{equation*}
f_{Q_{v}}(x)=\frac{1}{\sqrt{\pi}} \frac{\Gamma\left(\frac{N}{2}\right)}{\Gamma\left(\frac{N-1}{2}\right)}\left(1-x^{2}\right)^{\frac{N-3}{2}} \tag{77}
\end{equation*}
$$

where $|x|<1$ (and $N \geq 2$ ), and hence $P_{v} \doteq Q_{v}^{2}$ has the following distribution

$$
\begin{equation*}
f_{P_{v}}(x)=f_{Q_{v}}(\sqrt{x}) \frac{1}{\sqrt{x}}=\frac{1}{\sqrt{\pi}} \frac{\Gamma\left(\frac{N}{2}\right)}{\Gamma\left(\frac{N-1}{2}\right)}(1-x)^{\frac{N-3}{2}} \frac{1}{\sqrt{x}} \tag{78}
\end{equation*}
$$

where $0<x<1$. Note that the first equation in the above has applied the fact that $f_{Q_{v}}(x)$ is symmetric. Furthermore, it is known that $P_{v}\left\|\mathbf{v}_{B}\right\|^{2}=\frac{\left|\mathbf{v}_{A}^{T} \mathbf{v}_{B}\right|^{2}}{\left\|\mathbf{v}_{A}\right\|^{2}}$ which is the standard Chisquared of degree one, i.e.,

$$
\begin{equation*}
f_{P_{v}\left\|\mathbf{v}_{B}\right\|^{2}}(x)=\frac{1}{2^{\frac{1}{2}} \Gamma\left(\frac{1}{2}\right)} x^{-\frac{1}{2}} e^{-\frac{x}{2}} \tag{79}
\end{equation*}
$$

and $\left\|\mathbf{v}_{B}\right\|^{2}$ is the standard Chi-squared of degree $N$, i.e.,

$$
\begin{equation*}
f_{\left\|\mathbf{v}_{B}\right\|^{2}}(x)=\frac{1}{2^{\frac{N}{2}} \Gamma\left(\frac{N}{2}\right)} x^{\frac{N}{2}-1} e^{-\frac{x}{2}} . \tag{80}
\end{equation*}
$$

It follows from $f_{P_{v}\left\|\mathbf{v}_{B}\right\|^{2}}(z)=\int_{0}^{1} f_{P_{v}}(x) f_{\left\|\mathbf{v}_{B}\right\|^{2}}\left(\frac{z}{x}\right) \frac{1}{x} d x$ that

$$
\begin{align*}
\frac{1}{2^{\frac{1}{2}} \Gamma\left(\frac{1}{2}\right)} z^{-\frac{1}{2}} e^{-\frac{z}{2}}= & \int_{0}^{1} \frac{1}{\sqrt{\pi}} \frac{\Gamma\left(\frac{N}{2}\right)}{\Gamma\left(\frac{N-1}{2}\right)}(1-x)^{\frac{N-3}{2}} \\
& \times \frac{1}{\sqrt{x}} \frac{1}{2^{\frac{N}{2}} \Gamma\left(\frac{N}{2}\right)}\left(\frac{z}{x}\right)^{\frac{N}{2}-1} e^{-\frac{z}{2 x}} \frac{1}{x} d x \tag{81}
\end{align*}
$$

which is equivalent to

$$
\begin{equation*}
\frac{1}{2} e^{-\frac{z}{2}}=\int_{0}^{1} \frac{1}{2^{\frac{N+1}{2}}} \frac{1}{\Gamma\left(\frac{N-1}{2}\right)}(1-x)^{\frac{N-3}{2}}\left(\frac{z}{x}\right)^{\frac{N-1}{2}} e^{-\frac{z}{2 x}} \frac{1}{x} d x \tag{82}
\end{equation*}
$$

Comparing (76) against (82) with $N=2 M-1$ yields (37).

## B. Capacity of Multi-Antenna Eve Without CSI

As a generalization of (59), assume that an Eve of $M_{E}$ antennas receives the following signals from Alice with $M_{A}$ antennas:

$$
\begin{equation*}
\mathbf{y}(k)=\mathbf{H} \mathbf{x}(k)+\mathbf{n}(k) \tag{83}
\end{equation*}
$$

where $k=1, \ldots, K$, the $k$-independent $M_{E} \times M_{A}$ channel matrix $\mathbf{H}$ is unknown to Eve but modelled to be such that $\mathbf{h}=\operatorname{vec}(\mathbf{H})$ (stacking columns of $\mathbf{H}$ vertically) is $\mathcal{C N}\left(\mathbf{m}, \mathbf{R}_{h}\right)$, the noise $\mathbf{n}(k)$ is $\mathcal{C N}\left(\mathbf{0}, \mathbf{I}_{M_{E}}\right)$, and $\mathbf{x}(k)$ has zero mean and the correlation matrix $\mathcal{E}\left\{\mathbf{x}(l) \mathbf{x}(m)^{H}\right\}=\sigma_{x}^{2} \delta_{l, m} \mathbf{I}_{M_{A}}$. By stacking the $K$ equations in (83) horizontally, one has $\mathbf{Y}=\mathbf{H X}+\mathbf{N}$. Like $\mathbf{h}$, also define $\mathbf{y}=\operatorname{vec}(\mathbf{Y}), \mathbf{x}=\operatorname{vec}(\mathbf{X})$ and $\mathbf{n}=\operatorname{vec}(\mathbf{N})$.

It follows that

$$
\begin{align*}
\mathbf{y} & =\left(\mathbf{X}^{T} \otimes \mathbf{I}_{M_{E}}\right) \mathbf{h}+\mathbf{n}  \tag{84}\\
& =\left(\mathbf{I}_{K} \otimes \mathbf{H}\right) \mathbf{x}+\mathbf{n} \tag{85}
\end{align*}
$$

From [38], one knows that the capacity in bits/s/Hz from Alice to Eve is $C_{A, E}=\frac{1}{K} I(\mathbf{x} ; \mathbf{y})=\frac{1}{K}(h(\mathbf{y})-h(\mathbf{y} \mid \mathbf{x})) \leq \frac{1}{K}\left(\log _{2}\right.$ $\left.\left|\mathbf{R}_{y}\right|-\mathcal{E}\left\{\log _{2}\left|\mathbf{R}_{y}(\mathbf{x})\right|\right\}\right)$ where the inequality comes from the differential entropy of $\mathbf{y}$, i.e., $h(\mathbf{y}) \leq \log _{2}\left((2 \pi e)^{M_{E} K}\left|\mathbf{R}_{y}\right|\right)$ as $\mathbf{H X}$ is likely non-Gaussian. Here, $\mathbf{R}_{y}$ is the covariance matrix of $\mathbf{y}$, i.e., $\mathbf{R}_{y}=\sigma_{x}^{2}\left(\mathbf{I}_{K} \otimes \mathcal{E}\left\{\mathbf{H H}^{H}\right\}\right)+\mathbf{I}_{M_{E} K}$ which follows from (85), and $\mathbf{R}_{y}(\mathbf{x})$ is the covariance matrix of $\mathbf{y}$ conditional on $\mathbf{x}$, i.e., $\mathbf{R}_{y}(\mathbf{x})=\left(\mathbf{X}^{T} \otimes \mathbf{I}_{M_{E}}\right) \mathbf{R}_{h}\left(\mathbf{X}^{*} \otimes \mathbf{I}_{M_{E}}\right)+$ $\mathbf{I}_{M_{E} K}$ which follows from (84). Let the mean of $\mathbf{H}$ be $\mathbf{M}$, and the $i$ th $M_{E} \times M_{E}$ diagonal block of $\mathbf{R}_{h}$ be $\mathbf{R}_{h, i}$. Then, $\mathcal{E}\left\{\mathbf{H H}^{H}\right\}=\mathbf{M} \mathbf{M}^{H}+\sum_{i=1}^{M_{A}} \mathbf{R}_{h, i}$. It follows that

$$
\begin{align*}
\left|\mathbf{R}_{y}\right| & =\left|\sigma_{x}^{2}\left(\mathbf{M M}^{H}+\sum_{i=1}^{M_{A}} \mathbf{R}_{h, i}\right)+\mathbf{I}_{M_{E}}\right|^{K}  \tag{86}\\
\left|\mathbf{R}_{y}(\mathbf{x})\right| & =\left|\mathbf{R}_{h}^{1 / 2}\left(\mathbf{X}^{*} \mathbf{X}^{T} \otimes \mathbf{I}_{M_{E}}\right) \mathbf{R}_{h}^{1 / 2}+\mathbf{I}_{M_{E} M_{A}}\right| \tag{87}
\end{align*}
$$

where for the second equation, the fact $\left|\mathbf{A} \mathbf{A}^{T}+\mathbf{I}\right|=\mid \mathbf{A}^{T} \mathbf{A}+$ $\mathbf{I} \mid$ has been applied.

For unknown $\mathbf{H}$, one can assume that $\mathbf{M M}^{H} \ll \sum_{i=1}^{M_{A}} \mathbf{R}_{h, i}$. For convenience, let us also assume that $\mathbf{R}_{h}=\sigma_{h}^{2} \mathbf{I}_{M_{E} M_{A}}$. It then follows that

$$
\begin{equation*}
C_{A, E} \leq C_{A, E, u p} \doteq \frac{1}{K}\left(\log _{2}\left|\mathbf{R}_{y}\right|-\mathcal{E}\left\{\log _{2}\left|\mathbf{R}_{y}(\mathbf{x})\right|\right\}\right) \tag{88}
\end{equation*}
$$

where $\left|\mathbf{R}_{y}\right|=\left(M_{A} \sigma_{x}^{2} \sigma_{h}^{2}+1\right)^{M_{E} K}$ and $\left|\mathbf{R}_{y}(\mathbf{x})\right|=\mid \sigma_{h}^{2} \mathbf{X}^{*} \mathbf{X}^{T}$ $+\left.\mathbf{I}_{M_{A}}\right|^{M_{E}}$.

One can now verify the following:

1) If $K=M_{A}=1$ and the symbol from Alice has a constant modulus, then $C_{A, E, \text { up }}=0$.
2) If $K=M_{A} \gg 1$, then $\mathbf{X}^{*} \mathbf{X}^{T} \approx K \sigma_{x}^{2} \mathbf{I}_{M_{A}}$ and hence $C_{A, E, u p} \approx 0$.
3) For any fixed $K=M_{A}$ but a large $\sigma_{h}^{2} \sigma_{x}^{2}, C_{A, E, u p}$ becomes a constant independent of $\sigma_{h}^{2}$ and $\sigma_{x}^{2}$ while $C_{A, B}$ is always independent of $\sigma_{h}^{2}$ and scales with $\sigma_{x}^{2}$ as $\mathcal{O}\left(\log _{2} \sigma_{x}^{2}\right)$, and hence one can achieve $C_{A, B} \gg C_{A, E, u p}$.
The above suggests that for Eve with unknown CSI, its capacity to receive information over a short period of time (i.e., $K=M_{A}$ ) can be degraded severely (if not completely) regardless of the number $M_{E}$ of antennas on Eve. Also note that the above analysis applies to the case where multiple or many (colluding) Eves combine their received signals to form a large antenna array. Such collusion would result in the same signal model as in (83) except that $M_{E}$ is increased.

For $K>M_{A}$, there are still coding schemes that prevent Eve without CSI from obtaining any information. For example, if a constant modulus repetition code with any $K>M_{A}=1$ is used, $C_{A, E}$ can be shown to be zero.

On the other hand, if $\mathbf{x}(k)$ for $k=1, \ldots, K$ are independent and $K$ is large, then the amount of information (or ambiguity) carried by $\mathbf{H}$ becomes less significant compared to that carried by $\mathbf{x}(k)$ for $k=1, \ldots, K$. To suppress the capacity of Eve, $K$
should be small in general. One may choose $K=M_{A}$ but some large $\sigma_{x}^{2}$ to achieve a sufficient amount of secrecy.

## C. Estimation of $\mathbf{h}_{A}$ and $\mathbf{h}_{B}$ From Estimate of $\mathbf{h}_{E}$

Let $a$ and $b$ be known to Eve, and $\hat{\mathbf{h}}_{E}$ be the estimate of $\mathbf{h}_{E} \doteq$ $\sqrt{a} \mathbf{h}_{A}+\sqrt{b} \mathbf{h}_{B}$ obtained by Eve from $\left\{\mathbf{y}_{E}(k), k=1, \ldots, K\right\}$ in (58). Assume $\hat{\mathbf{h}}_{E}=\sqrt{a} \mathbf{h}_{A}+\sqrt{b} \mathbf{h}_{B}+\mathbf{e}$ where $\mathbf{h}_{A}$ and $\mathbf{h}_{B}$ are independent of each other, and each has the distribution $\mathcal{C N}\left(\mathbf{0}, \mathbf{I}_{M}\right)$. Also assume $\mathbf{e}$ is $\mathcal{C N}\left(\mathbf{0}, \sigma_{e}^{2} \mathbf{I}_{M}\right)$. Then, one can verify that the minimum-mean-squared-error (MMSE) estimate of $\mathbf{h}_{A}$ given $\hat{\mathbf{h}}_{E}$ is $\hat{\mathbf{h}}_{A}=\frac{\sqrt{a}}{a+b+\sigma_{e}^{2}} \hat{\mathbf{h}}_{E}$, and its MSE matrix is $\mathcal{E}\left\{\left(\hat{\mathbf{h}}_{A}-\mathbf{h}_{A}\right)\left(\hat{\mathbf{h}}_{A}-\mathbf{h}_{A}\right)^{H}\right\}=\frac{b+\sigma_{e}^{2}}{a+b+\sigma_{e}^{2}} \mathbf{I}_{M}$. Similar expressions hold for the MMSE estimation of $\mathbf{h}_{B}$ given $\hat{\mathbf{h}}_{E}$. Note that only when $a$ and $b$ are known to Eve, is the above estimation applicable by Eve.

## D. ANECE for Two-User MIMO Channel

Let Alice, Bob and Eve all have multiple antennas. The channel matrix from Alice to Bob is $\mathbf{H}_{A, B}$ (including both largescale and small-scale fading), and those between other nodes are defined similarly. Let Alice and Bob transmit the pilot vectors $\mathbf{p}_{A}(k)$ and $\mathbf{p}_{B}(k)$ respectively and simultaneously. Then, Alice, Bob and Eve receive the following signals:

$$
\begin{align*}
& \mathbf{y}_{A}(k)=\sqrt{P_{T}} \mathbf{H}_{B, A} \mathbf{p}_{B}(k)+\sqrt{\rho P_{T}} \mathbf{G}_{A} \mathbf{w}_{A}(k)+\mathbf{n}_{A}(k)  \tag{89}\\
& \mathbf{y}_{B}(k)=\sqrt{P_{T}} \mathbf{H}_{A, B} \mathbf{p}_{A}(k)+\sqrt{\rho P_{T}} \mathbf{G}_{B} \mathbf{w}_{B}(k)+\mathbf{n}_{B}(k) \tag{90}
\end{align*}
$$

$$
\begin{equation*}
\mathbf{y}_{E}(k)=\sqrt{P_{T}} \mathbf{H}_{A, E} \mathbf{p}_{A}(k)+\sqrt{P_{T}} \mathbf{H}_{B, E} \mathbf{p}_{B}(k)+\mathbf{n}_{E}(k) \tag{91}
\end{equation*}
$$

where $\sqrt{\rho P_{T}} \mathbf{G}_{A} \mathbf{w}_{A}(k)$ is the residual self-interference noise at Alice after the cancellation of the self-interference caused by $\mathbf{p}_{A}(k), \mathbf{n}_{A}$ is the background noise, and other notations are similarly defined. Also assume that $\mathbf{w}_{A}$ is white and independent of $\mathbf{p}_{A}(k)$, and $\mathbf{w}_{B}$ is white and independent of $\mathbf{p}_{B}(k)$. Due to mutual couplings between antennas, $\mathbf{G}_{A}$ and $\mathbf{G}_{B}$ are not diagonal in general.

Let us first consider $\mathbf{y}_{E}(k)$ with $k=1, \ldots, K$, which can be rewritten into:

$$
\begin{equation*}
\mathbf{Y}_{E}=\sqrt{P_{T}} \mathbf{H}_{E} \mathbf{P}_{E}+\mathbf{N}_{E} \tag{92}
\end{equation*}
$$

where the $k$ th column of $\mathbf{Y}_{E}$ is $\mathbf{y}_{E}(k), \mathbf{H}_{E}=\left[\mathbf{H}_{A, E}, \mathbf{H}_{B, E}\right]$, and the $k$ th column of $\mathbf{P}_{E}$ is $\left[\mathbf{p}_{A}^{T}(k), \mathbf{p}_{B}^{T}(k)\right]^{T}$. The necessary and sufficient condition for Eve to identify $\mathbf{H}_{E}$ from $\mathbf{Y}_{E}$ and $\mathbf{P}_{E}$ (uniquely in the absence of noise) is that $\mathbf{P}_{E}$ has a full row rank. If one chooses $\mathbf{p}_{A}(k)=\mathbf{p}_{B}(k)$, then the rank of $\mathbf{P}_{E}$ is no larger than half of the number of rows in $\mathbf{P}_{E}$, and hence $\mathbf{H}_{E}$ is not identifiable by Eve. Therefore, Alice and Bob can easily follow some simple protocol to make sure that the CSI at Eve is not identifiable by Eve. If Alice has $M_{A}$ antennas and Bob has $M_{B} \leq M_{A}$ antennas, one can choose $\mathbf{p}_{A}(k)$ and $\mathbf{p}_{B}(k)$ such that the first $M_{A}$ rows of $\mathbf{P}_{E}$ are independent, the last $M_{B}$ rows
of $\mathbf{P}_{E}$ are also independent, but the span of the latter belongs to that of the former.

The signals received by Alice can be rewritten as

$$
\begin{equation*}
\mathbf{Y}_{A}=\sqrt{P_{T}} \mathbf{H}_{B, A} \mathbf{P}_{B}+\mathbf{V}_{A} \tag{93}
\end{equation*}
$$

where the $k$ th column of $\mathbf{Y}_{A}$ is $\mathbf{y}_{A}(k)$, the $k$ th column of $\mathbf{P}_{B}$ is $\mathbf{p}_{B}(k)$, and $\mathbf{V}_{A}=\sqrt{\rho P_{T}} \mathbf{G}_{A} \mathbf{W}_{A}+\mathbf{N}_{A}$ contains all the noises. Obviously, provided that rows of $\mathbf{P}_{B}$ are independent, $\mathbf{H}_{B, A}$ is identifiable from $\mathbf{Y}_{A}$ and $\mathbf{P}_{B}$. Similar statements can be made for estimation of $\mathbf{H}_{A, B}$ at Bob. If the reciprocal property holds, one can write $\mathbf{H}_{B, A}=\mathbf{H}_{A, B}^{T}$ which is however not required in this paper. (The reciprocal property is known to hold for the electro-magnetics in air. Although it may not hold for a radio transceiver, the channel gains on a transceiver can be pre-calibrated and compensated.)

Now consider the channel estimation at Alice, where both $\mathbf{H}_{B, A}$ and $\mathbf{G}_{A}$ are unknowns, and $\mathbf{w}_{A}(k)$ and $\mathbf{n}_{A}(k)$ are independent $\mathcal{C N}(\mathbf{0}, \mathbf{I})$. Obviously, given $\mathbf{y}_{A}(k)$ and $\mathbf{p}_{B}(k)$ for all $k$, $\mathbf{G}_{A}$ is ambiguous up to a right unitary matrix. One can further simplify $\mathbf{y}_{A}(k)$ as follows:

$$
\begin{equation*}
\mathbf{y}_{A}(k)=\sqrt{P_{T}} \mathbf{H}_{B, A} \mathbf{p}_{B}(k)+\mathbf{v}_{A}(k) \tag{94}
\end{equation*}
$$

where $\mathbf{v}_{A}(k)$ is $\mathcal{C N}\left(\mathbf{0}, \mathbf{R}_{A}\right)$ with $\mathbf{R}_{A}=\rho P_{T} \mathbf{G}_{A} \mathbf{G}_{A}^{H}+\mathbf{I}$ being unknown covariance matrix. For any given $\mathbf{R}_{A}$, one can write

$$
\begin{align*}
\mathbf{R}_{A}^{-\frac{1}{2}} \mathbf{y}_{A}(k) & =\sqrt{P_{T}} \mathbf{R}_{A}^{-\frac{1}{2}} \mathbf{H}_{B, A} \mathbf{p}_{B}(k)+\mathbf{R}_{A}^{-\frac{1}{2}} \mathbf{v}_{A}(k) \\
& =\sqrt{P_{T}}\left(\mathbf{p}_{B}^{T}(k) \otimes \mathbf{R}_{A}^{-\frac{1}{2}}\right) \mathbf{h}_{B, A}+\tilde{\mathbf{v}}_{A}(k) \tag{95}
\end{align*}
$$

where $\otimes$ is the Kronecker product, $\mathbf{h}_{B, A}=\operatorname{vec}\left\{\mathbf{H}_{B, A}\right\}$ (stacking the columns of $\mathbf{H}_{B, A}$ vertically), and $\tilde{\mathbf{v}}_{A}(k)$ is $\mathcal{C N}(\mathbf{0}, \mathbf{I})$. And the MLE of $\mathbf{h}_{B, A}$ is

$$
\begin{align*}
\hat{\mathbf{h}}_{B, A}= & \frac{1}{\sqrt{P_{T}}}\left(\sum_{k=1}^{K}\left(\mathbf{p}_{B}^{*}(k) \mathbf{p}_{B}^{T}(k)\right) \otimes \mathbf{R}_{A}^{-1}\right)^{-1} \\
& \times\left(\sum_{k=1}^{K} \mathbf{p}_{B}^{*}(k) \otimes \mathbf{R}_{A}^{-1} \mathbf{y}_{A}(k)\right) \\
= & \frac{1}{\sqrt{P_{T}}} \sum_{l=1}^{K}\left(\mathbf{S}_{B}^{-1} \mathbf{p}_{B}^{*}(l) \otimes \mathbf{y}_{A}(l)\right) \tag{96}
\end{align*}
$$

where $\mathbf{S}_{B}=\sum_{k=1}^{K} \mathbf{p}_{B}^{*}(k) \mathbf{p}_{B}^{T}(k)=\left(\mathbf{P}_{B} \mathbf{P}_{B}^{H}\right)^{*}$. It turns out that $\hat{\mathbf{h}}_{B, A}$ is invariant to $\mathbf{R}_{A}$. With any given $\mathbf{h}_{B, A}=\operatorname{vec}\left\{\mathbf{H}_{B, A}\right\}$, the MLE of $\mathbf{R}_{A}$ is

$$
\begin{align*}
\hat{\mathbf{R}}_{A}= & \frac{1}{K} \sum_{k=1}^{K}\left(\mathbf{y}_{A}(k)-\sqrt{P_{T}} \mathbf{H}_{B, A} \mathbf{p}_{B}(k)\right) \\
& \times\left(\mathbf{y}_{A}(k)-\sqrt{P_{T}} \mathbf{H}_{B, A} \mathbf{p}_{B}(k)\right)^{H} \tag{97}
\end{align*}
$$

Therefore, the (exact) joint MLE of $\mathbf{H}_{B, A}$ and $\mathbf{R}_{A}$ can be computed in two steps. In step 1 , compute the MLE of $\mathbf{h}_{B, A}=$ $\operatorname{vec}\left\{\mathbf{H}_{B, A}\right\}$ by (96). In step 2, compute the MLE of $\mathbf{R}_{A}$ by (97) with $\mathbf{H}_{B, A}$ replaced by its MLE. One can verify that $\mathcal{E}\left\{\hat{\mathbf{h}}_{B, A}\right\}=\mathbf{h}_{B, A}$ and

$$
\begin{equation*}
\operatorname{Cov}\left\{\hat{\mathbf{h}}_{B, A}\right\}=\frac{1}{P_{T}}\left(\mathbf{P}_{B} \mathbf{P}_{B}^{H}\right)^{*-1} \otimes \mathbf{R}_{A} \tag{98}
\end{equation*}
$$

The optimal choice of the pilot matrix $\mathbf{P}_{B}$ subject to unknown $\mathbf{R}_{A}$ is such that $\mathbf{P}_{B} \mathbf{P}_{B}^{H}$ is proportional to the identity matrix, e.g., $\mathbf{P}_{B} \mathbf{P}_{B}^{H}=K \mathbf{I}$.

The channel estimation algorithm carried out by Bob is symmetrical to that by Alice. The algorithm shown in Section A is a special case of the above.

## E. ANECE for Multi-User MIMO Channels

Now consider $N \geq 3$ users where user $i$ has $n_{i}$ antennas. For channel estimation, all users send their pilots simultaneously. Let user $j$ send $\sqrt{P_{T}} \mathbf{p}_{j}(k)$ of $n_{j} \times 1$ with $k=1, \ldots, K$ and $j=1, \ldots, N$. Then, user $i$ receives

$$
\begin{equation*}
\mathbf{y}_{i}(k)=\sqrt{P_{T}} \sum_{j \neq i} \mathbf{H}_{j, i} \mathbf{p}_{j}(k)+\sqrt{\rho P_{T}} \mathbf{G}_{i} \mathbf{w}_{i}(k)+\mathbf{n}_{i}(k) \tag{99}
\end{equation*}
$$

where the notations are defined in a similar way as in the previous section. The signal received by any given Eve is

$$
\begin{equation*}
\mathbf{y}_{E}(k)=\sqrt{P_{T}} \sum_{j=1}^{N} \mathbf{H}_{j, E} \mathbf{p}_{j}(k)+\mathbf{n}_{E}(k) \tag{100}
\end{equation*}
$$

The matrix forms of the above two equations are

$$
\begin{align*}
\mathbf{Y}_{i} & =\sqrt{P_{T}} \mathbf{H}_{i} \mathbf{P}^{(i)}+\mathbf{V}_{i}  \tag{101}\\
\mathbf{Y}_{E} & =\sqrt{P_{T}} \mathbf{H}_{E} \mathbf{P}^{T}+\mathbf{N}_{E} \tag{102}
\end{align*}
$$

where the $k$ th column of $\mathbf{Y}_{i}$ is $\mathbf{y}_{i}(k)$, the $k$ th column of $\mathbf{Y}_{E}$ is $\mathbf{y}_{E}(k), \mathbf{H}_{i}$ is stacked horizontally from all $\mathbf{H}_{j, i}$ with all $j \neq i$, $\mathbf{H}_{E}$ is stacked horizontally from all $\mathbf{H}_{j, E}$ with all $j=1, \ldots, N$, $\mathbf{P}^{T}$ is of $N_{T} \times K$ with $N_{T}=\sum_{i=1}^{N} n_{i}, \mathbf{P}^{T}=\left[\mathbf{P}_{1}, \ldots, \mathbf{P}_{N}\right]^{T}$, $\mathbf{P}_{i}^{T}=\left[\mathbf{p}_{i}(1), \ldots, \mathbf{p}_{i}(K)\right]$, and $\mathbf{P}^{(i)}$ is $\mathbf{P}^{T}$ with its $i$ th block $\mathbf{P}_{i}^{T}$ removed. Also, $\mathbf{V}_{i}=\sqrt{\rho P_{T}} \mathbf{G}_{i} \mathbf{W}_{i}+\mathbf{N}_{i}$ and $\mathbf{N}_{E}$ are the noises.

The structure of (101) is identical to (93). Hence, the MLE method shown there can be directly used here. Now, it is only necessary to focus on the conditions required for $\mathbf{P}^{(i)}$ and $\mathbf{P}$. Clearly, one needs $\mathbf{P}$ of $K \times N_{T}$ to be of rank less than $N_{T}$ so that $\mathbf{H}_{E}$ of $n_{E} \times N_{T}$ is not identifiable from $\mathbf{Y}_{E}$. On the other hand, for any $i=1, \ldots, N$, one needs $\mathbf{P}^{(i)}$ of $\left(N_{T}-\right.$ $\left.n_{i}\right) \times K$ to be of the full-column rank $N_{T}-n_{i}$ so that $\mathbf{H}_{i}$ of $n_{i} \times\left(N_{T}-n_{i}\right)$ can be identified from $\mathbf{Y}_{i}$. Also, the smaller is the condition number (i.e., the ratio of the largest singular value over the smallest singular value) of $\mathbf{P}^{(i)}$, the more robust is the MLE of $\mathbf{H}_{i}$ against noise. This is because the covariance matrix of the MLE of $\operatorname{vec}\left\{\mathbf{H}_{i}\right\}$ is proportional to the conjugate of $\left(\mathbf{P}^{(i)} \mathbf{P}^{(i)}{ }^{H}\right)^{-1}$. See (98).

To meet the above constraints, it is proposed to construct $\mathbf{P}$ as follows. Let $1 \leq \tilde{n} \leq \min _{i} n_{i}$ and $K=k_{0}\left(N_{T}-\tilde{n}\right)$ with $k_{0}$ being an integer. Then, choose $\mathbf{P}^{T}=\left[\mathbf{Q}^{T}, \ldots, \mathbf{Q}^{T}\right]$ with $k_{0}$ identical blocks. Choose the $(m, l)$ th element of the $\left(N_{T}-\tilde{n}\right) \times$ $N_{T}$ matrix $\mathbf{Q}$ to be $e^{-j 2 \pi \frac{(m-1)(l-1)}{N_{T}}}$ with $1 \leq m \leq\left(N_{T}-\tilde{n}\right)$ and $1 \leq l \leq N_{T}$. This $\mathbf{P}$ has the deficient rank $N_{T}-\tilde{n}$, which can be verified by using a property of Vandermonde matrix. ( $\mathbf{Q}$ is a submatrix of a Vandermonde matrix.) Furthermore, any of its sub-matrices, $\mathbf{P}^{(i)}$ with $i=1, \ldots, N$, has the full-column rank $N_{T}-n_{i}$. One can also verify that the normalized inner
product between the $m$ th and $l$ th (distinct) columns of $\mathbf{P}$ is $\frac{-1}{N_{T}-\tilde{\tilde{n}}} \sum_{k=1}^{\tilde{n}} e^{j 2 \pi \frac{(m-l)\left(N_{T}-k\right)}{N_{T}}}$.

If $\tilde{n}$ is replaced by one, then every pair of columns of $\mathbf{P}$ has the smallest magnitude $\frac{1}{N_{T}-1}$ of the normalized inner product, $\mathbf{P}$ has the deficient rank $N_{T}-1$, and $\mathbf{P}^{(i)}$ has the full rank $N_{T}-$ $n_{i}$ and also, as shown next, the best possible condition (i.e., smallest condition number). To prove that $\mathbf{P}^{(i)}$ has the smallest condition number when $\tilde{n}=1$, let us consider the $\left(N_{T}-n_{i}\right) \times$ $\left(N_{T}-n_{i}\right)$ matrix $\mathbf{P}^{(i)} \mathbf{P}^{(i)^{H}}$ which can be written as

$$
\begin{equation*}
\mathbf{P}^{(i)} \mathbf{P}^{(i)^{H}}=k_{0} N_{T} \mathbf{I}-k_{0} \sum_{k=1}^{\tilde{n}} \mathbf{e}_{i}^{(k)} \mathbf{e}_{i}^{(k)^{H}} \tag{103}
\end{equation*}
$$

where $\left(\mathbf{e}_{i}^{(k)}\right)_{l}=e^{-j 2 \pi \frac{m_{i, l}\left(N_{T}-k\right)}{N_{T}}}$ and $m_{i, l}$ is an integer dependent on $i=1, \ldots, N$ and $l=1, \ldots, N_{T}-n_{i}$. It is obvious that the largest and smallest eigenvalues of $\mathbf{P}^{(i)} \mathbf{P}^{(i)^{H}}$ are $\lambda_{\max }$ $\left(\mathbf{P}^{(i)} \mathbf{P}^{(i)^{H}}\right)=k_{0} N_{T}$ and $\lambda_{\text {min }}\left(\mathbf{P}^{(i)} \mathbf{P}^{(i)^{H}}\right)=k_{0} N_{T}-k_{0} \lambda_{\text {max }}$ $\left(\sum_{k=1}^{\tilde{n}} \mathbf{e}_{i}^{(k)} \mathbf{e}_{i}^{(k)^{H}}\right) \leq k_{0} N_{T}-k_{0} \lambda_{\max }\left(\mathbf{e}_{i}^{(1)} \mathbf{e}_{i}^{(1)^{H}}\right)=k_{0} N_{T}-$ $k_{0}\left(N_{T}-n_{i}\right)=k_{0} n_{i}$. Then, $\frac{\lambda_{\max }\left(\mathbf{P}^{(i)} \mathbf{P}^{(i)}{ }^{H}\right)}{\lambda_{\min }\left(\mathbf{P}^{(i)} \mathbf{P}^{\left.(i)^{H}\right)}\right.} \geq \frac{N_{T}}{n_{i}}$ where the equality holds when $\tilde{n}=1$.

If $\min _{i} n_{i}>1$, then there are trade-offs as $\tilde{n}$ varies from 1 to $\min _{i} n_{i}$. As $\tilde{n}$ increases, the condition number of $\mathbf{P}^{(i)}$ increases (bad for users) but there are more degrees of freedoms in $\mathbf{H}_{E}$ given $\mathbf{Y}_{E}$ and $\mathbf{P}$ (bad for Eves).

## F. ANECE for Multi-User Broadband MIMO Channels

If the channels between users are convolutive, then one can adopt the OFDM approach as follows. Each packet sent from a user has two regions: the pilot region for channel estimation and the payload region containing secret information. The pilot region is divided into $K$ epoches, and the payload region is also divided into multiple epoches. Each epoch of the pilot region has $N_{s}$ time slots, and each epoch of the payload region has $N_{c}+N_{s}$ time slots, where $N_{c} \gg N_{s}, N_{c}$ is the number of subcarriers, and $N_{s} T_{s}$ is the maximum possible delay spread of the channel responses with $\frac{1}{T_{s}}$ being the channel bandwidth utilized. All time slots of the $k$ th epoch in the pilot region of user $i$ contain zeros except that the first slot is assigned with $\mathbf{p}_{i}(k)$. The (discrete-time) channel response from user $j$ to user $i$ is $\tilde{\mathbf{H}}_{j, i}(l)$ with $l=0,1, \ldots, N_{s}-1$. The $N_{c}$-point DFT of this response is $\mathbf{H}_{j, i}(c)$ where $c=0,1, \ldots, N_{c}-1$. One can verify that in the $k$ th epoch of the pilot region, user $i$ receives

$$
\begin{align*}
\tilde{\mathbf{y}}_{i}(k, l)= & \sqrt{P_{T}} \sum_{j \neq i} \tilde{\mathbf{H}}_{j, i}(l) \mathbf{p}_{j}(k)+\sqrt{\rho P_{T}} \tilde{\mathbf{G}}_{j, i}(l) \mathbf{w}_{j}(k) \\
& +\tilde{\mathbf{n}}_{i}(k, l) \tag{104}
\end{align*}
$$

with $l=0,1, \ldots, N_{s}-1$ and $k=1, \ldots, K$. Taking the $N_{c^{-}}$ point DFT of $\tilde{\mathbf{y}}_{i}(k, l)$ with respect to $l$ yields

$$
\begin{align*}
\mathbf{y}_{i}(k, c)= & \sqrt{P_{T}} \sum_{j \neq i} \mathbf{H}_{j, i}(c) \mathbf{p}_{j}(k)+\sqrt{\rho P_{T}} \mathbf{G}_{j, i}(c) \mathbf{w}_{j}(k) \\
& +\mathbf{n}_{i}(k, c) \tag{105}
\end{align*}
$$

where $c=0,1, \ldots, N_{c}-1$. Similarly, in the frequency domain, Eve receives

$$
\begin{equation*}
\mathbf{y}_{E}(k, c)=\sqrt{P_{T}} \sum_{j=1}^{N} \mathbf{H}_{j, E}(c) \mathbf{p}_{j}(k)+\mathbf{n}_{E}(k, c) \tag{106}
\end{equation*}
$$

For each $c$, the channel estimation problem is the same as that of (99) and (100).

For each epoch of the payload region, each user encodes its information by following the conventional OFDM fashion, but the information from different users should be non-overlapping in time (or otherwise multiple-access coding is required). The conventional OFDM-based channel equalization applies here straightforwardly.
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[^1]:    ${ }^{1}$ The proofs of this property and some other properties that follow are similar to those of the corresponding properties shown in [25]. Due to space limitation, these proofs are omitted.

[^2]:    ${ }^{2}$ This does not prevent a user from using multiple symbols to transmit a key packet although only one symbol is totally protected.

[^3]:    ${ }^{3}$ An alternative could be that users periodically perform the ANECE.

[^4]:    ${ }^{4}$ In the case of concurrent scheduling for all users with ideal full-duplex radios, the factor $\frac{1}{N}$ shown next should be removed.

[^5]:    ${ }^{5}$ This paper focuses on passive Eves. An active Eve could use jamming to prevent the legitimate users from finding their CSI. But a wrong estimate of CSI by a receiver can be easily detected if the packet has some embedded check-bits.

