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Abstract—Mobile-edge computing (MEC) offloads computational
tasks from wireless devices to network edge, and enables real-
time information transmission and computing. Most existing work
concerns a small-scale synchronous MEC system. In this paper, we
focus on a large-scale asynchronous MEC system with random task
arrivals, distinct workloads, and diverse deadlines. We formulate
the offloading policy design as a restless multi-armed bandit
(RMAB) to maximize the total discounted reward over the time
horizon. However, the formulated RMAB is related to a PSPACE-
hard sequential decision-making problem, which is intractable. To
address this issue, by exploiting the Whittle index (WI) theory, we
rigorously establish the WI indexability and derive a scalable closed-
form solution. Consequently, in our WI policy, each user only needs
to calculate its WI and report it to the BS, and the users with the
highest indices are selected for task offloading. Furthermore, when
the task completion ratio becomes the focus, the shorter slack time
less remaining workload (STLW) priority rule is introduced into
the WI policy for performance improvement. When the knowledge
of user offloading energy consumption is not available prior to
the offloading, we develop Bayesian learning-enabled WI policies,
including maximum likelihood estimation, Bayesian learning with
conjugate prior, and prior-swapping techniques. Simulation results
show that the proposed policies significantly outperform the other
existing policies.

Index Terms—Mobile edge computing, restless multi-armed ban-
dit, index policy, Whittle index.

I. INTRODUCTION

A. Mobile Edge Computing

The exponential growth in smart device adoption is accel-

erating the ubiquitous Internet of Things (IoT) [2], [3], and

catalyzing the development of computation-intensive applica-

tions, including augmented reality (AR), face recognition, in-

teractive online gaming, and autonomous driving. However, a

computationally tedious task is unlikely to be executed at the

local mobile device due to its resource constraint. Instead,

such tasks can be offloaded to the remote cloud with abundant

computation, storage, and energy resources [4]–[6]. Despite the

computational efficiency, the long communication distance be-

tween smart devices and the remote cloud inevitably introduces

a high transmission latency, resulting in an unsatisfactory user
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quality of experience (QoE), especially for numerous real-time

delay-sensitive applications.

To enable computationally intensive applications with sensi-

tive delay requirements, mobile edge computing (MEC) [7]–[9]

has recently emerged as a promising paradigm. Compared with

its cloud counterpart, MEC pushes the computing and storage

capability to the network edge that is much closer to devices. As

a result, a device can offload its tasks to a proximal MEC server

at a base station (BS) or access point (AP), and then collect

the subsequent results from the MEC server. This generates

the benefits of low latency and reduced mobile device energy

consumption. Essentially, task offloading involves joint radio-

and-computation resource allocation among multiple users.

A variety of specific task offloading policies have been de-

signed in recent years. Most of them are focused on small-scale

synchronous MEC systems, where tasks for a limited number

of different users arrive simultaneously. In this context, the

computational resources are relatively abundant, and the policy

design was usually formulated as a static centralized optimization

problem, where the energy consumption and latency serve as

the principal performance indicators [10]–[12]. For example, to

minimize the weighted sum of energy consumption and end-

to-end delay, the authors in [10] formulated the task offloading

problem into a non-convex quadratically constrained quadratic

program (QCQP), and semi-definite relaxation and randomiza-

tion mapping based algorithms were proposed to achieve a near-

optimal offloading performance. A joint radio and computational

resource allocation scheme was investigated in [11], and the

offloading was formulated as a mixed-integer nonlinear pro-

gramming problem (MINLP). A game theory-based approach

was proposed to handle this problem. Recently, the offloading

problem was formulated in [12] as a nonconvex optimization

one, which aimed to maximize the weighted sum computation

efficiency by imposing the constraints on local computation

capability and energy resources.

B. Task Offloading for Large-Scale Asynchronous MEC

A wide range of emerging massive machine type communica-

tion applications, such as industrial automation, and smart trans-

portation [13], introduce the concept of large-scale asynchronous

MEC systems. Typically, these applications involve a variety of

tasks each with its own execution deadline. Furthermore, task

arrival patterns for a massive number of users exhibit notable

stochasticity, featured by random and asynchronous task arrivals,

distinct workloads, and diverse deadlines (see Fig. 1). Due to the

deadline constraints on tasks and limited computational resources

(with respect to a massive number of users), task offloading

policy design for large-scale asynchronous MEC systems be-

comes extremely challenging. Task offloading policy should

http://arxiv.org/abs/2012.08718v1
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focus on the user selection and be implemented on a dynamic and

real-time basis, considering both the task criticality and energy

consumption. To the best of our knowledge, the offloading policy

design in a large-scale asynchronous MEC system is still an open

challenge.

In this paper, we aim to address this challenge and propose

an index-based task offloading policy. To adapt to the dynamic

nature of task arrivals, we deviate from the classical static

centralized optimization techniques with hard constraints, and

turn to the bandit theory to capture the stochastic behavior in

tasks. We formulate the offloading policy design as a restless

multi-armed bandit (RMAB) problem. Mathematically, MAB is

a sequential decision model with a set of arms to choose from

for the total reward maximization [14]–[16]. At each round, only

a subset of arms can be selected and their states will change,

while the others remain frozen. Removing such restrictions in

the MAB, the RMAB allows the states of all arms to evolve

over time regardless of the actions. In our setting, we treat

each user as an independent restless arm, and the arm state

is represented by user task criticality including the remaining

number of subtasks and remaining time to deadline. We then

design a reward function to strike a promising balance between

two conflicting goals, i.e., minimizing the energy consumption

and maximizing the task completion ratio. In this case, “playing”

an arm at each time slot is equivalent to selecting a user to offload

its tasks.

Our goal is to maximize the total discounted reward over the

time horizon for the formulated RMAB, resulting in a new task

offloading policy. However, the RMAB is generally PSPACE-

hard and intractable [17]. To address this issue, we develop

a novel method based on Whittle index (WI) [16], so that

multiple arms can be decoupled and the original N -dimensional

problem reduces to N independent 1-dimensional ones. The

key advantage of our WI offloading policy lies in its excellent

scalability and low computational complexity, enabling fast user

selection in task offloading. At each time slot, each user only

needs to separately calculate its scalar WI in closed form which

provides a proxy to measure its task criticality. Each user then

reports its WI to the BS, and the users with the highest indices

are selected for task offloading. Besides, the WI policy can be

implemented in a totally distributed manner.

Specifically, we first consider the scenario where the perfect

knowledge of the user offloading energy consumption is available

at users. We exploit the WI theory and rigorously establish the

indexability of the RMAB through the inductive method, which

theoretically guarantees the existence of WI for our RMAB.

On this basis, we derive a closed-form expression in terms of

the task state and energy consumption for the WI computation.

Furthermore, when the task completion ratio becomes the focus,

the shorter slack time less remaining workload (STLW) priority

rule is introduced into the WI offloading policy for performance

improvement, referred to as STLW-WI policy. On the other hand,

when the knowledge of user offloading energy consumption is

not available prior to the offloading, the WI policy can not

be directly applicable. To address this challenge, we develop

Bayesian learning-enabled WI policies. In specific, we first

integrate the WI policy with the maximum likelihood estimation

(MLE) technique. Then, to further improve the performance, we

propose a novel Bayesian learning with WI policy (BL-WI) given

the conjugate prior. Finally, a refinement mechanism (PSBL-

WI) based on prior-swapping is proposed for a fast inference

given the non-conjugate prior. It is verified by simulation that

the proposed WI policy can achieve much better performance

in terms of the total discounted reward, compared with several

existing offloading policies. For the completion ratio-oriented

task offloading, our STLW-WI policy achieves a higher task

completion ratio. When the user offloading energy consumption

is unknown, our Bayesian learning-enabled WI policy can also

achieve a favorable performance compared to the original WI

policy.

C. Contribution

The main contributions of this paper can be summarized as

follows.

• We develop an RMAB framework to enable task offloading

for large-scale asynchronous MEC in a realistic setting. We

propose a novel WI offloading policy through establishing

the WI indexability and deriving a scalable solution with

closed-form expression. When the knowledge of user of-

floading energy consumption is unknown prior to offload-

ing, novel MLE-WI, BL-WI and PSBL-WI offloading poli-

cies from the Bayesian learning perspective are developed.

• The developed WI method offers a potential low-complexity

solution to a series of communication/computation resource

scheduling problems (e.g., scheduling in a power-aware

server farm [18]), which typically involves complicated

combinatorial optimizations. The developed WI method

also addresses a challenging general RMAB problem in a

dynamic environment with heterogeneous rewards and non-

identical transition probabilities.

D. Related Work

In addition to the work introduced in Section I-A, task offload-

ing policy for MEC has been extensively studied in the literature.

Two comprehensive surveys on various task offloading policy

designs were provided in [19], [20]. The work in [21] designed

a new MEC system to satisfy the ultra-reliable low-latency

requirements in mission-critical applications. Specifically, a two-

timescale association between user and server was proposed

by utilizing the Lyapunov optimization and matching theory.

For both time division multiple access (TDMA) and orthogonal

frequency division multiple access (OFDMA), corresponding

offloading policies have been developed in [22], aiming to

minimize the user weighted sum energy consumption given the

constraints of the user average latency.

As a special case of reinforcement learning [23], the stateless

MAB techniques have been applied to MEC systems [24]–[29].

In stateless MAB, the arms do not have any specific state.

Each arm, when played, offers an i.i.d random reward drawn

from a distribution with an unknown mean. The authors in [24]

developed an energy-aware mobility management scheme based

on MAB to perform MEC selection. In [25], an adaptive learning

task offloading policy was proposed for vehicle edge computing

based on the MAB theory. In [26], the authors considered an

edge service replacement problem, where they applied contextual

combinatorial MAB to estimate users’ demand based on side

information. An MAB online learning algorithm referred to as
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utility-table learning was proposed in [27] to determine the

optimal workload balance among MEC servers. In [28], the

authors proposed an online task offloading policy based on the

non-stationary MAB model, aiming to minimize the long-term

total costs including latency, energy consumption and switching

cost. Under the MAB framework, a two-stage resource sharing

and task offloading strategy were developed in [29]. By contrast,

the RMAB in this paper can be categorized into the stateful

bandit model [30], where every arm is associated with some finite

state space and the state evolves as a Markov process. When

an arm is selected, the reward is drawn from some stationary

distributions based on the current arm state.

There are several other works leveraging the WI theory first

established in [16]. According to [31], [32], the WI solution

in [16] does not hold in general, and there is no unified

solution that can cover all the RMAB problems. Consequently,

the establishment of indexability needs to be studied for the

individual problem. For example, the problem formulation in

[33] suits a restless Bernoulli bandit with a two-state Markov

chain, and the establishment of indexability highly depends

on the transition probability of wireless channel occupancy. In

contrast, the formulation in [34] suits an RMAB problem with

a static reward and identical state transition probability for each

arm. In this paper, we aim to solve a new RMAB problem with

heterogeneous rewards and a non-identical transition probability

for each arm.

E. Organization

The rest of the paper is organized as follows. In Sections II

and III, we discuss the MEC system model and formulate the

offloading problem as an RMAB, respectively. In Section IV,

we establish the indexability of the RMAB and develop a WI

offloading policy. A Bayesian learning enabled WI offloading

policy is proposed in Section V. Simulation results are presented

in Section VI followed by conclusions in Section VII.

Notation: N (µ,Σ) denotes the Gaussian distribution with a

mean µ and a variance Σ. Γ(·)−1 denotes the Gamma inverse

function. x+ = max(x, 0). 1(·) is the indicator function.
(

N
M

)

denotes the combinations of selecting distinct M items out of N .

For convenience, we also list most important symbols in Table

I.

II. SYSTEM MODEL

A. Large-Scale Asynchronous Task Arrival Model

Consider a large-scale asynchronous MEC system consisting

of a BS and N static users (indexed by i ∈ {1, · · · , N}) shown

in Fig. 1, where N is reasonably large. The system operates in

a time-slotted structure, indexed by t. The BS is equipped with

M(M < N) independent MEC servers, and we assume that each

MEC server can serve at most one user at each time slot. Each

user is running computation-intensive and delay-sensitive tasks

with stochastic arrival patterns to be elaborated later. Each task

is relatively large and can be further partitioned into a number

of subtasks to be processed sequentially [35]. It is assumed that

the local computation capability of each user is not powerful

enough to complete a task on time. Therefore, a user seeks

assistance from the MEC server by offloading some subtasks

for faster execution. As we only have M MEC servers (limited

Fig. 1. A large-scale asynchronous MEC system (left) with an illustrative
asynchronous task arrival pattern (right). The area of the shaded rectangular
indicates the size of the task Bi,j .

computational resources), at most M users can be selected

to perform task offloading at each time slot. The number of

possible combinations is
(

N
M

)

, which is usually extremely huge

to handle1.

Next, we specify the asynchronous task arrival pattern with an

example shown in Fig. 1 (a more detailed example is shown in

Fig. 2). The task arrival time and its deadline vary for each user.

For the i-th user, at the tai,j-th time slot, a new task j arrives and

reveals the number of subtasks Bi,j and the task deadline tdi,j .

Without loss of generality, a user’s subtasks are assumed to have

equal size (li bits). Upon arrival, the task starts to be processed

and will be removed from the user buffer at the end of the tdi,j-th

time slot. It is worth noting that tai,j , tdi,j , and Bi,j are discrete

random variables. At the beginning of the t-th time slot, if the

i-th user is idle, a new task will arrive with the probability Qi.

B. Computation Model

Each user is assumed to be able to locally process one subtask

in each time slot. For the i-th user, the number of CPU cycles

required to process 1 bit data is denoted by Ci, which may be

different for various users [36]. We denote the CPU frequency

of the i-th user by Ui, then the local execution cycles for one

subtask with li bits can be calculated by Cloc = Cili/Ui. Since

the user is usually operating at a constant Ui for the sake of

energy efficiency [37], [38], the computing power for each CPU

cycle can be calculated as P0,i = λU2
i , where λ is a power

coefficient depending on the chip architecture [38]. In this case,

the local computing energy consumption Eloc,i for the i-th user

to process one subtask can be calculated as

Eloc
i = λUiCili. (1)

For MEC servers, we assume that their CPU frequency is a

constant Us. Accordingly, ki =
⌊

Us

Ui

⌋

is the number of subtasks

which can be processed in each time slot by an MEC server.

That is, if the i-th user is selected to perform task offloading, it

can transmit ki subtasks to the server.

C. Communication Model

Following [22], the offloading process at each time slot can

be divided into three steps: 1) a selected user uploads some

subtasks to the MEC server; 2) the MEC server processes the

subtasks; 3) the results are transmitted back to the user. As the

1For example, when M = 30, N = 100, we have
(

N
M

)

≈ 3× 1025.
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TABLE I
TABLE OF SYMBOLS

Variable Description

β the discount factor

Bi,j the total number of subtasks for the i-th user in the j-th task

bi,t the number of unfinished tasks in the i-th user at the t-th time slot

Ci the number of CPU cycles required to process 1 bit data by the i-th user

ǫi ǫi ∼ N (0,Σi); the measurement noise with noise variance Σi

E loc
i the local computing energy consumption by the i-th user

Eoff
i,j the offloading energy consumption by the i-th user during the j-th task

Esav
i,j Esav

i,j = kiE loc
i − Eoff

i,j ; the energy consumption saving from the offloading for ki subtasks

esav
i,j esav

i,j = Esav
i,j + ǫ; a noisy observation version of the actual energy saving Esav

i,j

γi,j the number of observations for the i-th user during j-th task

hi,j the channel gain of the i-th user during the j-th task

ki the number of subtasks which can be processed by the MEC server in each time slot

κi,j small-scale fading channel power gain for the i-th user during j-th task

li,t li,t , τi,t − bi,t/ki; the slack time of the i-th user at the t-th time slot

M the number of MEC servers in the system

N the number of users in the system

ri,j the achievable transmission rate of the i-th user during j-th task

Ui the CPU frequency of the i-th user

si,t si,t = (τi,t, bi,t); the state of the i-th user at the t-th time slot

St St =
(

s1,t, · · · , sN,t

)

; the system state at the t-th time slot

tdi,j the deadline of the i-th user’s j-th task

τi,t τi,t , tdi,j − t+ 1; the number of remaining time slots to tdi,j

ui,t ui,t ∈ {0, 1}; the offloading action on the i-th user at the t-th time slot

ut ut =
(

u1,t, · · · , uN,t

)

; the actions taken by the BS for each user at the t-th time slot

ωi(si,t) the WI of the i-th user given its current state si,t

Xi,j(t) Xi,j(t) =
{

esav
i,j,1, · · · , e

sav
i,j,γi,j

}

the i-th user’s energy saving observation set up to the t-th time slot

results are usually of small size [39], the downloading time and

associated energy consumption can be omitted. Therefore, in the

whole process, the user offloading energy consumption mainly

comes from the uploading phase.

As at most M users can be selected at each time slot, we adopt

OFDMA scheme for data transmission. For the i-th user during

the j-th task, the achievable transmission rate can be calculated

as

ri,j = Wi log2

(

1 +
P tx
i hi,j

N0Wi

)

, (2)

where Wi is the bandwidth, P tx
i is the transmission power,

N0Wi is the noise power. In addition, hi,j = κi,jg0(d0/di,j)
ι

denotes the channel gain of the i-th user [40] with κi,j being

the small-scale fading channel power gain. In this paper, we

adopt a widely used block fading channel model [12], [41], and

κi,j keeps constant during the j-th task but varies independently

from task to task, where g0 is the path-loss constant, ι is the

path-loss exponent, d0 is the reference distance, and di,j is the

transmission distance between the i-th user to the BS. Therefore,

the required transmission time t for sending ki subtasks can

be calculated as ti = (ki)li/ri,j . We assume that the length

of a time slot is relatively large, so that it is always larger

than the transmission time ti. As a result, the offloading energy

consumption of the i-th user during the j-th task is calculated

as

Eoff
i,j = tiP

tx
i,j =

kili
ri,j

P tx
i,j . (3)
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We need to consider both the task completion ratio and user’s

energy consumption under the limited computational resource

(M < N ). At this point, our goal is to strike a promising

balance between energy consumption and task completion ratio.

Furthermore, the large-scale stochastic task arrivals require the

offloading policy to perform user selection dynamically at each

time slot with a low computational complexity, which is quite

challenging.

III. RESTLESS MULTI-ARMED BANDIT FORMULATION

To address the above challenges, we develop a novel WI

policy that enables fast user selection at each time slot, in

which offloading priorities are indicated by the value of WI. For

the specific implementation, we first formulate the offloading

policy design as an RMAB [16] to capture the randomness

in tasks arrivals, workload and their deadlines. Essentially, we

treat the remaining number of subtasks and remaining time

to deadline of each task as the state of an arm. The restless

nature of the state naturally follows, because the state will also

change even though the user is not selected for offloading.

Under this formulation, we also create a new reward function

as the performance metric, taking into account both deadline

requirements and user offloading energy consumption.

In the following subsections, we elaborate on the RMAB

with five key factors, including the system state, action, state

transition, reward function, and objective function.
1) System State: For the i-th user, its state si,t is represented

by its current j-th task state at the beginning of the t-th time slot,

i.e., si,t = (τi,t, bi,t), where τi,t , tdi,j − t+ 1 is the remaining

time slots to the task deadline tdi,j , and bi,t is the number of

the unfinished subtasks. If there is no task, then si,t = (0, 0).
Accordingly, si,t can be written in a compact form as

si,t =

{

(0, 0), no task;

(τi,t, bi,t), otherwise.
(4)

Collecting the states of N users, the system state St at the t-th
time slot is denoted by St , (s1,t, · · · , sN,t).

2) Action: At the beginning of each time slot, the action

taken by the BS determines M users (among N ) which could

offload their subtasks to the MEC. We define the action as

ut = (u1,t, . . . , uN,t), where ui,t ∈ {0, 1}. When ui,t = 0,

task offloading is not allowed. When ui,t = 1, the user will be

selected to perform task offloading.
3) State Transition: As mentioned before, an MEC server can

process at most ki subtasks compared to one subtask processed

locally at the i-th user each time slot. Therefore, if a user can

perform task offloading, the remaining number of subtasks will

be reduced by ki maximally. If the user is idle at the t-th time

slot, i.e., si,t = (0, 0) , a new task will arrive with probability

Qi at the (t + 1)-th time slot. Given the current state si,t and

the action ui,t, the next state si,t+1 can be expressed by

• If τi,t ≥ 2,

si,t+1 =

{

(τi,t − 1, (bi,t − ki)
+) , if ui,t = 1;

(τi,t − 1, (bi,t − 1)+) , if ui,t = 0;
(5)

• If τi,t = 1,

si,t+1 =

{

(

tdi,j+1 − t, Bi,j+1

)

, with Prob. Qi

(0, 0), with Prob. 1−Qi;
(6)

• If si,t = (0, 0), (assuming the index of the last task is j),

si,t+1 =

{

(

tdi,j+1 − t, Bi,j+1

)

, with Prob. Qi

(0, 0), with Prob. 1−Qi;
(7)

where x+ = max(x, 0). Note that when τi,t = 1, the task of the

i-th user will reach its deadline and be removed from the user

at the end of the t-th time slot. Then, at the beginning of the

(t+ 1)-th time slot, the j + 1-th task with Bi,j+1 subtasks and

deadline tdi,j+1 will arrive with probability Qi.

4) Reward Function: Here, we create a reward function in (8)

to balance the user offloading energy consumption and deadline

requirements, where Esav
i,j =

(

kiE
loc
i − Eoff

i,j

)

is the energy

consumption saving from the offloading for the ki subtasks. The

penalty function is denoted by F (x) = αx2 with x indicating the

number of unfinished subtasks, and α is the penalty parameter

used to adjust penalty for unfinished tasks. 2 The key points can

be highlighted as follows.

• When τi,t > 1 and bi,t > 0, the task has not reached its

deadline, the reward is related to energy consumption saving

Esav
i,j if performing task offloading (ui,t = 1).

• When τi,t = 1, the task will be removed at the end of the t-
th time slot. If the task cannot be completed by its deadline,

a penalty measured by the number of unfinished subtasks

is imposed.

• The benefit of the reward function is to strike a balance

between the energy consumption and deadline requirements.

For example, putting a priority on the deadline leads to

a larger α. By contrast, reducing α can increase energy

savings for the battery-powered IoT devices to prolong their

lifetime.

5) Objective: Our objective is to find a policy G to maximize

the expected total discounted system reward with the constraint

of the limited computational resources, which is defined by

(P1) max
G

EG

[

∞
∑

t=0

N
∑

i=1

βtR(si,t, ui,t)

]

s.t.

N
∑

i=1

ui,t = M, ∀t,

where β (0 < β ≤ 1) is the discount factor. The solution to

P1 forms the offloading policy that determines which users are

selected to offload in each time slot.

Note that for the task offloading problem under consideration,

in every slot, the user task continues to move one slot closer to

their deadline, whether or not the task is offloaded in that slot.

This makes the task offloading problem a restless bandit one.

However, the formulated RMAB is a PSPACE-hard sequential

decision-making problem, which is intractable in general [17].

The complexity in deriving the optimal solution is exponential

with the number of users. This undesirable condition is further

exacerbated by the extremely large dimension of the system

state space. Therefore, the development of a scalable and low-

complexity solution enabling fast and effective user selection at

each time slot is a compelling necessity.

2The penalty function is widely used in Markov decision problem settings
with specific form varying from case to case.
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R(si,t, ui,t)

=















Esav
i,j ui,t, if τi,t > 1, bi,t > 0;

Esav
i,j ui,t − F

(

[bi,t − kiui,t − (1− ui,t)]
+
)

, if τi,t = 1, bi,t > 0;

0, otherwise.

(8)

IV. WHITTLE INDEX BASED TASK OFFLOADING POLICY

Mathematically, WI [16] provides a potential avenue to ob-

taining an asymptotically optimal solution to a class of RMABs

with the knowledge of reward and state information. The key

idea is to decouple the arms through Lagrangian relaxation, and

then prove that each arm is indexable. On this basis, a complex

N -dimensional problem can be translated into N independent 1-

dimensional ones, resulting in a scalable solution with a signif-

icant reduction in the computational complexity. This motivates

us to exploit the WI theory to solve the formulated RMAB when

the user offloading energy consumption are available. However,

the major challenge lies in how to establish the indexability

(existence) and derive the WI in an easily computed form

(complexity in computation).

In this section, we first rigorously establish the indexability

of the RMAB by considering a single arm reward maximiza-

tion. Based on the induction method, we then prove that the

formulated RMAB can admit a simple WI with closed-form

expression. Finally, we elaborate on the practical implementation

of the proposed policy.

A. Whittle Relaxation

A promising method, known as the Whittle relaxation, re-

places the hard constraint
∑N

i=1 ui,t = M in (P1) by a soft

one

EG

[

∞
∑

t=0

βt

N
∑

i=1

ui,t

]

=
M

1− β
, (9)

which only requires that the expected discounted number of

selected arms is equal to M . In other words, the number of

selected arms at each time slot can be larger or less than M . In

this case, the relaxed RMAB can be shown as

(P2) max
G

EG

[

∞
∑

t=0

N
∑

i=1

βtR(si,t, ui,t)

]

s.t. EG

[

∞
∑

t=0

βt

N
∑

i=1

ui,t

]

=
M

1− β
.

Leveraging the Lagrangian method, we can rewrite P2 as the

following unconstrained problem

max
G
EG

{

∞
∑

t=0

[

N
∑

i=1

βtR(si,t, ui,t)−

δβt

(

N
∑

i=1

ui,t −
M

1− β

)]}

,

(10)

where δ is the Lagrange multiplier and will be referred to as

subsidy hereafter. At this point, (10) can be readily decoupled

into N subproblems (one for each arm) given by

max
G
EG

{

∞
∑

t=0

βt

[

R(si,t, ui,t)− δ

(

ui,t −
M

1− β

)]

}

, ∀i.

= max
G
EG

{

∞
∑

t=0

βt [R(si,t, ui,t)− δui,t] + δ
M

1− β

}

, ∀i.

(11)

It is clear that the N separate optimization problems interact with

each other (11) through a scalar Lagrange multiplier δ. Taking

a close look at (11) and neglecting the last constant term δ M
1−β

,

our objective for each single arm i is to maximize the following

objective

max
G
EG

{

∞
∑

t=0

βt [R(si,t, ui,t)− δui,t]

}

, ∀i. (12)

Then, following [16], we can define a modified reward of this

single arm system as an equivalence to [R(si,t, ui,t)− δui,t] as

follows

Rδ(si,t, ui,t) = R(si,t, ui,t) + δ1(ui,t = 0), (13)

where the indicator function 1(·) gives 1 if ui,t = 0. We can

interpret (13) as follows: (a) we select an arm and obtain an

immediate reward R(si,t, ui,t); (b) if the arm is not selected, we

do not obtain an immediate reward (i.e., R(si,t, ui,t) = 0) but

receive an immediate subsidy δ (a virtual compensation from the

economic view [16]).

Given the initial state si,0, we use V δ
i,β(si,0) to denote the

value function that represents the maximum expected total dis-

counted reward with subsidy ω. From the Bellman equation [42]

we have

V δ
i,β(si,0) = max

ui∈{0,1}

{

Rδ(si,0, ui) + βQδ
i,β(si,0, ui)

}

. (14)

Here, Qω
i,β(si,t, ui,t) is defined as

Qδ
i,β(si,t, ui,t) ,

∑

s′i,t+1
∈Si

p(s′i,t+1|si,t, ui,t)V
δ
i,β(s

′
i,t+1), (15)

where p(s′i,t+1|si,t, ui,t) is the state transition probability from

the current state si,t to the next state s′i,t+1 given action ui,t. We

use I(δ) to represent the set of states where the optimal action

u⋆
i is not selecting the i-th arm, i.e.,

I(δ) , {si : u
⋆
i (si) = 0} . (16)

B. Whittle Index Based Policy

Now we can formally introduce the concept of indexability

and WI.

Definition 1 (Indexability [16]). The i-th arm is indexable if, as

δ increases from −∞ to ∞, I(δ) expands monotonically from

empty to the entire space. The RMAB problem is indexable if

every arm is indexable.
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Essentially, the existence of indexability means that there is a

priority order on each arm state si,t in (4). Accordingly, when

linking δ to si,t, the WI ωi(si,t), to be defined shortly, is used

to quantify this order.

Theorem 1. The task offloading policy design in the MEC system

formulated by the RMAB is indexable.

Given the definition of the indexability, we now prove the

indexability of the formulated RMAB. The detailed proof can be

found in Appendix A. If the indexability holds, we can assign a

WI ωi(si,t) for si,t to measure the criticality of each task (user),

which severs as the core indicator for the user task offloading

selection. The formal definition of the WI can be provided as

follows.

Definition 2 (Whittle index [16]). If an indexable arm i is in

state si,t at the t-th time slot, its WI ωi(si,t) is the least value

of δ for which it is optimal to make the arm passive, that is

ωi(si,t) ,

inf
δ







R(si,t, 0) + δ +
∑

s′i,t+1
∈Si

βp(s′i,t+1|si, 0)V
δ
i,β(s

′
i,t+1)

≥ R(si,t, 1) +
∑

s′i,t+1
∈Si

βp(s′i,t+1|si, 1)V
δ
i,β(s

′
i,t+1)







,

(17)

where p(s′i,t+1|si,t, ui,t) is the state transition probability from

the current state si,t to the next state s′i,t+1 given action ui,t.

After establishing the indexability of the RMAB and providing

the definition of the WI, the remaining problem is how to com-

pute the WI, which usually proves very difficult. For our RMAB,

as the deadline and workload information become available once

a task arrives, the arm state can be accurately captured. In the

following, we will show that the unique structure of the RMAB

can result in a closed-form expression for the WI.

Theorem 2. The closed-form expression for the WI of the i-th
user with task state si,t = (τi,t, bi,t) is calculated as

ωi(τi,t, bi,t)

=















































0, if bi,t = 0;

Esav
i,j , if 1 ≤ bi,t ≤ (τi,t − 1)ki + 1;

Esav
i,j + βτi,t−1F (bi,t − kiτi,t + ki − 1),

if kiτi,t − ki + 2 ≤ bi,t ≤ kiτi,t;

Esav
i,j + βτi,t−1F (bi,t − kiτi,t + ki − 1)

− βτi,t−1F (bi,t − kiτi,t),

if bi,t ≥ kiτi,t + 1.
(18)

Proof. Please find the proof of Theorem 2 in Appendix B.

Here, we provide some insights behind (18).

• If bi,t = 0, it means that the user has no task to offload.

The WI is equal to 0 which is also the minimal value.

• If 1 ≤ bi,t ≤ (τi,t−1)ki+1, it means that the i-th user’s task

can be finished at least one time slot ahead of the deadline.

The WI is equal to the i-th user’s energy saving Esav
i,j .

• If kiτi,t − ki + 2 ≤ bi,t ≤ kiτi,t, it means that the user

should always be selected across all the time slots to finish

its task. The WI takes into account both the energy savings

and the non-completion penalty F (bi,t − kiτi,t + ki − 1).
• Finally, when it is impossible to finish the task (i.e., bi,t ≥

kiτi,t+1), the WI is decreased by subtracting an extra non-

completion penalty F (bi,t − kiτi,t).
• Note that the selection of tasks (users) depends on the

penalty parameter α. If we focus on task completion ratio

by setting a large α, the penalty term will dominate the WI

in (17). In this case, those tasks with urgent deadline (i.e.,

kiτi,t− ki+2 ≤ bi,t ≤ kiτi,t) are given higher priority. On

the other hand, when we focus on the energy consumption

by setting a small α, those tasks with higher energy savings

Esav
i,j have higher priority.

C. Implementations

Theorem 2 indicates that the developed task offloading can

be implemented in a very efficient manner. The whole procedure

in its entirety can be summarized as follows.

1) At each t-th time slot, following (18) each user first

calculates its WI ωi(τi,t, bi,t) based on the task state τi,t,
bi,t and energy saving Esav

i,j .

2) In the message-passing phase prior to the computation

offloading, each user then reports its WI ωi(τi,t, bi,t) to

the BS. As ωi(τi,t, bi,t) is a scalar, the communication

overhead is quite small.

3) Finally, the BS selects M users with the largest WI for

task offloading.

An example is provided in Fig. 2, where we have N = 4 users

and M = 2 MEC servers, and at each time slot only 2 users

can be selected to perform task offloading. Take a closer look at

User 1, it has 3 tasks (indicated by red, black and green) arriving

sequentially. Task 1 with 15 subtasks (squares) arrives at time

slot 1, revealing time slot 6 as its deadline3. The computation

capability of User 1 and the MEC server is 1 and 4 subtasks per

time slot, respectively4. More specifically, from time slot 1 to

time slot 3, User 1 will process its task locally with 1 subtask per

time slot as the other users (User 2 and User 3) have larger WI.

Then from the time slot 4 to time slot 6, User 1 gets permission

for task offloading, thereby 4 subtasks are processed per time

slot through offloading.

The developed policy features very low computational com-

plexity and communication overhead. The key element is to

calculate the WI in a distributed manner (18). For the specific

implementation, it takes O(N) time to calculate the Whittle

indices of all users in Step 1). In Step 2), the sorting process

has the average time complexity O(N log(N)). Therefore, the

total time complexity is only O(N log(N)). The overhead of

collecting Whittle indices and delivering the decision by the

MEC are only O(N) for N users.

Remark 1. Another operation is that each user reports its task

state si,t = (τi,t, bi,t) and the transmission cost Ei to the MEC

server at each time slot for the WI computation. However, this

will incur the additional communication overhead.

3The square is blank in the time slot 11 to indicate that not task is at User 1.
4For different users, the computation capability of an MEC may different.
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Fig. 2. An example of the proposed WI policy for a large-scale asynchronous MEC system.

On the other hand, let us denote the average reward of the

proposed policy, the optimal solution to (P1), and the solution

to (P2) by RWI, ROpt, and RRelax, respectively. We have the

following proposition to qualitatively indicate the performance

of the proposed policy.

Proposition 1. The reward performance of the proposed policy

can be shown as

RWI ≤ ROpt ≤ RRelax (19)

Proof. The first inequality naturally holds because ROpt cor-

responds to the optimal solution to the original problem (P1)
with hard constraints. In terms of the second inequality, note that

RRelax is the average return under the relaxed constraint in (P2)
(does not meet the hard constraint).

Given Proposition 1, it is quite difficult to quantify the gap

between RWI and ROpt. However, we can infer their gap by

numerically comparing RWI with RRelax. Due to the relationship

of RWI ≤ ROpt ≤ RRelax in Proposition 1, if the performance

of the WI policy (RWI) is close to that of the relaxed policy

(RRelax), we can infer that the performance gap between the

proposed policy and the optimal policy ROpt is very small.

D. Completion Ratio-Oriented Task Offloading Policy

In some scenarios, we pay particular attention to the task

completion ratio, i.e., the proportion of tasks that can be com-

pleted before their deadlines. In addition to setting a larger α in

the penalty function, we notice that the WI (18) tends to give

higher priority to tasks with less slack time, which is defined as

li,t , τi,t − bi,t/ki for the i-th user. However, the WI does not

distinguish the users whose task states si = (τi,t, bi,t) satisfy

1 ≤ bi,t ≤ kiτi,t − ki + 1 (see the second case in (18)). This

motivates us to further identify the criticality of the tasks in this

scenario, thereby accommodating more tasks in a given time

duration.

In the reward function (8), we only consider the deadline

breaking by imposing a penalty when τi,t = 1, bi,t > 0.

Although considering the remaining time when τi,t > 1, bi,t > 0
may further reduce the risk, we may not be able to establish WI

indexability and derive a very simple closed-form WI solution

as (18). To address this dilemma, we proposed a priority rule re-

ferred to as shorter slack time less remaining workload (STLW).

On this basis, we propose an enhanced WI-based offloading

scheduling policy by applying the STLW rule (STLW-WI). The

main idea of STLW-WI is to select the users with the highest

Whittle indices without violating the STLW rule. The formal

definition of the STLW rule can be stated as follows.

Definition 3 (STLW Rule). Consider two users m and n with

task states sm,t and sn,t at the t-th time slot. We define that the

m-th user has priority over the n-th user if user m has shorter

slack time and less remaining workload than those of user n, i.e.,

lm,t ≤ ln,t and bm,t ≤ bn,t, with at least one of the inequalities

strictly holding.

The STLW rule reorders the users based on their task states to

ensure that the tasks with shorter slack time and less remaining

workload should be given priority. In order to integrate the STLW

rule into the WI-based offloading scheduling policy, we generate

a directed acyclic graph (DAG) G = {V , ε}, where V and ε
represent the vertex set (user set) and the edge set (users’ relative

priority), respectively. In the DAG, a directed edge from the m-

th vertex to the n-th vertex indicates that the m-th user has

the priority over the m-th user. The ourdegree of a vertex m
is the number of directed edges leaving m while the indegree

of m is the number of directed edges entering m. In order to

preserve the priorities of users in terms of their Whittle indices



ACCEPTED BY IEEE TRANSACTIONS ON SIGNAL PROCESSING (FULL VERSION) 9

Algorithm 1 Kahn’s Algorithm with largest WI vertex first.

1: Initialize rank list LU = ∅ that will contain the sorted user

indices.

2: Compute each vertex’s indegree, i.e., the number of incom-

ing edges for each vertex.

3: Generate a set S that contains all the vertices with 0
indegree.

4: while S is not empty do

5: Select the vertex m in the set S with largest WI and add

it to the tail of the rank list LU .

6: Remove the vertex m from the set DAG.

7: for Each vertex n with an edge from the vertex m to

vertex n do

8: Decrease its indegree by 1.

9: if The indegree of vertex n == 0 then

10: Add the vertex n into the set S.

11: end if

12: end for

13: end while

14: Return rank list LU .

whenever it is feasible, we utilize Kahn’s algorithm [43] with

the largest WI vertex first criterion in the topological sorting
5. Specifically, unlike the conventional Kahn’s algorithm which

selects the 0 indegree vertex arbitrary, we select the 0 indegree

vertex with the largest WI firstly. The detailed topological sorting

algorithm is shown in Algorithm 1. When there is no vertex with

0 indegree, the topological sorting is terminated, and the top M
users in the rank list LU will be chosen to offload their subtasks

to the MEC server.

Theorem 3 (The STLW Performance Analysis). For every

sequence of system state from the t′-th time slot to the (t′ +Γ)-
th time slot, the total discounted reward obtained by the policy

with the updated STLW rule (denoted by G̃) is not less than that

achieved by the original policy (denoted by G), i.e., we have

V t′+Γ

G̃
(St′) ≥ V t′+Γ

G (St′). (20)

Proof. Please find the proof of Theorem 3 in Appendix C.

Remark 2. It is worth noting that the WI offloading policy in

Section IV requires each user to report its WI at each time slot.

By contrast, the STLW-WI requires each user to report its current

task state si,t = (τi,t, bi,t).

V. LEARN TO OFFLOAD TASK

In Section IV-B, the proposed WI offloading policy requires

the knowledge of user’s energy saving Esav
i,j before task offload-

ing. In some cases, however, Esav
i,j might not be available at i-th

user prior to transmission due to lack of channel state information

and offloading energy consumption Eoff
i,j . In this case, the WI

policy is not directly applicable (c.f. (18)). To address this

issue, in this section, we first integrate the WI policy with

the maximum likelihood estimation (MLE). To further improve

5When no priority is set among users based on the STLW rule, users can still
be ranked based on their Whittle indices

the performance, we propose a novel Bayesian learning with

WI policy (BL-WI) given the conjugate prior, and a refinement

algorithm based on prior-swapping suitable for the non-conjugate

priors (PSBL-WI).

A. Maximum Likelihood Estimation with WI Policy

Only after performing task offloading at the t-th time slot,

the i-th user can obtain an estimated energy saving esav
i,j through

equipment measurement for the j-th task6. Due to the energy

measurement sensitivity and many other factors, esav
i,j is a noisy

version of the actual energy saving Esav
i,j . Therefore, the ob-

servation can be written as esav
i,j = Esav

i,j + ǫi, where ǫi is the

measurement noise. Usually the noise is the result of summing

a large number of different and independent random variables.

From the central limit theorem, we have ǫi ∼ N (0,Σi), where

Σi is the noise variance. Therefore, esav
i,j follows a Gaussian

distribution written as esav
i,j ∼ N

(

Esav
i,j ,Σi

)

.

In the following, we integrate the WI policy with the max-

imum likelihood estimation (MLE) technique, where we treat

Esav
i,j as an unknown variable. Suppose that up to the t-th time

slot for the j-th task offloading, the i-th user has performed

task offloading γi,j times, and obtained the corresponding ob-

servations Xi,j(t) =
{

esav
i,j,1, · · · , e

sav
i,j,γi,j

}

. The log likelihood is

calculated by

ln p
(

Xi,j(t)|E
sav
i,j ,Σi

)

= −
γi,j
2

ln(2π)−
γi,j
2

ln |Σi|

−
1

2

γi,j
∑

n=1

(esav
i,j,n − Esav

i,j )
2Σ−1

i .
(21)

Taking the derivative of the log likelihood with respect to Esav
i,j ,

we obtain

∂

∂Esav
i,j

ln p
(

Xi,j(t)|E
sav
i,j ,Σi

)

=

γi,j
∑

n=1

Σ−1
i

(

esav
i,j,n − Esav

i,j

)

. (22)

By setting this derivative to zero, solution for the MLE of the

energy saving is calculated as

˜Esav
i,j =

1

γi,j

γi,j
∑

n=1

esav
i,j,n. (23)

Clearly from (23), each user can average its past observations of

energy savings to obtain an estimate ˜Esav
i,j , and calculate its WI

according to (18). However, such simple update may lead to an

inaccurate estimate Ẽsav
i,j when the number of observations is not

enough.

B. Bayesian Learning with WI Policy

To further improve the performance, we propose a novel

BL-WI policy. The key is to leverage Bayesian learning to

obtain the estimated energy saving Ẽsav
i,j rather than just simply

averaging the past observations. From the BL perspective, a

prior distribution on ˜Esav
i,j , obtained from historical observations,

can be imposed [44]. Specifically, an observation esav
i,j after task

offloading is drawn independently from a Gaussian distribution

with an unknown mean Esav
i,j and an unknown variance Σi, i.e.,

6After a successful task offloading, the user can obtain its estimated offloading
energy consumption eoff

i,j by the equipment measurement, and calculate its

estimated energy saving by esav
i,j = kiE loc

i − eoff
i,j .
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Algorithm 2 Bayesian Learning Based Whittle Index

1: Initialize γi,j , model parameters θi,j = ( ˜Esav
i,j , Σ̃i), and hy-

perparameters λi,j , µi,j , Φi,j , νi,j , observation sets: Xi,j =
∅, ∀ i = 1, ..., n.

2: for t = 0, ..., T do

3: for i = 1, . . . , n do

4: Each user calculates its WI ωi based on its estimated

energy saving Ẽsav
i,j according to (18).

5: end for

6: All users transmit their ωi to the BS.

7: The BS selects the top M users based on their indices ωi.

Denote the selected set as M.

8: According to the action, update each user’s state according

to the predefined state transition.

9: for i = 1, . . . , n do

10: if i ∈ M then

11: Obtain an observation of energy saving esav
i,j ∼

N (Esav
i,j ,Σi).

12: γi,j = γi,j + 1.

13: Append current observation into the observation set

Xi,j(t)← Xi,j(t) ∪ esav
i,j .

14: Update hyperparameters λi,j , µi,j , Φi,j and νi,j
according to (26), (27), (28), (29).

15: Update Σ̃i and ˜Esav
i,j according to (30) and (31).

16: end if

17: end for

18: end for

esav
i,j ∼ N

(

Esav
i,j ,Σi

)

. We refer to θi,j =
(

Esav
i,j ,Σi

)

as the model

parameter.

To conduct the Bayesian inference, we place a normal-inverse-

gamma (NIG) conjugate prior [45] on the model parameter with

hyperparameters λi,j , µi,j , Φi,j and νi,j . In specific, the variance

Σi follows an inverse gamma distribution

Σi,j | {Φi,j , νi,j} ∼ Γ−1 (Φi,j , νi,j) , (24)

and the mean Esav
i,j follows a Gaussian distribution

Esav
i,j | {µi,j , λi,j ,Σi,j} ∼ N

(

µi,j ,
1

λi,j

Σi,j

)

. (25)

Note that the Gaussian prior is widely adopted due to a good ap-

proximation of different complex parameter distributions. Given

the observation up to the t-th time slot Xi,j(t) for the j-th

task, the i-th user can obtain its estimated energy saving Ẽsav
i,j

by efficient Bayesian inference. On this basis, we propose the

BL-WI offloading policy, which is summarized in Algorithm 2.

It consists of three stages: initialization, decision making, and

parameter update.

In the initialization stage (Line 1), we initialize the model

parameters, hyperparameters of NIG and counter γi,j for each

user. In the decision making (Lines 3-7), according to (18) based

on the estimated Ẽsav
i,j , each user calculates its WI, and then

transmits it to the BS, where the M users with the largest indices

are selected to perform task offloading. We denote the selected

user set by M. In the update stage (Lines 8-17), each user first

updates its task state according to the state transition defined in

Section III. Then, the user in the selected set M increases its

counter γi and updates its parameters by the Bayesian inference

accordingly. As the likelihood distribution lies in the exponential

family, given the NIG prior on the unknown mean Esav
i,j and the

variance Σi, we obtain the NIG posterior of θi,j =
{

Esav
i,j ,Σi

}

by the conjugacy property. Specifically, the posterior shares the

same form as the prior whose hyperparameters λnew
i,j , µnew

i,j ,

νnewi,j , and Φnew
i,j are acquired by aggregating the observations

Xi,t(t) calculated as

λnew
i,j = λold

i,j + γi,j,t, (26)

µnew
i,j =

λold
i,j µ

old
i,j + γi,j,tEsav

i,j,γi

λold
i,j + γi,j,t

, (27)

Φnew
i,j = Φold

i,j +

γi,j,t
∑

n=1

(

ei,j,n − Ei,j

)2
+

λold
i,j γi,j,t

λold
i,j + γi,j,t

(Ei,j − µold
i,j )

2

2
,

(28)

νnewi,j = γi,j,t/2 + νoldi,j , (29)

where Ei,j is the average of the observations Xi,j(t). Finally, a

user’s estimated noise variance Σ̃i and estimated energy saving

Ẽsav
i,j can be sampled with updated hyperparameters as

Σ̃i|{Φ
new
i,j , νnewi,j } ∼ Γ−1

(

Φnew
i,j , νnewi,j

)

, (30)

˜Esav
i,j |{µ

new
i,j , λnew

i,j ,Σ′
i,j} ∼ N

(

µnew
i,j ,

1

λnew
i,j

Σ̃i

)

. (31)

C. Refinement with BL-WI Policy

Although the NIG prior allows for a tractable and convenient

Bayesian inference due to the conjugacy property, in practice,

the true prior may not be conjugate (e.g., Laplace distribution).

Usually, inferring the exact posterior given the non-conjugate

prior is intractable, and approximate posterior inference algo-

rithms such as Markov chain Monte Carlo (MCMC) are needed.

However, inference by sampling method for the target posterior

is very costly and inefficient in an online setting [46], as all past

observations must be involved to generate the action at each

iteration.

Motivated by [47], we adopt the prior swapping (PS) technique

to make use of the pre-defined false prior (e.g., Gaussian prior),

rather than running standard inference algorithms on the target

prior. Here, the original Bayesian inference is divided into two

simple steps: we first carry out the closed-form inference with

the conjugate prior, and then utilize the PS technique to derive

the posterior with the true non-conjugate prior. Hereafter, we

refer to this new policy as PSBL-WI policy.

Denote the true prior distribution over the model parameter

θi,j by πt(θi,j). Suppose now we have chosen a conjugate prior

distribution πf (θi,j), which is referred to as the false prior.

To leverage the inferred false posterior for computing the true

posterior, we define a prior swapping distribution ps(θi,j)

ps(θi,j) ∝
˜pf (θi,j)πt(θi,j)

πf (θi,j)
, (32)

where p̃f (θi,j) is the interference result of the false posterior.

Note that in our case, p̃f (θi,j) = pf (θi|Xi,j(t)) has an analytic

form due to the conjugacy property, and ps(θi,j) = p(θi|Xi,j(t))
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Algorithm 3 Prior swapping Bayesian learning Whittle index

1: Initialize γi,j , model parameters θi,j =
(

˜Esav
i,j , Σ̃i

)

, obser-

vation sets: Xi,j = ∅, ∀ i = 1, ..., n, and desired number of

samples K .

2: for t = 0, ..., T do

3: for i = 1, · · · , n do

4: for j = 1, · · · ,K do

5: Sample a new proposal θi,j,p ∼ q (θi,j,p|θi,j,k−1)
6: Draw ũ ∼ U(0, 1)
7: if ũ < min(1, ρ) then

8: accept the proposal θi,j,k ← θi,j,p
9: else

10: Reject the proposal θi,j,k ← θi,j,k−1

11: end if

12: end for

13: Average samples ˜Esav
i,j = 1

K

∑K
k=1 Êi,j,k

14: Each user calculates its WI ω̂i as (18).

15: end for

16: Same decision stage as Algorithm. 2

17: Same update stage as Algorithm. 2.

18: end for

becomes the true posterior density function. Then our strategy

is to use ps(θi,j) in random walk Metropolis-Hastings (MH)

algorithm [48] to approximate the true posterior distribution.

Unlike the traditional MH whose computational complexity

highly depends on the number of observations, the PS technique

ensures that each iteration only requires to evaluate a few simple

analytic expressions, and the complexity is independent of the

number of observations. We denote the proposal distribution by

q(θi,j,p|θi,j,k−1), where θi,j,p is the proposed sample and θi,j,k−1

is the old one. Then the MH ratio (acceptance ratio) is calculated

as min (1, ρ) with

ρ =
ps(θi,j,p)q(θi,j,k|θi,j,p)

ps(θi,j,k)q(θi,j,p|θi,j,k)
. (33)

Finally, after drawing K samples of model parameters θi,j , we

can average K energy saving samples
{

Êi,j,1, · · · , Êi,j,K

}

to

obtain the estimated energy saving ˜Esav
i,j = 1

K

∑K
k=1 Êi,j,k. The

detailed PSBL-WI policy is presented in Algorithm 3.

VI. NUMERICAL RESULTS

In this section, we evaluate the performance of the proposed

index-based policies by simulation. In Section VI-A, we first

verify the proposed WI policy when the users have exact infor-

mation about their energy savings from the task offloading. Then

we show the impact of penalty parameter α on the total energy

saving and completion ratio. Finally, we verify the performance

of the proposed STLW-WI policy when the completion ratio

becomes the main performance metric. In Section VI-B, we

present the performance of the Bayesian learning-enabled WI

policies when Esav
i,j is not available before transmission, together

with its comparison to the WI policy with the knowledge of Esav
i,j .

The common parameters in the simulations are summarized

as follows. The total rounds of task offloading is T = 200
with discount factor β = 0.99. The users are randomly located

in the MEC system, with distance to the BS di independently

drawn from a uniform distribution U(0.1, 0.3) in kilometers.

The small-scale fading channel power gains are exponentially

distributed with unit mean, i.e., κi,j ∼ Exp(1) [19]. We set

σ2
0 = −174 dbm/Hz, g0 = −40 dB, d0 = 1 m, and ι = 4.

Without loss of generality, each allocated sub-channel has the

same bandwidth Wi = 1 MHz. The transmission power for

each user follows a uniform distribution P tx
i ∼ U(20, 25)

dbm. For local computing, the power efficient is λ = 10−28.

The CPU frequency of each user Ui is selected from the set

{0.2, 0.4 · · · , 1} GHz. The required number of CPU cycles per

bit is Ci ∈ {1, 2, 3, 4, 5}× 105 cycles/bit. The CPU frequencies

of all MEC servers are fixed Us = 2 GHz. When the user is

idle, the task generation probability is Q = 0.7. For the task

specification, the duration and size of a task are bounded by 10
time slots and 30 subtasks, respectively. The size of a subtask

is li ∈ {100, 150, 200} bits. The penalty function in the reward

function is set as P (b) = α+ 0.1b2 with a different value of α
in different subsections.

A. The Performance of the WI Policy

When the perfect knowledge of Esav
i,j is available at the i-th

user, we compare our WI policy with the following conventional

policies.

• Earliest Deadline First (EDF) [49]: EDF is a traditional

dynamic priority policy where at each time slot the BS

always selects M users with minimal task remaining time

τi,t. Each user needs to report its current remaining time

τi,t to the BS.

• Least Slack Time (LST) [50]: LST chooses M users based

on their task slack time li,t = τi,t − bi,t/ki. At each time

slot, the user needs to transmit its task slack time li,t to the

BS.

• Greedy Policy: The greedy policy selects users according

to their immediate reward Ri as defined in (8), in which

M users with the highest rewards are selected. Each user

calculates its immediate reward Ri and transmits it to the

BS.

• Relax Solution: In addition, we obtain the unrealistic relax

solution to (P2) according to the method provided in [16].

Note that this relaxed solution is the optimal solution to

P2. The maximal expected average reward under relaxed

constraint is

R̄ = inf
δ

{

N
∑

i=1

V δ
i,β − δ(N −M)

}

, (34)

where V δ
i,β is the value function of the i-th user with

subsidy δ, and δ can be obtained by an exhaustive search

to maximize the R̄. Note that this solution does not satisfy

the constraint in P1.

To take into account both task deadline and user offloading

energy consumption, we set α = 0.5. In comparing the WI

policy with the four methods aforementioned, Fig. 3 considers

two scenarios with different M/N . The total discounted reward

is served as the performance metric. It is clearly shown that our

WI policy significantly outperforms the other heuristic policies.

Taking a closer look at the WI policy and the relaxed solution to

(P2), we can infer that the performance of the WI policy is close

to the optimal solution according to Proposition 1. In Fig. 3(a),
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Fig. 3. Performance comparison in terms of the total discounted reward.

when the number of MEC servers is not relatively enough to

the number of users, the total discounted rewards obtained by

heuristic policies decrease with the increment of the number

of users. While our WI policy can not only achieve a positive

reward but also increase with the number of users. It is because

our WI policy can fully utilize the system’s state information to

rank the priorities among users. Compared with Fig. 3(a) and

Fig. 3(b), one can see that the total discounted reward increases

with the ratio of available MEC servers increasing from 0.3 to

0.5. The reason is that more users can be selected to perform

task offloading, thereby more tasks can be finished before the

deadline.

In Fig. 4, we fix the number of users N = 100 and vary the

number of MEC servers M . It can be seen that our WI policy

outperforms the other policies in terms of the total discounted

reward. When the number of available MEC servers is limited

(e.g., M = 25 with M/N = 0.25), the performance gap between

different policies is small due to very insufficient computational

resources. In fact, there are a large number of tasks that cannot

meet their deadlines. With the increasing number of M , the

performance of all the policies can be improved. Given the

adequate computing resources (e.g. M = 45 with M/N = 0.45),

most of the tasks can be accomplished by their deadline in those

policies. Therefore, all policies achieve closer performance.

Essentially, the penalty parameter α in (8) strikes a tradeoff

between the energy saving and the task completion ratio, which

is illustrated in Fig. 5. We can find that, when α is small, the

WI policy poses an emphasis on the energy savings, resulting in

a relatively low task completion ratio. With the increase of α,

the WI policy becomes task completion ratio-oriented, leading

to reduced energy savings and higher task completion ratio. It is

worth noting that more computational resources result in a larger

α to make the WI policy focus on the task complete ratio.

In Fig. 6, we compare the performance achieved by different

policies in terms of the total energy saving with a small penalty

parameter α = 0.001. As the greedy policy only selects the task

with largest energy savings to offload, it achieves maximum total

energy savings. It is clearly shown that the WI-based offloading

policy outperforms the EDF and LST policies, and is close

to the greedy one. In Fig. 7(a), we compare the performance

0.25 0.3 0.35 0.4 0.45

M/N

-200

-100

0

100

200

300

400

500

600

T
ot

al
 D

is
co

un
te

d 
R

ew
ar

d

Relax
Whittle
EDF
LST
Greedy

Fig. 4. Performance comparison in terms of the total discounted reward with
constant N .

achieved by different policies with a large penalty parameter

α = 5 in terms of the task completion ratio. Note that as

the computational resource here is limited (M < N ), not all

the tasks can be finished before their deadlines. It is clearly

shown that the WI-based offloading policy outperforms the EDF,

LST, and Greedy policies. Furthermore, the STLW-WI policy

outperforms the original WI policy because reordering of users

with the STLW rule gives urgent tasks higher priorities. When

M/N = 0.45, the completion ratio of the proposed STLW-

WI and WI policies is 82% and 80%, compared to 72%, 70%,

66% in LST, EDF and Greedy, respectively. The total discounted

reward in Fig. 7(b) also demonstrates that applying STLW rule

can reduce the penalty of unfinished tasks and improve the

performance. This is consistent with the theoretical analysis in

Theorem 3.

B. The Performance of the BL-enabled WI Policy

Next, we evaluate the performance of the proposed BL-

enabled WI policy without the knowledge of user energy saving

before offloading. The initialized parameters in BL-WI policy are
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Fig. 6. Performance comparison for energy saving focus case.

set as follows: λi,j = 1, µi,j = 1, Φi,j = 1, νi,j = 1, Σ̃i = 0,

Ẽsav
i,j = 1, and γi,j = 0. After the i-th user performing task

offloading at the t-th time slot for the j-th task, the observation

of the energy saving is drawn from a Gaussian distribution:

ei,j,t ∼ N (Esav
i,j ,Σi), with the observation noise drawn from

a uniform distribution Σi ∼ U(0.5, 1). The desired number of

samples in PSBL-WI policy is K = 10. For reference purpose,

we also include the performance of the WI policy with the

knowledge of the energy saving.

When the energy saving Esav
i,j follows a Gaussian prior distri-

bution, we evaluate the performance of Algorithm 2 in Fig. 8.

The prior distribution is Esav
i,j ∼ N

(

Einit
i,j ,Σ0

)

with mean

Einit
i,j = 1 and variance Σi = 0.1. It is clearly shown that

the BL-WI policy can learn faster and more accurate than the

MLE-WI policy under various M/N . Since the channel gain

changes every 20 time slots, the performance of MLE-WI policy

is limited by the number of observations collected in 20 time

slots. Additionally, comparing with WI policy, the reward gaps

of both BL-WI policy and MLE-WI policy decrease when the

number of available MEC servers increases, i.e., M/N increases

from 0.3 to 0.5,. In particular, the BL-WI policy achieves a much

more significant performance improvement than the MLE-WI

policy counterpart. It is because more users have opportunities

to perform task offloading and obtain more observation samples,

accelerating the Bayesian learning process and decreasing the

sample bias in MLE.

Next, we evaluate the performance of Algorithm 3 when the

energy saving Esav
i,j has a non-conjugate prior distribution. Specif-

ically, we place a Laplace distribution as the prior distribution

Esav
i,j ∼ Laplace

(

Einit
i,j , b0

)

with location parameter Einit
i,j = 1 and

scale parameter b0 = 0.2. For the BL-WI policy, we still use

a conjugate NIG prior to performing exact Bayesian inference.

Fig. 9 shows that the PSBL-WI policy outperforms the other

ones in the non-conjugate case. Although the Gaussian prior

brings the convenience in Bayesian inference, comparing the

performance of BL-WI policy in Fig. 8 and Fig. 9, the reward

gap between BL-WI policy and WI policy increases due to the

false prior assumption. Similar to the conjugate prior case, when

the number of MEC servers increases, the performance of BL-

enabled WI policies improve with more samples obtained during

the offloading.

C. Discussion

In our problem, we assume a pre-allocated bandwidth scheme.

However, it is possible to include the bandwidth allocation into

the formulated problem. To do so, the action at each time slot

will be modified as ai,t = (ui,t, di,t), where ui,t ∈ {0, 1} is

the offloading decision and di,t ∈ [dmin, dmax] the bandwidth

allocation. Accordingly, two constraints imposed on the question
∑N

i ui,t = M (only M users can be selected to perform

task offloading), and
∑

i ui,tdi,t = W (the sum of bandwidth

allocation is W ). This new RMAB problem with an extra

constraint (bandwidth limitation) makes the establishment of the

indexability difficult, and we consider this problem as our future

work.

It is worth noting that the task offloading in a large-scale

asynchronous MEC system may suffer from Byzantine failure,

where the status of server or users appears to be in failure to some

users while functional to other users. Therefore, the system needs

to first reach a consensus on whether the user or server has failed,

then it can shut down the failure part accordingly. To handle

this problem, we may resort to the asynchronous Byzantine fault

tolerant protocol proposed in [51]. Under this framework, users

receive the offloading history from other users and store them in

their buffer. At the beginning of each epoch, each user selects

and provides a subset of the history in its buffer to a randomized

agreement protocol which is used to determine whether the target

user is in failure. We will investigate the specific implementation

of this method as our future topic.

Note that due to the limited computational resources, the task

completion ratio cannot be further improved by our proposed

method. In practical applications (e.g., the task offloading for

non-critical wireless sensors such as smart meters reading [52],

[53]), we need other supplementary methods to tolerate high

violation probability further. For example, if the task misses its

current deadline, it can be stored in the buffer and assigned a

new deadline for later task offloading.

VII. CONCLUSIONS

We proposed a novel WI-based task offloading policy for

a large-scale asynchronous MEC system, which features scal-

able calculation and simple implementation. We formulated the
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Fig. 7. Performance comparison for task completion focus case.
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offloading policy design as an RMAB with the objective to

maximize the total discounted reward over the time horizon.

Based on the WI theory, we rigorously established the index-

ability and derived the WI in a closed-form expression. To

achieve a higher task completion ratio, the STLW-WI policy

is proposed in the task completion ratio-oriented case. For the

case of unknown user offloading energy consumption prior to

offloading, we proposed the BL-WI policy and PSBL-WI policy

for the conjugate and non-conjugate prior cases, respectively.

Simulation results verified that the proposed policies significantly

outperform the existing policies. The proposed method provides

a potential avenue to the highly efficient task offloading with the

upcoming large-scale MEC deployment in the IoT.

APPENDIX A

PROOF OF THEOREM 1

Proof. Without loss of generality, we drop the subscript i, j,

δ and t. Denote the difference between two value functions

by h(τ, b) = V (τ, b + k − 1) − V (τ, b), and the difference

of two actions (offloading and un-offloading) by g(τ, b). The

indexability of the offloading problem depends on the property
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Fig. 9. The performance comparison under Laplace prior.

that h(τ, b) is piecewise linear in δ and
∂h(τ,b)

∂δ
≥ −1, because

this property guarantees that
∂g(τ,b)

∂δ
=
[

1− ∂h(τ,b)
∂δ

]

≥ 0. The

induction method is applied to prove this property. Specifically,

we first show that the WI ω(τ, b) exists for τ = 0, 1, then

assuming that the WI exists and
∂h(τ,b)

∂δ
≥ −1 for τ = t− 1, we

show that the WI also exists and
∂h(τ,b)

∂δ
≥ −1 holds for τ = t.

1) τ = 0: There is no task waiting in the user. The Bellman

equation is stated as

V (0, 0) = max {δ + βVe, βVe} , (35)

where Ve is the expected reward of future tasks generation.

Therefore, if and only if δ > 0, the first term is larger and

the un-offloading action is optimal. Thus ω(0, 0) = 0.

2) τ = 1: there are four cases.

a) If b = 0, the Bellman equation is stated as

V (1, 0) = max {δ + βVe, βVe} . (36)

It is same as the case τ = 0, b = 0, therefore,

ω(1, 0) = 0.
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b) If b = 1, the Bellman equation is stated as

V (1, b) = max {δ + βVe, E
sav + βVe} . (37)

If and only if δ ≥ Esav, the un-offloading action is

optimal. Thus ω(1, b) = Esav when b = 1.

c) If 1 < b ≤ k, the Bellman equation is stated as

V (1, b) = max {δ + βVe − F (b− 1), Esav + βVe} .
(38)

If and only if δ ≥ Esav +F (b− 1), the un-offloading

action is optimal. Thus ω(1, b) = Esav + F (b − 1)
when 1 < b ≤ k.

d) If b > k, the Bellman equation is stated as

V (1, b) = max {δ − F (b− 1) + βVe,

Esav − F (b− k) + βVe} .
(39)

If and only if δ ≥ Esav + F (b − 1)− F (b − k), the

un-offloading action is optimal. Thus

ω(1, b) = Esav + F (b − 1)− F (b− k). (40)

Thus the WI for τ = 1 exists, and the closed form is given

by

ω(1, b) =



















0, if b = 0;

Esav if b = 1;

Esav + F (b − 1), if 1 < b ≤ k;

Esav + F (b − 1)− F (b− k) if b > k;
(41)

Now we are ready to show the
∂hδ(τ,b)

∂δ
≥ −1 holds when

τ = 1.

1) If b = 0, h(1, 0) = V (1, k − 1)− V (1, 0), we have

h(1, 0) =











Esav, if ω < 0;

Esav − δ, if 0 ≤ δ < ω(1, k − 1);

−F (k − 2), if δ ≥ ω(1, k − 1).

(42)

2) If b = 1, h(1, 1) = V (1, k)− V (1, 1), we have

h(1, 1) =











0, if δ < ω(1, 1);

Esav − δ, if ω(1, 1) ≤ δ < ω(1, k);

−F (k − 1), if δ ≥ ω(1, k).
(43)

3) If 2 ≤ b ≤ k, h(1, b) = V (1, b+k−1)−V (1, b), we have

h(1, b) =







































−F (b− 1),

if δ < ω(1, b+ k − 1);

Esav − δ,

if ω(1, b) ≤ δ < ω(1, b+ k − 1);

−F (b+ k − 2) + F (b− 1),

if δ ≥ ω(1, b).

(44)

4) If b > k, h(1, b) = V (1, b+ k − 1)− V (1, b), we have

h(1, b) =







































−F (b− 1) + F (b − k),

if δ < ω(1, b);

Esav − δ,

if ω(1, b) ≤ δ < ω(1, b+ k − 1);

−F (k + b− 2) + F (b− 1),

if δ ≥ ω(1, b+ k − 1).

(45)

Therefore, the derivation of h(1, b) on δ always guarantees that
∂h(1,b)

∂δ
≥ −1, which implies the indexability holds when τ = 1.

Then, we show the property of h(τ, b) holds when τ = t under

the assumption that
∂h(τ,b)

∂δ
≥ −1 when τ = t− 1.

1) If b = 0,

h(τ, 0) =































Esav, if δ < 0;

Esav − δ,

if 0 ≤ δ < ω(τ, k − 1);

β [V (τ − 1, k − 2)− V (τ − 1, 0)] ,

if δ ≥ ω(τ, k − 1).

(46)

For the first two cases, it is clearly shown that the gradient

of h(τ, b) with respect to δ is larger or equal than −1. For

the third case, we can further expand it by comparing the

value of δ and ω(τ−t′, k−t′−1). Whenever there is a time

step t′ such that δ ≤ ω(τ − t′, k − t′ − 1), ∃2 ≤ t′ ≤ τ ,

h(τ, 0) = βt′ (Esav − ω) whose gradient is −βt′ ≥ −1.

On the other hand, if there is no such time step, h(τ, 0)
will be calculated by its penalty term whose gradient in

terms of ω is zero.

2) If 1 ≤ b ≤ k, h(τ, b) = V (τ, b+k−1)−V (τ, b), we have

h(τ, b) =







































β [V (τ − 1, b− 1)− V (τ − 1, 0)] ,

if δ < ω(τ, b);

Esav − δ,

if ω(τ, b) ≤ δ < ω(τ, b+ k − 1);

βh (τ − 1, b− 1)

if δ ≥ ω(τ, b+ k − 1).

(47)

For the first case, a similar analysis as the third case in

b = 0 can be carried out here and we have
∂h(τ,b)

∂δ
≥ −1

as well. Since we have
∂h(τ−1,b−1)

∂δ
≥ −1 for all b by

assumption, we have
∂h(τ,b)

∂δ
≥ −1 here as well.

3) If b > k, h(τ, b) = V (τ, b+ k − 1)− V (τ, b), we have

a) If ω(τ, b+ k − 1) > ω(τ, b), we have

h(τ, b) =







































βh(τ − 1, b− k),

if δ < ω(τ, b);

Esav − δ,

if ω(τ, b) ≤ δ < ω(τ, b+ k − 1);

βh(τ − 1, b− 1),

if δ ≥ ω(τ, b+ k − 1).
(48)

b) If ω(τ, b+ k − 1) ≤ ω(τ, b), we have

h(τ, b) =















































βh(τ − 1, b− k),

if δ < ω(τ, b+ k − 1);

δ − Esav + β [h(τ − 1, b− 1)

+h(τ − 1, b− k)] ,

if ω(τ, b+ 1) ≤ δ < ω(τ, b);

βh(τ − 1, b− 1),

if δ ≥ ω(τ, b).

(49)

Since
∂h(τ−1,b−1)

∂ω
≥ −1 for all b by assumption, we have

∂h(τ,b)
∂ω

≥ −1 in all cases. Thus, the indexability of the RMAB

can be established.
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APPENDIX B

PROOF OF THEOREM 2

Proof. In this section, we derived the closed form of the WI by

induction. Since the case for τ = 0 and τ = 1 have been proved

during the indexability prove, we start from τ = 2 from here.

1) τ = 2: there are four cases.

a) If b = 0, the Bellman equation is stated as

V (2, 0) = max {δ + βV (1, 0), βV (1, 0)} . (50)

It is same as the case τ = 0, b = 0, therefore,

ω(2, 0) = 0.

b) If b = 1, the Bellman equation is stated as

V (2, b) = max {δ + βV (1, 0), Esav + βV (1, 0)} .
(51)

If and only if δ ≥ Esav, the un-offloading action is

optimal. Thus ω(2, 1) = Esav.

c) If 1 < b ≤ k, the Bellman equation is stated as

V (2, b) = max {δ + βV (1, b− 1), Esav + βV (1, 0)} .
(52)

The difference between actions is

g(2, b) = δ − Esav + β [V (1, b− 1)− V (1, 0)]

=







































δ − Esav + βEsav

if δ < 0;

δ − Esav + β (Esav − δ) ,

if 0 ≤ δ ≤ ω(1, b− 1);

δ − Esav − βF (b − 2),

if δ > ω(1, b− 1);
(53)

The difference equals 0 when δ = Esav. Thus

ω(2, b) = Esav when 1 < b ≤ k.

d) If b = k + 1, the Bellman equation is stated as

V (2, k+1) = max {δ + βV (1, k), Esav + βV (1, 1)} .
(54)

The difference between actions is

g(2, k + 1) = δ − Esav + β [V (1, k)− V (1, 1)]

=







































δ − Esav,

if ω < ω(1, 1);

δ − Esav + β (Esav − δ) ,

if ω(1, 1) ≤ δ ≤ ω(1, k);

δ − Esav − βF (k − 1),

if δ > ω(1, k);
(55)

The difference equals 0 when δ = Esav. Thus

ω(1, b) = Esav when b = k + 1.

e) If k+ 1 < b ≤ 2k, the Bellman equation is stated as

V (1, b) = max {δ + βV (1, b− 1),

Esav + βV (1, b− k)} .
(56)

The difference between actions is

g(2, b) = δ − Esav + β [V (1, b− 1)− V (1, b− k)]

=







































δ − Esav + β [−F (b− k − 1)]

if δ < ω(1, b− k);

δ − Esav + β [Esav − δ] ,

if ω(1, b− k) ≤ δ ≤ ω(1, b− 1);

δ − Esav + β [−F (b− 2) + F (b− k − 1)] ,

if δ > ω(1, b− 1);
(57)

The difference equals 0 when δ =
Esav + β [F (b− k − 1)]. Thus ω(2, b) =
Esav + β [F (b − k − 1)] when k + 1 < b ≤ 2k.

f) If b > 2k, the Bellman equation is stated as

V (1, b) = max {δ + βV (1, b− 1), Esav + βV (1, b− k)} .
(58)

The difference between actions is

g(2, b) = δ − Esav + β [V (1, b− 1)− V (1, b− k)]

=







































δ − Esav + β [−F (b− k − 1) + F (b− 2k)] ,

if δ < ω(1, b− k);

ω − Esav + β [Esav − δ] ,

if ω(1, b− k) ≤ δ < ω(1, b− 1);

ω − Esav + β [−F (b− 2) + F (b − k − 1)] ,

if δ ≥ ω(1, b− 1);
(59)

The difference equals 0 when δ = Esav +
β [F (b − k − 1)− F (b− 2k)]. Thus ω(1, b) =
Esav + β [F (b − k − 1)− F (b− 2k)] when b > 2k.

Thus the WI for τ = 2 exists, and the closed form is

calculated as

ω(2, b) =







































0, if b = 0;

Esav, if 1 ≤ b ≤ k + 1;

Esav + β [F (b− k − 1)] ,

if k + 1 < b ≤ 2k;

Esav + β [F (b− k − 1)− F (b− 2k)]

if b > 2k;
(60)

Next we show the closed-form of the WI for the case of τ ≥ 3,

assuming (1) holds for τ − 1.

1) If b = 0, the Bellman equation is stated as

V (τ, 0) = max {δ + βV (τ − 1, 0), βV (τ − 1, 0)} . (61)

Therefore, ω(τ, 0) = 0.

2) If b = 1, the Bellman equation is stated as

V (τ, 1) = max {δ + βV (τ − 1, 0) , Esav + βV (τ − 1, 0)} .
(62)

Thus ω(τ, 1) = Esav.

3) If 2 ≤ b ≤ k, the Bellman equation is stated as

V (τ, b) = max {ω + βV (τ − 1, b− 1) ,

Esav + βV (τ − 1, 0)} .
(63)
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The difference between actions is:

g(τ, b) = δ − Esav + β [V (τ − 1, b− 1)− V (τ − 1, 0)]

=







































δ − Esav + β2Esav,

if δ < 0;

δ − Esav + β [Esav − δ] ,

if 0 ≤ δ ≤ ω(τ − 1, b− 1);

ω − Esav + β2 [V (τ − 2, b− 2)− V (τ − 2, 0)]

if δ > ω(τ − 1, b− 1);
(64)

The difference equals 0 when δ = Esav. Thus ω(τ, b) =
Esav when 2 ≤ b ≤ k.

4) If k < b ≤ k(τ − 2)+2, the Bellman equation is stated as

V (τ, b) = max {δ + βV (τ − 1, b− 1) , Esav + βV (τ − 1, b− k)} .
(65)

The difference between actions is

g(τ, b) = δ − Esav + β [V (τ − 1, b− 1)− V (τ − 1, b− k)]

=



















δ − Esav + β2 [V (τ − 2, b− 1− k)−

V (τ − 1, (b− 2k)+)] , if δ < Esav;

δ − Esav + β2 [V (τ − 2, b− 2)−

V (τ − 2, b− k − 1)] , if δ ≥ Esav;
(66)

Since we have ω(τ − 1, b − k − 1) = Esav when 1 ≤
b−k−1 ≤ k(τ−2)+1 So ω(τ, b) = Esav when b = k+1.

5) If k(τ − 2)+ 2 < b ≤ k(τ − 1)+ 1, the Bellman equation

is stated as

V (τ, b) = max {δ + βV (τ − 1, b− 1) ,

Esav + βV (τ − 1, b− k)} .
(67)

Therefore, the difference between actions is

g(τ, b) = δ − Esav + β [V (τ − 1, b− 1)− V (τ − 1, b− k)]

=







































δ − Esav + β2 [V (τ − 2, b− 1− k)−

V (τ − 1, (b− 2k))] , if δ < ω(τ − 1, b− k);

δ − Esav + β [δ − Esav]

if ω(τ − 1, b− k) ≤ δ < ω(τ − 1, b− 1);

δ − Esav + β2 [V (τ − 2, b− 2)−

V (τ − 2, b− k − 1)] , if δ ≥ ω(τ − 1, b− 1);
(68)

It equals 0 when δ = Esav. Thus ω(τ, b) = Esav when

k(τ − 2) + 2 < b ≤ k(τ − 1) + 1.

6) If k(τ − 1) + 2 ≤ b ≤ kτ , the Bellman equation is stated

as
V (τ, b) = max {δ + βV (τ − 1, b− 1) ,

Esav + βV (τ − 1, b− k)} .
(69)

Therefore, the difference between actions is

g(τ, b) = δ − Esav + β [V (τ − 1, b− 1)− V (τ − 1, b− k)]

=







































δ − Esav + β2 [V (τ − 2, b− 1− k)−

V (τ − 2, b− 2k)] , if ω < ω(τ − 1, b− k);

δ − Esav + β [δ − Esav]

if ω(τ − 1, b− k) ≤ δ < ω(τ − 1, b− 1);

δ − Esav + β2 [V (τ − 2, b− 2)−

V (τ − 2, b− k − 1)] , if δ ≥ ω(τ − 1, b− 1);
(70)

In the first case since δ < ω(τ − 1, b − k), according to

the equation

δ < ω(τ − 1− τ ′, b− k − kτ ′)

< ω(τ − 1− τ ′, b− 1− kτ ′),
(71)

the difference can be further written as

δ − Esav + β2 [V (τ − 2, b− 1− k)− V (τ − 2, b− 2k)]

= δ − Esav + β2 [V (τ − 3, b− 1− 2k)− V (τ − 3, b− 3k)]

= · · ·

= δ − Esav − βτ−1 [F (b− (τ − 1)k − 1)] .
(72)

Therefore, when δ = Esav + βτ−1 [F (b− (τ − 1)k − 1)],
the first case in (70) equals 0. Accordingly, when k(τ −
1) + 2 ≤ b ≤ kτ , the WI is calculated as:

ω(τ, b) = Esav + βτ−1 [F (b− (τ − 1)k − 1)] (73)

7) If b ≥ kτ + 1,

V (τ, b) = max {δ + βV (τ − 1, b− 1) ,

Esav + βV (τ − 1, b− k)} .
(74)

Therefore, the difference between actions is

g(τ, b) = δ − Esav + β [V (τ − 1, b− 1)− V (τ − 1, b− k)]

=







































δ − Esav + β2 [V (τ − 2, b− 1− k)−

V (τ − 2, b− 2k)] , if δ < ω(τ − 1, b− k);

δ − Esav + β [δ − Esav]

if ω(τ − 1, b− k) ≤ δ < ω(τ − 1, b− 1);

δ − Esav + β2 [V (τ − 2, b− 2)−

V (τ − 2, b− k − 1)] , if δ ≥ ω(τ − 1, b− 1);
(75)

Similar with the previous case, the dif-

ference equals 0 when δ = Esav +
βτ−1 [F (b− (τ − 1)k + 1) + F (b− kτ)] . Accordingly,

when b ≥ kτ + 1, the WI is calculated as:

ω(τ, b) = Esav+βτ−1 [F (b− (τ − 1)k − 1) + F (b− kτ)]
(76)

Therefore, the closed-form expression for the WI (17) holds.

APPENDIX C

PROOF OF THEOREM 3

To prove Theorem 3, for any given offloading scheduling

policy that violates the STLW rule, we construct an updated

policy that meets the STLW rule. Then we need to show that

this updated policy can increase the reward, compared with the

original one. Assume that the i-th user has priority over the j-th

user based on the STLW rule at the t′-th time slot with the system

state S
′
t. Let Γ , max {τi,t, τj,t} − 1, assume we have a policy

G = {ut′ ,ut′+1, . . . ,ut′+Γ} violates the STLW rule and selects

the j-th user instead of the i-th user at the t′-th time slot. Then

we construct an updated policy G̃ = {ũt′ , ũt′+1, . . . , ũt′+Γ} as

follows.

1) At the t′-th time slot, G̃ selects the i-th user instead of j.

That is, ũt′ is same as ut′ except that its i-th component

is 1 and the j-th component is 0.

2) Denote the set of time slots that the policy G selects the

i-th user instead of the j-th user after the t′-th time slot

by Π(t) ⊆ {t′ + 1, . . . ,min {di, dj} − 1}.
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• If the set Π(t) is empty, let G̃ take the same actions

as the G in the following time slot, that is, ũq = uq,

for k = t′ + 1, . . . , t′ + Γ.

• If the set Π(t) is not empty, denote the minimal time

slot of the set by tmin. For the time slots q = t′ +
1, . . . , tmin − 1, let ũq = uq . However, at the tmin-

th time slot, the new policy G̃ selects the j-th user

instead of i. That is, ũt′ is the same as ut′ except that

the j-th component is 1 and the i-th component is 0.

Take a closer look between policies G and G̃, after the t′-th

time slot, we can always find a sequence
{

S̄k

}t′+Γ

q=t′+1
in G̃ as

a comparison to the sequence {Sk}
t′+Γ
q=t′+1 in G, which satisfies

the following condition:

• If the set Π(t) is empty, then we have
{

S̄q

}t′+Γ

q=t′+1
=

{Sq}
t′+Γ
q=t′+1.

• Otherwise, we have

{

S̄q

}t′+Γ

q=t′+1
=
{

S̄t′+1, . . . , S̄tmin
,Stmin+1, . . . ,St′+Γ

}

,
(77)

where tmin is the minimal time slot in the set Π(t). Since two

policies G and G̃ always select an equal number of users to

perform offloading and will be identical after the (t′ + Γ)-th time

slot. Therefore, to arrive at the result in Theorem 3, we only need

to show that

R (St,ut) +
t′+Γ
∑

q=t′+1

R (Sq,uq)

≤ R (St, ũt) +

t′+Γ
∑

q=t′+1

R
(

S̃q, ũq

)

.

(78)

To verify (78), we consider the following two cases.

1) When the set Π(t) is not empty, for every pair of system

state sequence, {Sq}
t′+Γ
q=t′

and
{

S̄q

}t′+Γ

q=t′
, both policies will

result in the same result, i.e., the equality holds in (78).

2) When the set Π(t) is empty. Whenever the policy G selects

the i-th user, it must also select the j-th user, for q =
t′+1, . . . ,min {di, dj}−1. Denote the remaining workload

of the i-th user after its deadline by δi under the policy G.

Similarly, δ̃i is the remaining workload under the policy G̃.

Since the i-th user has priority over the j-th user at system

state St′ , it implies that δ̃i = δi − 1 and δ̃j = δj + 1
(according to the Definition 2). Therefore, we have the

reward difference under two policies calculated as

V t′+Γ

G̃
− V t′+Γ

G

= α
{

−F (δ̃i)− F (δ̃j)− [−F (δj)− F (δi)]
}

= α
{[

δ2i − δ̃2i + δ2j − δ̃2j

]}

= 2α (δj − δi)− 2

(79)

Note that according to the STLW rule, we have 0 ≤ δi <
δj , where both δi and δj are integers. Therefore, when α ≥
1 (i.e. focus on task completion), this reward difference is

always no less than 0, which implies that the constructed

policy G̃ can achieve more rewards than the original policy

G.
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