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Abstract—The estimation of mutual information (MI) or con-
ditional mutual information (CMI) from a set of samples is a
long-standing problem. A recent line of work in this area has
leveraged the approximation power of artificial neural networks
and has shown improvements over conventional methods. One
important challenge in this new approach is the need to obtain,
given the original dataset, a different set where the samples are
distributed according to a specific product density function. This
is particularly challenging when estimating CMI.

In this paper, we introduce a new technique, based on k&
nearest neighbors (k-NN), to perform the resampling and derive
high-confidence concentration bounds for the sample average.
Then the technique is employed to train a neural network
classifier and the CMI is estimated accordingly. We propose
three estimators using this technique and prove their consistency,
make a comparison between them and similar approaches in the
literature, and experimentally show improvements in estimating
the CMI in terms of accuracy and variance of the estimators.

Index Terms—conditional mutual information, neural net-
works, nearest neighbors.

I. INTRODUCTION

ONDITIONAL mutual information is recognized as an

important statistical metric since, for example, character-
izes the capacity of communication channels such as channels
with random state and the relay channel [1]; however, its
relevance goes beyond communication scenarios. Directed in-
formation [2], which is a notion for quantifying causal impact
in stochastic processes, is computed as a possible infinite sum
of CMIs [3]. Additionally, CMI has been adopted in machine
learning [4], [5] as a way to extract shared information in data,
while in the information bottleneck method, it can be used as
a regularizer [6], [7].

The estimation of information-theoretic quantities has been
an important subject in statistical inference for many years. In
general, conventional methods are categorized as parametric
and non-parametric estimators. In [8] several of these methods
for estimating entropy, mutual information, and relative en-
tropy are reviewed. One well-known non-parametric method
to estimate MI of continuous random variables is the KSG
estimator [9], [10]; this estimator is based on the k nearest
neighbors method (k-NN) and shows a favorable performance
for data with small dimensions. This method has subsequently
been extended to estimate CMI in [11]-[13]. However, obser-
vations show that as the dimension of the data increases, the
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estimation accuracy deteriorates, and addressing this issue has
remained a challenge.

Recent studies leverage the power of artificial neural net-
works to improve the estimation of information-theoretic
quantities. In the recent work [14], the authors propose the
use of neural networks to estimate MI and, according to
their numerical experiments, promising improvements with
respect to the conventional KSG method can be seen for high-
dimensional data. The key idea in [14] is to estimate a lower
bound for the MI—known as a variational bound—instead of
directly estimating the MI; the network is trained to maximize
this lower bound which results in a tight approximation of the
MI. This approach has been followed by a series of other
works such as [15]-[20]. In particular, in [15], the limits of
estimation using variational bounds are investigated and the
authors provide high confidence bounds for these constraints
in terms of the number of samples. Similar arguments can
be found in [18] where the authors address the bias—variance
trade-off in the neural estimators for MI. A thorough compar-
ison for MI estimators is done in [16] and different methods
based on variational bounds are compared in terms of bias and
variance. In [19], further insights and applications are provided
for a neural estimation of ML

Before proceeding, consider the definition of CMI for
continuous random variables:

I(X;Y\|Z) = ///p(x,y,z) log Zmdxdydz

= Bpy [PV 2) Ipl2)] . ()
A lower bound on the CMI can thus be obtained employing

the Donsker—Varadhan (DV) variational characterization of the
divergence [21]:

I(Xv Y|Z) Z Ep(m,y,z) [f(xa Y, Z)]
- IOg Ep(ac|z)p(y,z) [exp f((E, Y, Z)] ) (2)

where f(-) is any function such that the two expectations
exist and are finite. The lower bound (2) may be relaxed, as
suggested by Nguyen, Wainwright, and Jordan (NWJ) in [22],
resulting in the following lower bound:

- e_lEp(m|z)p(y,z) [GXp f(xv Y, Z)] NG
These bounds are tight with the appropriate choice of f(-),
and equality holds in (2) by choosing f(-) as
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yields equality in both bounds (2) and (3). If the joint
probability density function p(x,y, z) were known, it would
be possible to compute the optimal functions (4) and (5),
and respectively the bounds (2) and (3). Most importantly,
we could derive the CMI directly:

I(X;Y2) = Byoy.o) [fior(2,9,2)] (6)

(&)

where

_p.yz)
p(z]2)p(y, 2)
is the logarithm of the density ratio (LDR). However, we
only have access to a set of samples distributed according
to p(z,y,z). Using these samples, we will approximate the
functions (4), (5), and (7), which will allow us to estimate the
CMI according to (2), (3), or (6).

We note that, for any fixed function f(-), the NWJ bound (3)
is looser than the DV bound (2) except for the case of (5);
however, the former bound has the advantage of having a
linear form, which may be useful when the bound is estimated
empirically. As noted in [20], the average of several estimates
of the DV bound is neither a lower bound nor an upper bound
of the CMI due to the concavity of the log(-) function and
Jensen’s inequality. This becomes of paramount importance if
the estimation must not exceed the true value of the CMI. For
instance, when estimating the capacity of a communication
channel determined by a CMI, the estimated value must
be below the true value of the CMI to ensure a reliable
communication. It is worth noting that, although estimating
with insufficient number of samples may also cause such
violation, this should not be confused with the issue caused
by the non-linearity of the terms. Nonetheless, if there is no
constraint in the estimated value of the CMI being below the
true value, we may safely use any of the aforementioned three
estimators. In fact, we show in our experiments that, in some
cases, estimations based on (6) are more accurate while being
above the true value of CMI.

As previously mentioned, the authors of [14] introduced
the idea of using artificial neural networks to estimate MI;
in particular, they calculate the DV bound, where f(-) is
substituted with a neural network and the right-hand side
(RHS) of (2) is maximized with the gradient descent method.
A new approach to estimate both the MI and the CMI is
taken in [17], where a neural network classifier is first trained
to distinguish whether samples are generated according to
the joint or product density function. Then the authors show
that the output of this classifier can be used to approximate
the optimal functions in (4) and (5). However, instead of
estimating the lower bounds on the CMI directly, they express
the CMI as a difference of two MI terms, i.e.,

I(X;YZ)=1(X;Y,Z) - 1(X; Z), ®)

fEDR(x7 Y, Z) = lOg (7)

and estimate the DV (or NWIJ) lower bound for each term
separately.

In this paper, we adopt the classifier technique of [17] and
introduce a new method to apply it directly to the estimation
of CMI. Estimating CMI is more complicated than estimating
MI since the technique relies on having samples that are
distributed according to the product density p(z|z)p(y, z) apart
from the original samples distributed according to p(z,y, z).
The approach of [17], which estimates the two terms on the
RHS of (8), only requires samples distributed according to
p(x)p(y, z) and p(x)p(z), which are simple to obtain given
the original samples. Here, we address this issue in Section II
and show that the k-NN method can be employed to obtain the
desired samples from the original data. In fact, this technique
can be applied to any resampling problem where we want to
enforce a more restrictive factorization for the density function
of the new samples. In Section III, we establish concentration
bounds for the empirical average with respect to data sampled
according to our k-NN method, which is one of the main
contributions of this paper. Next, the consistency of our
proposed estimators is investigated by the approximation and
generalization power of our setup. Experiments and simulation
results are presented in Section IV. Finally, we conclude the
paper in Section V where we discuss possible future direction.

II. PRELIMINARIES AND CHALLENGES

Consider a dataset of n triples (X,Y,Z) € X% where X,
Y and Z are mappings Q@ — X C R with finite Lebesgue
measure A(X). For simplicity, we assume the mappings have
the same range, while the extension is straightforward when
variables range over different sets. Each triple is generated
i.i.d. according to p(z,y, z). The classifier technique, which
is used at the core of our estimators, relies on a binary neural
classifier that distinguishes whether an input sample (x,y, z)
is more likely to be generated from the joint density p(x, y, z)
or the product density p(z|z)p(y, 2).

As neither of these density functions is known, estimating
the CMI based on (2), (3), or (6) encounters the following two
challenges:

1) The optimal functions f}, fywy, and f/pg cannot be
computed due to the unknown densities, and thus must
be approximated.

2) Even if the previous point is solved, it is not possible to
derive (2), (3), or (6) analytically, and thus the expecta-
tions must also be approximated using the samples.

In the following, we address these issues. We will see that
the output of the binary neural classifier, with a proper loss
function, can be used to solve the first challenge. However, this
leads to a new problem; in order to train the neural classifier,
we need samples distributed according to both the joint and
the product density functions. The solution to this new issue,
which also addresses the second challenge, is to generate
sample batches according to p(x,y,z) and p(z|2)p(y, 2),
where providing the latter is not straightforward and is the
main focus of this paper.

Notation: Throughout the paper, capital letters (e.g., X)
mostly denote random variables, while their lower-case coun-
terparts (e.g., x) denote instances of said random variables.
We use the notation =™ to denote the sequence of x1,...,z,.



However, we may also use n in the superscript to emphasize
the dependence on a quantity with n; this will be clear in
the context. Additionally, for an arbitrary set Z, (1 nn\z
indicates the sequence of z;’s, where 7 iterates on 1,...,n
excluding the elements in Z.

A. Resampling

In this section, we explain how to generate the said batches
of samples from the dataset {(X;,Y;, Z;)}? . Define Z, to
be a set of b numbers picked uniformly at random (without
replacement) from the set {1, ...,n}. Let BY,,, denote the joint
batch, which consists of b samples distributed i.i.d. according
to p(x,y, z) and it is defined as:

Bl = {(Xi,Yi, Z;) | i € T }. 9)
On the other hand, let Bg;od be the product batch such that
it contains b’ samples distributed according to p(z|z)p(y, 2).
To construct this batch, we exploit the notion of %k nearest
neighbors (k-NN).

Definition 1. Assume the dataset {(x;,yi, 2}, of size n
is given. Let 1, be a set of m indices chosen uniformly
at random without replacement from {1,...,n}, and I¢, =
{1,...,n} \ Z,n. For any ( € X, define A™F"((,2")
as the set of indices of the k nearest neighbors of ( (by
Euclidean distance) among z;, for i € 1L7,. In other words,
let me : {1,... |25} — IS, be the bijection such that

|2me) = €| < - < zmeqzen — ¢

)

then A™k1((,2") = {mc(1),...,mc(k)}. Hereafter we use
A™(() instead as the remaining parameters can be understood
from the context. In particular, we note that A°(() implies that
the neighbors are chosen from all points 2™ since Ty = () and

s=A{1,...,n}.

According to the previous definition, the product batch with
b = mk samples is defined as

Bhroa = {(X;0),Yi. Zi) |i € T, (i) € A™(Z))}. (10)
We refer to this sampling technique as isolated k-NN in the
sequel.

Similar to the k nearest neighbors method, the complexity
of isolated k-NN relies on the particular implementation. With
a brute force approach, the time complexity of computing
distances from each sample in Z,, to Z¢, is O(dn) when
m < n, and a trivial search among these distances to find
the % nearest neighbors costs an additional O(kn). Thus, the
total time and storage complexities for all m samples in the
isolated set Z,, are O((d + k)mn) and O(dn), respectively.
However, if the dimension of the data is small (d < logn)
and the number of queries (in our case m) is large, we can
use alternative methods such as k-d trees where pre-processing
enables us to find neighbors more efficiently. Using k-d trees
data structure with a nearly balanced tree, the time complexity
becomes O((dn + mk)logn) and the storage, O(dn).

Fig. 1. The proposed neural network classifier that is parameterized with 0
and consists of two hidden layers and concatenated with a sigmoid function.

B. Approximating 5y, fauw, and fipr

To estimate the optimal functions, it suffices to obtain the
likelihood ratio #ﬁj&?z). As suggested in [17], [20], we
use a feed—forwaré neural network to classify inputs from the
joint and product batches. In this network, the input is a triple
(z,y,z) and the last layer is concatenated with a sigmoid
function. Let the network be parameterized with 6, then the
output of the neural network is denoted as wg(z,y,2), see
Fig. 1. As it will be clear later, in order to avoid unbounded
values in the ratio of densities, the output of the sigmoid
function is clipped' to the interval [r,1 — 7] for 0 < 7 < 1.

The binary cross-entropy loss is chosen as the objective
function to optimize the network. Define ¢(x,y, z) (or simply
q) as the batch type associated to an input, where ¢ = 1 and
q = 0 represent the joint and product batch, respectively. Then
we have the following definition for the cross-entropy loss.

Definition 2. Given a function w : X3 — [0, 1], the expected

cross-entropy loss is defined as:

L(w) = ~Ep(g)p(a.y.z|q) [(Qlogw(X, Y, Z)

+(1-Q)log(l —w(X,Y,2))]. (1)

The pointwise minimizer of L(w) can be used to compute
the desired likelihood ratio and, accordingly, the optimal
functions, as we see next. Note that unlike wy, the function w
is not restricted by any parameterization.

Lemma 1. Let w* be the minimizer of the expected cross-
entropy loss L(w) and let p(q = 1) = p1, then

L-—p1_w(z,y,2) _  p@y2)
P1 1- w*(x,y7z) p(x\z)p(y,z)

Using Lemma 1, the optimal functions (4), (5), and (7) can
be evaluated as below,

*(z,y,2) = . (12)

fBV(xay7Z) =C + IOgF*<£E,y7Z)
f]cWJ(xayvz) =1 + logr*(xayv'z)

fL*DR(xay7Z) = 10gF*($7Ua2’) (13)

However, there are restrictions to obtain (13). First, the op-
timization to achieve w* is performed on L(wy) over the
parameterized networks wy, as searching over all functions
is infeasible. Second, since the densities are not available, the
expectations in L(wy) are approximated with sample averages.

't has been observed that such clipping also controls the bias—variance
trade-off of the estimator [18]. In our case, choosing 7 closer to zero decreases
the bias and allows for the estimation of large values of CMI while it also
increases the variance of the estimation.



Definition 3. Consider a neural-based classifier to be trained

with sample batches ij o and Bg;od such that

[0}

b
p1 = b+ b,a
then the empirical cross-entropy loss is defined as:
Lemp(wg) = p1Li(we) + (1 — p1) L (wp), (14)
where
Li(we) =—7 Y logwy(z,y,2)
(z.9,2)EBY,,
1
Li/(wg) = ~u Z log (1 — wy(z,y, z)) (15)
(z,y,z)EBé’é)d

Let 6 be the minimizer of Lemp(wg), according to the
previous definition, and define

a L—p

oy )= o000

b1 1_wé($7yaz>.
With a sufficiently large number of samples, n, and a proper
tuning of the hyper-parameters of the network, I' is close to

I with high probability and the variational bounds for CMI
can be estimated as:

(16)

joint

— log y Z(a:,y,z)elg;;d F(LL', Y, Z)u

1 -
DV = gz(x,y,z)elib logF(z,y,z)
1

'rA -— 1 a
v =1+ b Z(z,y,z)EB.b logI'(z,y, 2)

joint

1 A
- y Z(l'ayaZ)EBb/ F({L‘7 Y, Z)

prod

a7
Similarly, the estimation based on LDR can be obtained as:

.0 1 ~
Iipr = 3 Z(Ly,z)eﬁb logI'(z, y, 2).

joint

(18)

There are two important caveats in computing these estima-
tors. First, in training the classifier, it is desired to have p; = %
to avoid overfitting towards one of the classes. However, the
prior can become biased due to the different resampling of
the joint and product batches. Second, to implement the cross-
validation, the final estimation is averaged over 7' trials where
the train and test batches are re-sampled each time. This has
been advocated in [14], [17] to control the variance of the
estimation. Note that with the averaging over multiple trials,
the final DV estimator is no longer a lower bound for the
CMI [20]. The steps of our proposed method are stated in
Algorithm 1. The functions jointBatch and isolated_kNN in
the algorithm execute (9) and (10), respectively.

III. MAIN RESULTS

In this section, we discuss the consistency of the estimators
n,0  1n,0 n,0 . . . . .
Iy, Iyyy» and I /e, which in general relies on two things:

o The empirical sums in (15), (17), and (18) are concen-
trated around their expected values. For instance, this

Algorithm 1: Estimation of I(X;Y'|Z)

Input: Data = {(x;,yi,2z)} 01, T, b, V', k
1 Split Data into Train_set and Test_set
2 for r=1,...,T do

3 | Bfnwain < jointBatch(Train_set ,b)

4 Bg;od,train « isolated_kNN(Train_set,b" , k)

5 | wy « Train the classifier with BY, i Blrog rain

6 | Blies < jointBatch(Test_set , b)

7 Bg;od,test < isolated_kNN(Test_set b’ , k)

8 | Compute I, I:I(,"v’gjt, and I]5%" using wy,
Bﬁ)im‘tw, and ijrod,test as in (17) and (18)

9 end

jn,é 1 T I’ﬂ,éﬂf f _,DV’ ’NWJ, ,LDR,
10 Ioge < 7> g Loy for est = , ,
u return Iy, e, . I

implies that for any €, Lemp(ws) falls in the neighborhood
of L(wy) with high probability, if certain conditions hold.
o The hyper parameters of the feed-forward neural network
can be found such that with a perfect optimizer over
parameters 6, one can desirably approximate w*, and
accordingly fhy, fauws. and fipg-
In the following, we first show that the empirical average
(using isolated k-NN re-sampled data) of any function g with
bounded codomain converges to the expectation with respect
to p(z|z)p(y, z). Then, for our neural estimators of CMI, we
exploit this result and the universal functional approximation
theorem [23] to show that our estimators are consistent.

A. Concentration results

To obtain a high confidence concentration bound, let us
make the following assumption on the value of k.

Assumption 1. Consider k(n) = O(nz+) for some €y >
0 and n — k(n) > m(n) > k(n). Then we select b'(n) =
m(n)k(n) samples to create the product batch® in the isolated
k-NN method, using k(n) neighbors and isolation set of size
m(n), as described in Definition 1. On the other hand, for the
joint batch, assume b(n) = ©O(n). Hereafter we continue to
use the notation b, b', m, and k, except where the dependency
with n is important.

Remark 1. Assumption 1 is required to prove convergence.
If we choose m(n) = k(n) = n3t, the size of the product
batch becomes larger than n, i.e., b'(n) = n**2¢. This is not
an issue because the isolated k-NN technique enables us to
construct batches of size larger than n, since the technique
re-samples and mixes the original data, thus creating new
samples. Nevertheless, we will show in the experimental results
that even a smaller choice of k can yield a good estimation
performance (e.g., see Fig. 4, where n = 8ed while k = 2).

’It is worth noting that b’ is then upper bounded by m(n — m), as by
choosing m indices for Z,,, we are left with at most n — m samples from
which to choose the neighbors, i.e., k < n —m.



Additionally, to balance the size of the joint and product batch,
we can adjust the number of samples used to create the product
batch. So in the example above, if we only use 7, = n'/(11+2¢0)
samples and choose m(fi) = k(i) = iz T, then b (n) = n.

Now to address the concentration of the empirical average
over samples taken with the isolated k-NN technique, we
introduce the following theorem.

Theorem 1. Let g(x,y,2) : X3 — R be any function such that
g™ < g(x,y,2z) < g™, and M = max {\g”“'”| ,\gmml}
is finite. Consider

Aromo,n o n 1 1
g(x Yy .2 ) = E Z Z Z g(xjayivzi)y (19)
€L, JEA™(z;)

with k and the set A™ as defined in Assumption 1 and
Definition 1, respectively. Then, for any € > 0 there exists
an integer ng such that for n > ny and m < n,

P(’g(xn,yn’zn) - Ep(x\z)p(y,z)[g(Xa Y, Z)]‘ > 35)
< 67(e, c, M), (20)

where 67 is defined in Table I, ¢ == g™ — g™ and ~q is
the minimal number of cones centered at the origin, of angle
/6, that cover R4,

Proof. See Appendix A. O

Remark 2. Note that lim, .. k(n)?/n =
to Assumption 1. Additionally, n — m(n) =
concludes that lim,, o 67 (e,c, M) = 0.

oo, according
O(n), which

Theorem 1, in conjunction with Hoeffding’s inequality,
leads to the concentration bound on Lemp(wg) found in the
following proposition. This result is crucial in order to later
show that wy is close to w*, where we recall that 0 is the
minimizer of the empirical loss.

Proposition 1. Let Assumption 1 hold. Then, for any p > 0
and any 0 there exists ng such that for n > ny,

P (|Lom(en) — Ln)| 2 ) <6300, @D
where 03 is defined in Table I.
Proof. See Appendix B. O

B. Consistency of the estimators

To study the consistency of Iy, Inyey, and I} in estimat-
ing I(X;Y|Z), we make some further assumptions.

Assumption 2. There exist 0 < a < f < 0o such that for
any finite input z, y, z € X3, the values of p(z,y,z) and
p(x|2)p(y, z) are both constrained to the interval [« [3].

Remark 3. The constraint stated in Assumption 2 helps us
show the consistency of our proposed estimators. However,
most of our experiments are with Gaussian data, which does
not fulfill the requirements of this assumption. Nonetheless,
given the good simulation results, we believe that another

less restrictive assumption on the densities could replace
Assumption 2.

Assumption 3. The classifier is parameterized with 0 € ©
where © C R" and h is the number of parameters in the
neural network. Also ||0]|2 < K for a constant K and the
output of the classifier is B-Lipschitz with respect to 0. The
hyper-parameters h, K < oo depend on the approximation
power of the neural network to classify the dataset, and they
can be determined according to the complexity of the dataset,
the structure of the neural network, and others.

Remark 4. By restricting the output of the classifier to
be Lipschitz continuous with respect to 0, the activation
functions of the neural network must be differentiable (e.g.,
softplus). Nonetheless, we use rectified linear units (ReLU)
in our experiments, similar to [14], [16], [17], and obtain
a desirable estimation performance. Note that the softplus
function, defined as f(x) = +1In(1 + €'%), is equivalent to
RelU, asymptotically as t — oo. However, the use of the
RelLU function is encouraged over the softplus [24].

While Assumption 1 guarantees that 67 (¢, ¢, M), 55 (¢), .. .,
d7(¢€) tend to zero asymptotically as n — oo, in order to obtain
a concentration bound, the sample size n needs to be larger
than a certain threshold. This value is determined by the true
density p(z,y, z) and the hyper-parameters of our setup, and
it is stated in the following assumption.’

Assumption 4. For given €* > 0 and 6* > 0, we assume that
n is large enough such that the following conditions hold:

8

where € and 67(-) are defined in Table I. Note that by the
continuity of the functions 67 (-) and their asymptotic behavior,
finding such an n is feasible.

7 (5) +arer <o, tor ie 67

Now we are able to express the consistency of our estimators
in terms of concentration bounds in the following theorem.

Theorem 2. Let Assumptions 1, 2, 3, and 4 hold and 0 < T <
min{%7p1 }. Then, given €*,6* > 0, there exists an integer n*
such that for all n > n*,

i

where ‘est’ can be replaced with ‘DV’, ‘NWJ’, or ‘LDR’.

il 1(x:¥|2)| > ) <5 @

Proof. See Appendix C. O

Remark 5. Note that the proper choice of the hyper-
parameters of the network and the value of n* crucially relies
on the true underlying density, and thus the bounds are not
universal in that sense. This has been emphasized in [25,
Remark 7] where the authors discuss required precautions for
the neural estimator in [14].

3The sample complexity for the neural estimator of MI has been discussed
in [14, Theorem 3] and recently revisited in the fourth online version of [15].
Similar results exist for the classifier estimator for the CMI in [17, Lemma 5].



TABLE I
TABLE OF PARAMETERS.

€ — 2622 —(n—m)e?
o (e,e, M) = 2exp( 2 k )+26Xp(7(nzml;cz) +6XP(W)
87 (e) =67 (e, log =7, —log )
2
6” — +2e —2b(n)e )
© (3 1 ) )q)(((i*l—zpl)log1777)2
53(e) = (4BK )" 55 (6)
n . (1—py)eT 1— 1-27 1—pj 1—7
6 (6) '7 (27+6p;11—8p17—’ pfl T(1—7)" pfl T)
2.2 2
4 2ex ( —b(m)(1=p1)?e 7 )
P 2((2r+6p1 — 1=r)?
— e 1—py 1-27 1—py 1—7 —b(n)e2
s g )

n — —b(n)e?
67 (6) = 26Xp (S(IOg 1;7_)2)
3 *
. 1T°(1-7)e€
M= 3@2—2:11)8

2 o
<= (t5) =iy

IV. EXPERIMENTS

In this section, we compare our technique* with the state-
of-the-art approach proposed in [17], which we refer to as
MI-Diff (also known as the CCMI method) since the method
is based on computing the CMI with the difference of two MI
terms, I(X;Y, Z) and I(X; Z), as in (8). Each MI term is then
estimated by utilizing a neural network classifier with a similar
structure as our method and training with the proper joint and
product batches. In contrast to the isolated k-NN method, the
construction of batches in MI-Diff is straightforward. The joint
batches are created similar to (9), while the product batches for
I(X;Y,Z) and I(X;Z) are constructed by taking b random
indices separately from z™ and (y™,z"). In particular for
I(X; Z), the product batch in the MI-Diff method is:

Boa = {(X0,2)) [ i € TV j e T},

prod

(23)

where Ilsl) and If) are random indices selected separately in
{1,...,n}. Similarly for I(X;Y, Z) the product batch is:

b= {(X,Y;, 7)) i eV, e V). (24)

pro

Initially, we verify the approximation power and consistency
of the estimators in two scenarios where the CMI is either non-
zero (part A) or zero (part B). Additionally, we investigate the
performance of our method as the dimension of data grows
(part C). The generative model that we use is defined as:

X ~N(0,02%,),
Y ~ N(X, 0, 5q),

Z ~N(Y,02 ). (25)

In order to meet Assumption 2, we could use a truncated
normal distribution by bounding the /3 norm of the random
variables. However, slight deviations from this assumption do
not significantly change the statistics of the generated dataset
since the likelihood of observing a very large or low value is
negligible.

4Code: https://github.com/smolavipour/CMI_Neural_Estimator
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Fig. 2. Evolution of the estlmatlon of I(X;Y|Z) over training iterations,

using our estimators I DV ¥ and I LDR compared with the MI-Diff method based
on the DV bound. The input dataset contains n = 8e4 samples with d = 3.
The shadows are based on the maximum and minimum values obtained at
each iteration.
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Fig. 3. Comparison between our proposed estimators using isolated k-NN,
with k = 2, and the MI-Diff method to estimate [(X;Y|Z), with d = 5,
E = 300, and different values of n.

A. Estimating I1(X;Y|Z)
Consider 0, = 10, 0, = 1, and o, = 5 in our model (25),

and let X3 = I, i.e., the identity matrix of dimension d.
According to the model, we compute I(X;Y|Z) as follows:

I(X:;Y|2)=1(X;Y) - I(X; Z)

d o2 d o?
=-1 1 L) —-=1 1+ =5~ ).
2Og< +J§> 20g< +05+02>

The evolution of the neural classifier’s performance using a
validation dataset during training is shown in Fig. 2, for d = 3
and k& = 2. We made a comparison between the estimators fg{,e
and IAZ’)% according to Algorithm 1, with the MI-Diff method.
Both the MI-Diff and fg"/e estimators converge after &/ = 200
epochs, while ffbi requires more iterations (E > 300) to
converge. Comparing the range of the estimations suggests that
the DV and LDR estimators have lower variance compared to
the MI-Diff.

Next, we show significant improvements of our estimators
compared with the MI-Diff method when the dimension in-
creases. In Fig. 3, a comparison of the estimators for CMI
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Fig. 4. Comparison between the isolated k-NN and the MI-Diff methods to
estimate I(X;Y|Z), for an input dataset with n = 8e4 samples and d = 5.

is depicted for d = 5 in terms of sample size n. Our LDR
estimator performs better than both DV and NWI estimators
in terms of bias and variance. Note that the LDR estimator is
averaging the density ratio over samples in the joint batch as

1 p(% Y, Z)
- log ——————.
b Z(z,y,z)GBJ%im gp(m|z)p(y,z)

For a small number of samples, typically the samples with
high probability density p(z,y,z) appear while by having
more samples, the chance of observing odd samples with low
probability increases, which compensates the total average.
This effect results in the LDR estimation to have a decreasing
behavior by increasing n. On the other hand, the DV estimator
is of the form
>

1 1
- Z lo p(xayvz) o
(m,y,z)ijl;im (w,y,2)EBY,

. log L p(z,y,2)
p(z|2)p(y, 2) v
prod

p(x]2)p(y, z)’

where the second sum is dominated by the unlikely events. So
even by observing one odd event, the second term becomes
very large. As n increases, more typical samples are collected
in the product batch and this effect disappears.

In Fig. 4, I(X;Y|Z) is estimated for n = 8ed4 and
dimension d = 5, with different choices of k. Then the results
are compared with the MI-Diff method for estimating the DV
bound. It can be observed that sampling batches using isolated
k-NN improves the accuracy of the estimation. To ensure that
the training in the MI-Diff method has been done with enough
epochs, we repeated the experiment with more epochs as well.
Despite leveraging additional learning iterations, both accuracy
and variance of our estimators are more desirable.

As suggested in the isolated k-NN method, increasing k
can improve the estimation if it is properly scaled with n
and lim,, o k(n)/n = 0. To investigate this, we compare

the estimated CMI with fg",e for d = 3 and different choices
of k£ and n in Fig. 5a. In general, increasing the number of
samples for a fixed k results in a more accurate estimation, as
shown in Fig. 5a. However, when the number of samples is
fixed, choosing a larger £ worsens the estimation. The reason
is that with n being fixed and b = mk = %, m becomes
smaller and there are less samples of (y,z) to estimate the
expectation IE,(, .)[-] with sample average. Nonetheless, this
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Fig. 5. Estimated I(X;Y'|Z) using the isolated k-NN technique, with d = 3.

0.025 —
0.000 fr———————2X T
LDR
—0.025 DV Nwj DV NW}
3 -0.050
©
2 -0.075
= L
.g —0.1001+ —— True CMI ]
(2] ~
w
-0.1251 fDV
.y
~0.150 1 R T
I1pR °
—0.175 T T T T
isol. kNN isol. kNN MI-Diff MI-Diff
k=2 k=10 E=200 E=300
E=80 E=80

Fig. 6. Comparison between the isolated k-NN and the MI-Diff methods to
estimate I(X; Z|Y) =0, for n = 8e4 and d = 3.

behavior can be resolved if k = k(n) increases with n, and
as a result m can remain sufficiently large to obtain a desired
accuracy. This is illustrated in Fig. 5b where with a fixed ratio
of k(n)/n, the estimation improves by increasing k.

B. Estimating I(X; Z|Y') (zero CMI)

A desirable estimator must be able to estimate both high
and low values of CMLI. In this scenario, we test the ability of
our estimator for zero CMI. Due to the Markov chain X —
Y — Z in the model (25), I(X; Z|Y") = 0. Consider the same
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Fig. 7. Performance of different estimators using the isolated k-NN method to

estimate I(X;Y|Z) for different data dimensions d. The shadows are based
on the maximum and minimum values obtained at each iteration.

choices for o, 0y, 0., and ¥4 as in previous part while d = 3.
In Fig. 6 the box-plots are created by repeating Algorithm 1
and MI-Diff for 10 Monte Carlo trials and the sample size is
n = 8ed. The results of isolated k-NN are shown for k = 2
and 10. The performance of the MI-Diff method is shown for
different choices of number of epochs, while we exclude the
case of E = 80 due to poor estimation (median< —0.3).

It can be observed that our technique has the advantage of
lower bias and variance compared with MI-Diff. We note that,
as explained earlier, the degrading performance by increasing
k is due to n being fixed. Furthermore, although the CMI is
non-negative, we see that the estimation can become negative
if the density ratio is not estimated properly.

C. Effect of the data dimension

In order to test the performance of the estimators as the
input dimension grows, we consider the generative model (25)
with o, = 10, 0y = 3, 0, = 5, and Xy = Iy. In this
experiment, we first estimate the CMI for several values of
d using n = 2e5 number of samples and choosing 7 = 3e—5.
As depicted in Fig. 7a, the estimation seems to saturate for
dimension d = 25. This mainly occurs as the output of the
neural network is clipped between [r,1 — 7], so the density
ratio and the estimated CMI are bounded accordingly.
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Fig. 8. Comparison between the isolated k-NN and the MI-Diff methods to
estimate I(f(X);Y|Z), where f(z) = tanh(0.05x), for an input dataset
with n = 8e4 samples and d = 1.

Note that, although a smaller 7 allows the estimator to
reach higher values, it also makes the output more unstable
(as remarked in [18]). To explain this behavior, consider the
LDR estimation, § Z(m,y,z)eBi’;im log I'(z, y, 2). From (16) and
assuming p; = 0.5, the estimated density ratio I'(x,y, z)
is bounded by (1 — 7)/7. So if 7 is very small, in some
rare events, f‘(x7y, z) can become very large and affect the
average. Nevertheless, by increasing n, more typical samples
are included and we prevent the odd events from dominating
the estimated value.

In Fig. 7b, we repeat the experiment with n = 1le6 and
7 = le—6. It can be seen that the estimations perform more
accurately, in particular for higher dimensions. Additionally,
it can be noted that the estimated CMI passes over the true
value (even based on the NWJ bound) in some cases which is
a consequence of choosing a small 7.

D. Non-linear model

To strengthen our justification on the proposed CMI neural
estimator, we consider a non-linear scenario. First note that
for any injective function f(-), I(f(X);Y|Z) = I(X;Y|Z).
This property allows us to test the performance of the CMI
estimators when a non-linear function is applied on the data,
while computing the true CMI remains tractable.

We thus estimate I(f(X);Y|Z) with n = 8e4 samples for
f(z) = tanh(0.05 ) and the model defined in (25), assuming
0z, Oy, 0, equal to part A, while we choose the dimension
d =1 and ¥; = 1; the coefficient inside tanh(-) was chosen
to avoid saturation of the output. The estimation results are
plotted in Fig. 8, where it is clear that the non-linear function
does not hinder the estimation performance. To compare our
estimators with the MI-Diff method, we perform the Mann—
Whitney U test. Since the box plots for the DV and NWJ
estimator are superior to the result of the MI-Diff method and
do not overlap, we only test the LDR estimation results. We
obtained that our LDR estimator performs better than the MI-
Diff method for all choices of k£ with p-values less than 0.01.
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E. Additivity and data processing inequality

In this part, we test two properties of CMI in our estima-
tions. We consider a slightly more complex model where we
assume a component-wise dependency in (25) by choosing:

1 p O 0
p 1 p O ... 0
Yy = 0O p 1 p 0 ... 0
0 0 p 1

Let Y, with dimension d, be decomposed into two parts Y;
and Y with dimensions d; and ds, respectively. Then the
conditional mutual information can be split as below:

I(X;Y|Z) = 1(X;1|2) + [(X; Y2 V1, 2). (26)

Denote the estimations of I(X;Y1|Z) and I(X;Y5|Y1,Z) by
IALest and f27est, respectively. In this experiment, we test if:

o I est + Izest can estimate I(X;Y|Z) (Additivity)

. fl)est is smaller than I(X;Y|Z) (data processing in-

equality (DPI))

Fig. 9 depicts the estimations fLest and f;est where est
can be replaced with ’DV’, "'NWJ’, and "LDR’. We use n =
2eb samples with d = 5, dy = 1, and do = 4, and the results
show the averaged estimated values over all trials. It can be
observed that both the additivity property and DPI hold for
different choices of p.

FE. Real-world scenario

One application of CMI is in the definition of directed
information (DI), which quantifies the extent of causal effects
in a network of processes. The directed information rate from
X to Y causally conditioned on Z is defined as:

o 1¢ i iyl
[(X = Y]Z) = lim — ;I(X Yi|ZE Y,
which if certain Markov properties hold, is simplified as

I(X = Y|Z)=1(X Y|z, v, 27)

@ Sensor Locations

Fig. 10. Vehicular traffic sensors mounted on interstate 5 south, California.

where [ is the Markov order in the data model (see [3] for
more details). In other words, directed information captures
the dependency of Y to the history of X!, when the history
of Y'~! and the rest of the network (Z') is given. The causal
effects are conventionally visualized via a directed graph
where the weights of the links are the DI values; this is called
a directed information graph (DIG). Assuming a network with
three processes X, Y, and Z, the weight of the link X — Y
in the DIG represents I(X — Y||Z).

In [26], the authors exploited the neural estimator in [17]
to estimate the transfer entropy, which is a similar notion
to DI. This motivates applying our neural estimators for DI,
although the data is not ii.d. but rather Markov. In this
experiment, we apply our estimators on a real-world dataset
which is collected from vehicular traffic sensors mounted on
California highways®. Estimating DIG for vehicular traffic has
been studied in [27] by quantizing the measurements’ values
and exploiting classical methods for discrete-value processes.

In this experiment, traffic flow data represents the number
of cars passing the sensor for a time period of 5 minutes. We
choose three consecutive sensors on the interstate 5 south,
in Fresno (see Fig. 10), and the data is aggregated from
January 2017 to June 2019, every day, for 24 hours. From the
approximate distance between sensors and the average speed
of the cars, we choose [ = 5 in (27) to estimate the DI rate
and construct the DIG graph. Since the sensors are in a row,
the vehicles which are observed in one sensor will appear in
the next sensor with a delay. However, due to the inbound and
outbound traffic, it is possible to miss part of the flow.

The estimated DI between sensors is stated below in terms
of weights of the adjacency matrix of the DIG:

0 0.22 0.06
G=101 0 0.1
0.01 0.06 O

The results indicate that the most significant causal effects are
between sensor 1 and sensor 2, and from sensor 2 to sensor 3.
This is in line with the physical placement of the sensors. Note
that in (27) the dependency of X; on Y; is included in the DI.

5 Accessed from California Department of Transportation (http:/pems.dot.
ca.gov/).
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So if a car passes two sensors in the same time interval, it
will be considered in both traffic flow signals. The backward
link from sensor 2 to sensor 1 could be the result of this event
since they are closer in distance (see Fig. 10).

V. DISCUSSION AND FINAL REMARKS

In this paper, we studied the use of a neural network clas-
sifier to estimate the conditional mutual information among
some random variables, based on a dataset composed of
ii.d. samples of said random variables. Inspired by the k-
NN method, we introduced a new technique for creating
sample batches which re-samples the existing dataset; this re-
sampling models a particular conditional independence in the
distribution of the new samples. The classifier is then trained
to distinguish between the original distribution of samples
and the new one. This technique enabled us to estimate the
CMI directly rather than estimating it as the difference of
two MI terms. Our simulations showed that estimating with
the proposed isolated k-NN method improved the accuracy of
estimation for high and low values of CMI in several scenarios.
However, extending the results to more complicated models or
other real-world data requires further investigation in tuning
the neural network and choosing its activation functions. This
can be considered as a future direction of this work.

While the estimation based on the NWJ bound is always
less than the DV estimation, we cannot make a general claim
about the LDR estimation. For instance, in Fig. 5b the LDR
estimation is higher than the DV estimation, while this does
not hold in the non-linear experiment (Fig. 8) or the results
in Fig. 9. In addition, we emphasize that a higher estimation
does not necessarily reduce the bias as the estimations may
overshoot the true value; for example in Fig. 6 or Fig. 7b.

Neural networks have been proposed in communication
systems as part of the encoder/decoder blocks [28], [29]. How-
ever, learning the end-to-end communication system requires
knowing the channel model, which might not be available
in practice. While there exist approaches based on generative
adversarial networks (GAN) [30], in [31], the authors optimize
channel encoders by estimating the MI and advocate the use
of neural estimators. This approach can be followed with our
proposed estimators for channels with capacities characterized
by CMI. However, as noted in [20], one should be careful to
use an appropriate estimator for CMI; if the estimated value
is used to determine the transmission rate and it is above the
true value of CMI, the system will experience a catastrophic
failure.

In some applications, a key step is to perform a threshold
test on CMI rather than estimating its exact value. For instance
in [3], the causal links of a network of random processes
can be detected by checking if the CMI is above a certain
threshold. In order to achieve a high accuracy in such tests
(i.e., small type-I/Il errors), it is not necessarily required to
estimate the CMI accurately. Therefore, the performance of
the tests can be investigated as a future direction of this work.

APPENDIX A
PROOF OF THEOREM 1

A. Preliminaries

First let us review the lemmas that we require in this proof.
Since each of the terms in g(xz™,y™, 2™) is bounded, McDi-
armid’s inequality [32] is exploited to obtain concentration
bounds.

Lemma 2 (McDiarmid’s inequality). Let Vi,...,V,, be inde-
pendent random variables V; € V and assume ¢ : V" — R
such that for all i € {1,...,n}:

sup |p(v1, ..., vp) — B(v1, ... 0, )| < i

V1., Un

!’
Vi

Then the following bound holds:

P(|o(v™) — Elo(v™)])| = ¢) < 2exp (;}) :

The inner sum in §(-), defined in (19), resembles a k-NN
regression which we leverage in our proof.

Lemma 3 ([33, Theorem 1]). Let (U1, Z1),...,(Un, Zy,) be
generated i.i.d. according to p(u,z) and let ( € X. Using
the same notation as in Definition 1, let A™(() be the set of
indices of the elements of 2™ which are the k-NN of (, and
define

m o 1 .
wn (C) T EZ]EAm(ﬁ) U]7

and (C) = Byy))[U|Z = (]. Further assume that|U| < M
and lim,, o k(n) = oo and lim,,_, o k(n)/n = 0. Then, if the
neighbors are chosen in Z? (i.e., by taking indices in A°(-)),
for any € > 0 there exists an integer ng such that for n > ny:

P(/p(z)‘wg(z) - z/;(z)’ dz > e> < exp(g}}f%), (28)

where ~q is the minimal number of cones centered at the
origin, of angle /6, that cover R,

Remark 6. In Lemma 3, according to the definition of A™ (),
we assume that m = 0. Nevertheless, if 0 < m < n and
lim,, 00 k(n)/(n —m) = 0, since the pairs are i.i.d., similar
to (28), we have that

IP( / p(2)|0i (=) = (2)|d= > ) < Xp(%)

B. Proof of Theorem 1

To begin the proof, we make the following definitions:

1
k o .
gn(y7 Z) T % Z]GAm(z) g(‘rjv Y, Z)7
Note that g¥(y, z) is in fact a function of 2™, 2" and y, z;
We use the simplified notation as the dependence on the

data can be understood from the context. Moreover, since
the pairs (y;, z;) are ii.d. from the dataset, we may assume



Zm = {1,...,m} without loss of generality. We thus rewrite Since (31) holds, Lemma 2 implies the following bound:
the estimator (19) as:

Al,M N N 1 - —
9y = 0D ol ). ) P<’¢(W”) — Eyum [6(W™)]| > 6) < 2exp< 2622k2>.
i=1

nc

Now, using the triangle inequality, we have that

‘g(wn’yn7zn) — By |z)p(y,z)[g(X7 Y, Z)]’ The 'expectatlon 1n51qe the left hand side (LHS) of this
equation may be rewritten as follows:

1 m
= EZgﬁ(ymi)—/p(y,z)g(w) dy dz
=1

1 m
By [0 (W) ] = E]Ep(wn) lzgﬁ(Yi, Z;)
=1

IN

1 m
=Y dhwn) - [ b0 2)gh(w. ) dyds
i=1 1 & k
= E Z Ep(yi,Zi)P($Z;,+1,ZZL+1) |:gn(}/7’7 Zl)i|
=1

+’/p(y7 2)(9h(y,2) — Gy, 2))dy d=
k
= Ep(y,z)p(m:’,’LJrl,ngrl) [gn (Yv Z):| 5 (32)

IN

1 m
= onlyiz) - /p(y,Z)gﬁ(yyz) dy dz
1=1

k = where the last equality holds since the pairs (Y;, Z;) are
+ / p(2) / p(12)(9n(y, 2) — g(y, 2))dy| dz generated i.i.d. As a result,
1 m
< ngﬁ(ymzz*)—E[gﬁ(KZ)]‘
i=1 1 &
P ’ gii(l@,Zi)—E[gf;(KZﬂ’ >€>
+’/p(y,2)gii(y,Z)dydz—E[gﬁ(Y,Z)]‘ ( m;
< oexp | Z25F (33)
_ X .
+ [ 0] [ 1)k :2) ~ 9lo. )y dz. G0y <o | =G

To elaborate on the first two terms on the RHS of (30),
we note that .- 3", g, (yi, 2;) is a function of the random 2) Second term in (30): Similarly, let
variables X, ,, Y™, Z", and thus random itself, while the
randomness of [ p(y,2)gk(y,2)dydz in the second term
stems from X ,,,Z" ;. On the other hand, E[¢¥ (Y, Z)] is I(n _ / k )
a deterministic tzrlm anélr 1the expectation is with r[esp(ect to)]the O (Wmin) = [ P, 2)gnly, 2) dy d=: )
density function p(y, 2)p(], 41, 2 41)-
In the following, we show the convergence of the first two

terms in (30) according to Lemma 2. Next we show that then, for any i € {m +1,...,n}, we have that
the last term converges to zero according to Lemma 3 and
Remark 6. Note that Assumption 1 guarantees the required 1om / / C
S — Ly e ey Whyoooy Wy)| < —.
assumption on k£ in Lemma 3 and Remark 6. wgffwgw (Win1) = &' (Wma e v )| k
1) First term in (30): Define w; = (x;,y;, 2;) and let
1 & : - )
6 (W) = —~ Z 92 (yi, %), Hence, Lemma 2 yields the following bound:
=1
which is a function of the random triples {(X;,Y;, Zi)}jzl. ) ,
For any ¢ € {1,...,n} we have that IP((/) (W) — E[6 (Wf?lJrl)H > 6)
9,212
sup |p(wi, ..., wy) — ¢(w1,...,wg,...,w7,)| < 2exp 2k . (35)
w"’,w; c (31) o (TL - m)c2

~ min{m, k}’

where ¢ = ¢g™* — g™ To see this, first consider a triple The deviation of the second term in (30) can thus be bounded

(x4, yi, z;) is altered to (x},y,, ;) for i < m. Then the largest a5 below:
difference that can happen is ¢/m. In case ¢ > m, the extreme
case is that z; is the neighbor of all z1, ..., z;,, so in total the

difference becomes ¢/k. By Assumption 1, m > k and thus k B b
the RHS of (31) becomes c/k. P(| [ ply,2)gs(y,2)dydz — E[gh(Y,Z)]| > €



=P Q /p(y, 2)g5(y, 2) dy dz

k
- ]Ep(y,z)p(:v:;’_*_l,zlf”_l) [gn(}/’ Z)} ’ > 6)

= 1P<<z>’< ) — B[ (Wi )] | > )

—2e2k?
=2\ e )

where the last step is due to (35).
3) Third term in (30): Note that, for any z and any j €
A™(z), and given the assumption of the theorem,

(36)

’/p(mz)g(%,y,@dzj‘ < M.

So if Assumption 1 holds, we know from Lemma 3 that, for
any € > 0, there exists an integer n such that for n > ng

P(/p(Z)

/p(y\z) (98 (y, 2) — g(y,z))dy’ dz > e)

_ _ 2
< exp (W) NET)
d

Therefore, combining (30), (33), (36), and (37), we have that

P <’g(xn7 yn, Zn) - Ep(w\z)p(y,z) [g(Xa Y7 Z)] ' > 3€>
< 67 (e, e, M).

This concludes the proof of Theorem 1. (]

APPENDIX B
PROOF OF PROPOSITION 1

The proof combines a concentration bound for L} (wy),
which follows from Hoeffding’s inequality, and a concentra-
tion bound for L7, (wg), which follows from Theorem 1.

By construction, ijoim consists of i.i.d. samples distributed
according to p(x,y, z). Moreover, the summands in (15) are
bounded, i.e.,

log 7 < logwy(z,y, z) <log(l —7),

given that the output of the classifier is clipped. Therefore,
Hoeffding’s inequality may be directly applied to find a
concentration bound on L} (wp), as seen in the lemma below.

Lemma 4. For all 0 and given € > 0, the following inequality
holds:

P (’L,ﬁ(w@) + Ep(z,y.2) [ logwe(X, Y, Z)] ‘ > e>

<9 2be?
=P e 52 )

Next, we show the convergence of L2 (wp). According to
Theorem 1, (15), and the definition of Bllj;od, if we consider
the function g(z,y, —log (1 — we(x,y,2)), we have

z) =
that g(z™,y", 2") = L% (wp). In this case, g™ = —log(7),

g™" = —log(1 —7), and M = —log(7), which implies that
c=log 1% Then, the following Corollary is deduced.

Corollary 1. Let Assumption 1 hold, then for any 0 there
exists ng such that for n > ng:

P (’Li, (wo) + Ep(alzypy,) [ 108 (1 — wo(X,Y, Z))] ‘ > 36)
< 65 (e),
where 05 (€) is defined in Table I.
Now by the triangle inequality, we have that
| Lemp(wo) — L(we)|
< (1= p1)|LE(w0) + Epafoypiy.o) [log(1 — wn(X, Y, 2))]|
+ 1| L (w0) + Epieyoy [logwo (X, Y, 2)] | (38)

and the proof of Proposition 1 is complete by combining

Lemma 4, Corollary 1, and choosing € = 37‘5171. O

APPENDIX C
PROOF OF THEOREM 2

The consistency of our proposed estimators is tied to the ap-
proximation power of the neural network, which is addressed
in the following lemma.

Lemma 5. For a given € > 0, 360 € O such that © C R" is
compact and

|L(wy) - L*| < 5.
Proof. The proof can be shown similar to [17, Lemma 4]. [

Remark 7. The universal functional approximation introduced
in [23] allows choosing parameters in a compact set of R,
while € determines the number of neurons, and accordingly h,
such that the desired approximation is achieved. Consider the
network is approximating the function w*; then, given ¢ > 0,
there exist a set © and a parameter € © such that wj is at
an € distance of w*.

Adopting an optimizer such as Adam, we can minimize
Lemp(wg) to find 0, and it is desired that L(wy) is close
to L*, which suggests we can use the neural network to
approximate w*. As shown in Proposition 1, given a particular
6 € O, one can choose n such that Lemp(we) falls in a
the neighborhood of L(wg). Nevertheless, we need a more
restrictive condition if we want to guarantee such convergence

for all § simultaneously. This is addressed in the lemma below.

Lemma 6. Let Assumptions 1 and 3 hold, then for any p > 0,
there exists nq such that, for n > ny, we have that

P (Sgg‘Lemp(WQ) - L(w9)| > 2”) < 52(/1)’ (39)

where ) is defined in Table I.

Proof. The proof follows similar steps as the one for [17,
Lemma 5] and we provide here only some details. Since © C
R" and ||0]]2 < K, VO € ©, O can be covered with N(©,r)



number of balls of radius r—the covering number with respect
to ¢5. The covering number is finite and bounded [34]:

h
2K+vh
N(O,r) < ( \/>> . 40)
T
Let {61,...,0n (o, } denote the centers of the covering balls
and {©1,...,On,}, the corresponding balls. We may

then use the union bound on the LHS of (39) and take the
supremum inside each ball ©;. By the triangle inequality, for
any 6 € ©, V7, and with probability at least 1 — §7 (u):

’Lemp(we) - L(we)’
< |Lemp(w9) - Lemp(WQj)’ +‘Lemp(w9j) - L(Wej)’
+ |L(ng) — L(w€)|
Br Br
< —4p+—, 1)
T T
where the last step follows from Lipschitz continuity of log(-)
and wy according to Assumption 3, and using Proposition 1.
Finally, choosing r = 7& concludes the proof. O

The following proposition shows the convergence of L(w;).

Proposition 2. Let Assumptions 1 and 3 hold. Given ¢ > 0,

there exists an integer ny such that, for n > nq,
€

P(L(wy) — L* > €) <6} (8> . 42)

Proof. From Lemma 6, with probability at least 1 — 67 (u),
we have that

|Lemp(w§) — L(w§)| <2u and |Lemp(wé) — L(wé)| <2u.
(43)

Since # minimizes Lemp(wp), by choosing 1 = 5, we obtain:

§7
€ €
L(Wé) S Lemp(wé) + Z S Lemp(w(;) + Z
(a) ®)
< L(w§)+§ < L* +¢
where the steps (a) and (b) are due to (43) and Lemma 5,
respectively. O

(44)

Proposition 2 implies that L(w;) is close to L* and, due to
the strong convexity of the cross-entropy loss, it can be shown
that wj is close to w* (in £; norm). We continue the proof of
the Theorem by defining the following terms:

15y = Byl yo) [log T(X,Y, 2)]
—log Epu)2)p(y,) [[(X, Y, 2)],
I[é’W! =1+ Epey.x [ log I(X,Y, Z)]
= Byl [N(X, Y, 2)],

ILODR = Ep(x,y,z) [IOg f(X» Y, Z)] ) (45)

where f() is defined in (16). Then from the triangle inequality,
we have that

IAensf - I(X7Y|Z)’ S f:sf - Ieést Ieést

+ —1(X;Y|Z)|,

(46)

where ‘est’ can be replaced with ‘DV’, ‘NWJ’, or ‘LDR’. In
the following, we show high-confidence convergence of the
first and second terms on the RHS of the inequalities (46) due
to Lemma 7 and Lemma 8, respectively.

Lemma 7. Let Assumption 1 hold. For any €* > 0, there exists
ng such that for n > ng the following bounds hold:

1P< Iy — 1| = Z) < 6(e), 7)
n,0 j €" n( %
]P< iy — Tiws| > 2> < o5 ("), (48)
~n,0 j €* n( %
IP( Ik — Tipg| > 2> < 07(€%), (49)
where 02, 0g, and 0% are defined in Table 1.
Proof. See Appendix D. O

Lemma 8. Let Assumptions 1 and 3 hold and let 7 < ps.
Given €* > 0, there exists an integer ny such that for n > nq
p(|ih - 106viz) 2 §) <ot (5). o0

where ‘est’ can be replaced with ‘DV’, ‘NWJ’, or ‘LDR’, and
€ and 0y are defined in Table 1.

€

Proof. See Appendix E. O

Therefore, if Assumption 4 also holds, we may combine
Lemma 7 and Lemma 8 to yield a high-confidence bound
for (46), which concludes the proof of the Theorem. O

APPENDIX D
PROOF OF LEMMA 7

Using the definitions (17) and (45), and the triangle inequal-
ity, we have that

1 ~
IOg y Z F(.’E, Y, Z)

b/
Bpmd

jg{/e - ILB)V‘ <A+

— 108 Epa))p(y.2) [[(X, Y, Z)] ’

P1 1—71
1—p1 T

<A+ Az, &1V

)

1 . .
Ap = ‘ : > logT(@,y, 2) = By, [logT(X, Y, Z)]
lez)im

1 A N
y Z F(l‘, Y, Z) - Ep(:z:\z)p(y,z) [F(Xa Ya Z)] ‘a

b/
B o

AQ =

and the last step in (51) follows since log(-) is Lipschitz
continuous given that I'(+) is bounded as below by definition,

1-— . 1—p;1—
LT < P(a,y) < —22—T

p 1-—7 21 T
Similarly, for the NW1J estimator, we have that

(52)

jﬁ‘}gj - I]?/WJ‘ <A+ Ag.



Finally, for the last estimator,

fn,é

row — oe| = A1 (53)

We then use Hoeffding’s inequality to bound the first terms
on the RHS of (51), (52), and (53), which results in:

bu?

On the other hand, to show the concentration of the second
terms on the RHS of (51) and (52), we leverage Theorem 1
with ¢ = 120 1227 apngq Af = 1=PL1=T Therefore, there
. oop1 T(1-7) P T

exists an integer ng such that for all n > ns,

P(Ay > 3u) < 07 (u, ¢, M).

From (51), choosing p = % yields (47), while for

(52), we can choose p = % to obtain (48). Finally for (53),

we choose = % to obtain (49), and the proof of Lemma 7

is completed. O

APPENDIX E
PROOF OF LEMMA 8
To express the similarity between w; and w*, we review a
lemma from [17], which is based on the strong convexity of
the cross-entropy loss and Assumption 2.

Lemma 9. ([17, Lemma 6]) Let Assumption 2 hold. Given
€ >0, if L(wp) < L* + € for some 0 € O, then

/

where 1 := (1 —7)\/2A(X)e/a, and « is defined in Assump-
tion 2 as the lower bound for the values of the joint and
product density functions.

W*(xayaz) - WQ(xayvz)’ dx dde <n,

From Proposition 2, we know that, for any ¢ > 0, with
probability at least 1 — 67 (e/8)
L(wg) < L* +e.
Therefore, jointly with Assumption 2, the requirements of

Lemma 9 are fulfilled. Let us further define A, (z,y,z) =
‘w*(m,y, z) — wy(x,y, 2)|, which leads to

Ay = Epa,y,2) [Aw(X Y. Z )}

- /p(f&y, z) Au(z,y,z)dedydz <nB,  (54)
and similarly
A(/,J = Ep(m|z)p(y,z) [Aw(X7 Y, Z):| < 776 (55)

Next note that, from the continuity of I'*(-) and I'(-),
defined in (12) and (16), respectively, we have that:

Ar =By |log T*(X, Y, Z) — log (X, Y, Z)‘
13
—r(l-7)
Bf = Epiafoppun) [T (X, Y, 2) = (X, Y, 2)|
l—p 1 -
<P AL (56)
V2

So from the triangle inequality we have:
|15y~ 1(x3Y12)|
< [Byiay ) [108T* (X, Y, 2) ~ 10g T(X, Y, 2)]|
+ 108 Epajoypiy o) [T (X, Y, 2)]

108 Ey(up2)p0.0 [(X. Y. 2)]|

(a) .
< [Bpey [108 T (X, Y, 2) ~ log (X, Y, 2)]|

pi(l—1) . .
+ m‘%(ﬂz)p(w) [T(X,Y,Z) -T(X.Y, Z)]‘
~ p(l—7) ., © 1 _ 1—7 o,
SAr+ A < — A, +——A
- F+(1—1)1)7' I=ra-1) Y
Bn(27% — 27 + 1)
(1 -7) ’ (57)

where (a) and (b) are due to Lipschitz continuity of log(-)
and (56), respectively. Similarly, for the NWJ estimator:

[ty — 1(X:712)

< ‘Ep(x,y,z) [log re (X7 Y7 Z) - log f‘(X7 K Z)] ‘
HEpa)ps) [TH(X,Y, 2) = T(X,Y, 2)] ‘
_ _ 1 _ 1 —p1 o«
< Ar+ AR < A/
S&r+ I’*7'(1—7') p172
Bn(1 +2p17 —p1 —7) 53
TCR (58)
p72(1—7)
Finally, for the LDR estimator, we have:
‘IEDR - I(X§Y|Z)‘
_ ‘E,,(w,w) [log T*(X, Y, Z) — log (X, Y, Z)] ’
A LA Bn
<Ar < —A, < ———. 59
- F_T(l—T) —r(1-7) (59
Note that for 7 < p; we have the following:
1 14+ 2pi7—p1— 7 272 — 27+ 1
T1-7) " p72(1—71) (1 —71)

So by choosing = (2:237(127;?1)6 %, € can be determined from

n as defined in Lemma 9. This, together with the bounds (57),
(58), and (59), concludes the proof of Lemma 8. U
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