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A Cascaded Structure for Generalized Graph Filters

Mario Coutino

Abstract—One of the main challenges of graph filters is the
stability of their design. While classical graph filters allow for
a stable design using optimal polynomial approximation theory,
generalized graph filters tend to suffer from the ill-conditioning of
the involved system matrix. This issue, accentuated for increasing
graph filter orders, naturally leads to very large (small) filter
coefficients or error saturation, casting a shadow on the benefits of
these richer graph filter structures. In addition to this, data-driven
design/learning of graph filters with large filter orders, even in the
case of classical graph filters, suffers from the eigenvalue spread
of the input data covariance matrix and mode coupling, leading to
convergence-related issues as the ones observed when identifying
time-domain filters with large orders. To alleviate these condition-
ing and convergence problems, and to reduce the overall design
complexity, in this work, we propose a cascaded implementation of
generalized graph filters and an efficient algorithm for designing
the graph filter coefficients in both model- and data-driven settings.
Further, we establish the connections of this implementation with
so-called graph convolutional neural networks and demonstrate
the performance of the proposed structure in different network
applications. By the proposed approach, further error reduction
and better design stability are achieved.

Index Terms—Cascaded filters, distributed optimization, graph
filtering, graph signal processing, signal processing on graphs.

1. INTRODUCTION

creasing interest as traditional signal processing tasks, such
as statistical inference, are beeing extended to signals with an
irregular support [2]-[4], e.g., social, biological and network
data. To provide a theoretical framework for understanding
such data, the field of graph signal processing (GSP) [5] has
been developed. It naturally incorporates the relations exhibited
by the network structure through an algebraic representation
of the network. This representation provides a notion of shift
in the graph and, at the same time, a way to norm a Euclidean
space [6]—[8].

S IGNAL processing over networks is experiencing an in-
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Similar to time-domain filters in traditional signal processing,
graph filters (GFs) [9] have become the workhorse of GSP for
solving inference problems such as interpolation/estimation [2],
[10] and classification/detection [4], [11]. Unfortunately, sim-
ilarly to their time-domain counterparts, higher-order graph
filters may present stability issues in both their application and
design, e.g., quantization of filter coefficients, ill-conditioning
of system matrices, etc. To tackle these problems, several works
have aimed at designing robust GFs, see, e.g., [12], [13] or to
leverage polynomial approximation techniques to design graph
filters in a stable fashion [14].

Although research has been carried out to obtain stable GF
designs, most of these efforts have been focused on the so-called
classical GFs, structures that share a one-to-one relation with
time-domain filters and allow for spectrum-shaping designs. For
the case of more complex GFs, capable of better approximating
linear operators due to their increased degrees of freedom,
such as the node-variant [15] and the constrained edge-variant
GFs [16], a node-based design must be performed as they do
not generally accept a spectrum-shaping design. Therefore, the
design of such GFs relies on system matrices constructed with
shifted versions, i.e., matrix powers, of the so-called graph shift
operator (GSO), i.e., the matrix representation of the network.
Due to the (possibly) large spread in the eigenvalues of the
GSO, the resulting system matrices used for the design of these
generalized GFs tend to have a poor numerical conditioning,
especially for large filter orders. This leads to instabilities in
their design and to the slow convergence of iterative methods
employed for finding the respective coefficients [17]. Hence,
there exists a need to develop filter design methods for these
structures that are numerically stable and can cope with the
convergence issues of the iterative methods involved in the
design.

Besides the above issues, although classical GFs benefit
from spectrum-shaping-type designs, their stable design is only
possible when the GF response is known a priori. That is,
this kind of design is only applicable when the shape of the
(discrete) spectrum of the desired linear transform is known
beforehand, i.e., model-driven design. However, in many cases,
a data-driven design is desirable (or is the only option). Such
situations arise when the only information available about the
linear transform is given in terms of input-output data. This calls
for methods that identify the underlying GF by mapping the
available inputs to the respective outputs. Although for classical
GFs, a straightforward deconvolution-type of approach can be
devised for finding the input-output (and hence the spectrum-
shaping function) mapping, see, e.g., [18] for blind graph filter
identification, differently from the time-domain, this method
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requires the full eigendecomposition of the GSO which, in many
instances, can be prohibitive. Further, for generalized GFs, these
deconvolution-type of approaches are simply not possible as
these structures are not guaranteed to be diagonalizable by the
eigenbasis of the GSO. Therefore, a stable and data-efficient
method for identifying generalized GFs from input-output data
is much needed.

To deal with similar issues, time-domain filters have been de-
signed/identified, in the data-driven setting, by means of iterative
methods such as least mean squares (LMS) or recursive least
squares (RLS) [19], [20], which due to their effectiveness, have
already been adapted to the graph setting, see, e.g., [21]. How-
ever, it is well known that, for instance, LMS suffers from two
main problems: the eigenvalue spread of the correlation matrix
of the input data, and the coupling between modes of conver-
gence [22]. Specifically, the former effect leads to a nonuniform
convergence of the different filter coefficients and the latter to
nonmonotonic trajectories toward convergence. Although RLS
provides a way to decouple such convergence routes by means
of a matrix inversion, it is known that RLS exhibits a large
sensitivity to numerical accuracy, plus, the eigenvalue spread
remains a problem [23]. Unfortunately, the latter problem gets
accentuated when modelling auto regressive moving average
(ARMA) processes, which requires higher-order finite impulse
response (FIR) filters, as it has been shown that the eigenvalue
spread is a nondecreasing function of the filter length [24].
In addition to all these, learning long filters requires a small
step size for both LMS or RLS, which in turn slows down the
convergence and increases the number of parameter updates, i.e.,
times that the filter coefficients are updated. Therefore, further
structure has to be imposed on the filters to counteract these
issues.

In this work, our goal is two-fold. First, we aim to improve
the conditioning of the system matrices involved in the design of
generalized GFs [9] where classical time-domain techniques are
not applicable. And second, to develop a stable and efficient up-
dating scheme for the GF identification/learning problem in the
data-driven setting. To tackle these tasks, inspired by construc-
tions used in audio for linear prediction [25], we first introduce
a cascaded implementation of generalized GFs, establishing the
respective connections with so-called graph neural networks
(GNNs) [26], and we then introduce an efficient algorithm for
learning the coefficients of the generalized GFs that is applicable
to both the model- and data-driven setting.

A. Overview and Main Contributions

Though GFs are the workhorse of GSP, the stable de-
sign/identification of GFs, specially for generalized GFs, is still
far from being completely achieved. Therefore, in this work,
we introduce a framework based on the cascaded implementa-
tion of GFs allowing stable and efficient filter coefficient de-
sign/learning. Our contributions broadening the state-of-the-art
are the following.

— We introduce a cascaded structure of distributed GFs to

mitigate the effects of large GF orders on the conditioning
of the GF coefficient design problem, allowing for a better
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numerical stability and approximation of general linear
operators.

— We analyze the error surface for the least squares design of
the proposed cascaded structure and show that only saddle
points are introduced in the error surface of the direct imple-
mentation. This explains why stochastic gradient descent
methods are ideal for designing/identifying cascaded GF
coefficients.

— Exploiting the structure of the design matrices, we propose
an iterative design method for cascaded GFs for the model-
driven case, i.e., known data transformation. Further, under
minor modifications, we adapt the proposed method to the
data-driven setting. In addition, the proposed algorithms
are shown to be amenable to a large-scale implementation
leveraging sparsity and deep learning frameworks such as
TensorFlow [27] and Keras [28].

— Through common network applications, it is shown that the
proposed cascaded implementation exhibits better numeri-
cal properties than the direct GF implementation achieving
lower approximation errors while saving communication
rounds in the distributed setting.

B. Outline and Notation

This paper is organized as follows. Section II discusses the
required background in GSP, presents common applications of
GFs and provides the context of this work. Section III introduces
the proposed cascaded implementation for generalized GFs and
analyzes the error surface of the corresponding least squares de-
sign problem. In addition, it illustrates the relation between cas-
caded GFs and graph convolutional neural networks (GCNNs).
To deal with the nonconvex design of the cascaded structure,
an iterative algorithm, referred to as RELAX, is proposed in
Section IV for the model-driven setting. Section V leverages
the proposed RELAX algorithm to introduce its data-driven
variant. Further, it discusses theoretical results with respect to
the learning of cascaded GFs from input-output data. Section VI
showcases the benefits of the proposed implementation by nu-
merical experiments related to common network applications.
Finally, Section VII concludes the paper.

Throughout this paper, we adopt the following notation.
Scalars, vectors, matrices and compound linear operators are
denoted by lowercase letters (x), lowercase boldface letters (),
uppercase boldface letters (X), and calligraphic letters (X),
respectively. X T and X ! are the transpose and the inverse
of X, respectively. The Moore-Penrose pseudoinverse of X is
denoted by X . || X|| denotes an arbitrary norm defined in the
space where X is defined.  stands for the number of degrees of
freedom, i.e., the number of free parameters to identify or learn.
[K] denotes the set {1,2,..., K}.

II. PRELIMINARIES

A. Graph Signal Processing

Consider a graph (possibly directed) G = (V, £), where V
and & are the set of N nodes and M edges, respectively.
Further, let W and L be the weighted graph adjacency matrix
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and an appropriate Laplacian matrix,' respectively. Both matrix
representations of the graph are valid candidates for the so-called
graph shift operator S (GSO), a linear operator that induces a
frequency notion in the graph setting [5]. Analogous to tradi-
tional signal processing, given the decomposition § = U U ~*
(assuming it exists), the graph Fourier transform (GFT) of the
signal x € RY, supported on G, is defined as & = U 'a. The
inverse GFT is then given by x = Uz. As a result, following
the GSP interpretation, the eigenvalues A = diag(A1,...,An)
of the GSO are referred to as the graph frequencies.

Similarly as in time domain, the notion of shift can be
employed to define so-called classical GFs (C-GFs). These
structures are matrix functions [29] of the GSO, whose finite
dimensionality leads to matrix polynomials in S, i.e.,

K
S (Si{on}) - stkl [Zw“] U,

k=1

where K < N denotes the order of the matrix polynomial.
Therefore, for a given input € R”, the output of the GF
in (1), i.e., y = Fc(S)z, can be seen as the linear combination
of shifted versions of the input, i.e., x; = Skx. Due to the
locality of S, i.e., its support is defined by the connections
in the graph, for physically meaningful systems, e.g., sensor
networks, a shift can be implemented in a single communication
round. Hence, the filtering operation can be implemented in a
distributed fashion in K communication rounds.”

Recently, several efforts [9], [14] have been taken to increase
the flexibility of the graph operation (1). Such efforts have
focused on increasing the degrees of freedom of the filtering
operation, while maintaining its distributed nature. In [30], the
so-called constrained edge-variant graph filter (CEV-GF) has
been introduced. The structure of the CEV-GF is given by

ccv S {(I)k} Zq)ksk ! )

where ®, is a local matrix with the same support as S + I.
From (2), it can be observed that the so-called node-variant
graph filter (NV-GF), proposed in [15], is a particular case of
the CEV-GF where the matrices {®}, }_, are restricted to be
diagonal matrices, i.e.,

nv(S {¢k} Zdlag ¢k¢ Sk 1 (3)

k=1

Due to the increased degrees of freedom of these more com-
plex structures, with respect to classical GFs [cf. (1)], they have
been shown to obtain a better performance while reducing the
number of communication rounds in typical network applica-
tions, see., e.g., [9]. In addition, despite that for arbitrary local
matrices {®j } 5| the filter in (2) does not directly carry the

"Here, we do not further select a particular type of Laplacian matrix due
to the different possible options, e.g., combinatorial Laplacian, in/out degree
Laplacian, normalized Laplacian, etc.

2For these GFs, the order is in fact K — 1 and the number of communication
rounds is K — 1, however, in view of the later generalizations, we prefer to
employ K instead of K — 1.
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same graph frequency interpretation as (1), in [9] a restricted
subfamily of (2) has been shown to have a graph frequency
interpretation.

B. Graph Filter Applications

Graph filters are useful to describe processes running on the
network structure, in which the observable variable x € RY
may be represented using few modes of the graph. Such processes
are often referred to as band-limited processes [31] and have
found applications in analyzing network data such as health-
related data, e.g., brain [32], heart [33], or weather data and
point clouds, e.g., [34]. Furthermore, the generalization of graph
filters [cf. (2)] has been successfully employed for obtaining
distributed approximations to arbitrary linear operators such as
beamformers (for array processing) and consensus.

As graph filters provide a natural regularization mechanism,
by including the structural information of the graph into the
problem, they have found further applications in graph convo-
lutional deep neural networks [26]. In such cases, by using a
proper parametrization of the graph filters, it is possible to obtain
an increased prediction performance [35] by leveraging the
structure present in the data inherited by the graph topology. In
addition, GFs are the building block of both the graph scattering
transform [36] and personalized recommendation systems, see,
e.g., [37].

C. Context

Conventional graph filter design either focuses on one-shot
designs [14], [15] or on iterative designs for autoregressive
moving average (ARMA) structures [38], [39]. Despite that
these methods are able to cope with common filtering tasks,
the resulting filter might require a large number of communi-
cation rounds to achieve a desired performance. Furthermore,
if traditional time-domain designs are extended to the graph
setting, the obtained filters will be restricted to be shift invariant,
i.e., polynomials of the GSO, leading to inappropriate filters
for approximating arbitrary linear operators by means of graph
filters. Moreover, the works on robust design for GFs mostly
focus on classical GFs and model-driven settings or on the
theoretical understanding of effects such as quantization in the
GF processing chain, see, e.g., [12], [13], [40]. Hence they either
do not address the data-driven setting for (classical) generalized
GFs case and do not deal with the numerically problems in the
design stage due to the conditioning of the matrices.

Therefore, in this work, we focus on the problem of stable
design of generalized graph filters for arbitrary linear operators.
That is, we aim to provide design algorithms that ameliorate
the conditioning of the system matrices involved in the de-
sign/learning of generalized graph filters.

III. CASCADED IMPLEMENTATION OF GRAPH FILTERS

One of the main problems of graph filter design is the nu-
merical stability of the least squares problems involved. Despite
that for classical GFs (C-GFs) [cf. (1)] polynomial fitting in
the spectral domain, by means of the Chebyshev polynomial
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Fig. 1.

Schematic of the cascaded GF implementation. Each GF can be considered as a layer of a GCN with a linear activation function. Here, we consider

the most general form of GF [cf. (2)], however, the local matrices {®, }7_, can be specialized to {¢} I}, and {diag(¢y )}, for C-GFs and NV-GFs,

respectively.

expansion [41], can be employed for large polynomial orders,
other types of graph filters rely on a node-domain design, i.e.,
entry-wise fitting with respect to the target linear operator, H*;
that is,

min ||F(S;60) — H'[|r, 4)

where FX(S;0) is a GF of order K with parameters 8 € R%*;
in this notation, the asterisk is a space holder for the particular
kind of GF employed, e.g., FX, FX or FX_; and x denotes the
number of degrees of freedom of the particular kind of GF, e.g.
x = 1 for the C-GF, k = N for the NV-GF and k = M for the
CEV-GFE.

Unfortunately, the LS problem in (4) quickly becomes ill-
conditioned when the order increases. This issue leads to slow
convergence of iterative methods for solving the least squares
problem, memory issues due to low sparsity levels of the system
matrices, or/and unstable solutions with very large (very small)
filter coefficients. To deal with the conditioning issues of the
system matrices in the node-domain design, and borrowing ideas
from traditional cascaded implementations of finite- and infinite-
impulse response filters [23], [42], we put forth a cascaded
implementation of graph filters. That is, we propose to limit
the maximum order of a given GF and employ this GF module
as a building block of a larger system.

Mathematically, we introduce the graph operation as

Q
H(S;0) = [[ FF(S;6:) = FI(S:0q) - FL(S;01),

i=1

®)
where ©® = [07,...,00]" € RPK*" Notice that when the GF
is a C-GF, (5) is another C-GF of order max{K @, N'}. This is
however not the case for both the NV-GF and CEV-GF unless
the coefficient matrices have a particular structure, i.e., they
enforce shift-invariance. The implementation of the proposed

construction is shown in Fig. 1.
The adopted cascaded implementation is similar to the
cascading of biquad filters [43] in time-domain processing
for attenuating the effect of quantizing the filter coefficients.

They are also similar to the structures employed for adaptive
linear predictors [23] which are robust against conditioning of
the input covariance matrix and accept larger step sizes in their
updating steps as the coefficient sensitivities of a cascaded filter
are much lower than that of the direct form [44]. Thus, similar
to the motivations present in the time domain, by introducing
such a filter implementation, we aim to: (i) improve the con-
ditioning of the design problem, (i7) reduce the complexity of
the optimization problems involved and (iii) achieve a better
performance with areduced order. However, all these advantages
do not come for free: we need to give up the convexity of the
overall filter design problem, i.e.,

argmin ||[H(S;0) — H||p.
{6:}2,

(6)

As the design of the direct implementation, i.e., a single GF
with large order, is a convex problem [cf. (4)], it is theoretically
guaranteed that an optimal configuration of coefficients can be
efficiently found. However, due to the nonconvexity of the design
problem for the cascaded problem [cf. (6)], this property cannot
be guaranteed without understanding the error surface for this
kind of problem. In the following, we present an analysis of the
error surface for a particular family of problems of the form (6).

A. Theoretical Study of Cascaded GF Error Surface

Surprisingly, similar to the results in system identification
and adaptive filtering [44], it is possible to show that the error
surface of the cascaded implementation of a particular family
of GFs exhibits critical points that are either global minimizers
or saddle points. To show this, we first introduce some basic
notions that characterize what happens to an error surface when
a new parametrization is introduced. And then, we use these
results to show the type of critical points that the error surface of
the cascaded implementation of a particular family of GFs has.

Critical points after reparametrization: Let us consider two
equivalent implementations of a GF of order K, one in direct
form with parameters 64 = [01,...,0k,]" and the other in
cascaded form with parameters ©. = [0 ..., O(IQ}, where
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04, € R%e V¥ i are the parameters of the ¢th cascaded module;
that is,

FE(S;04) = H(S; O.), (7)

where the LHS denotes the direct implementation and the RHS
the cascaded implementation. Further, let us denote with Dy
and D, the sets of feasible direct and cascaded GF coefficients of
given order and kind, e.g., C-GF, NV-GF, etc., respectively. That
is, if C-GFs of order K are selected, Dy contains all the C-GFs
of order at most K. Similarly, the equivalent set D, contains all
the cascaded C-GFs with order at most K formed by modules
of order K.. Hence, 84 € D4 and ©, € D...

The above implies that the LS error with respect to a desired
response H * is the same for both implementations (realizations).
However, while for the case of the direct form the LS error
function is convex with respect to the GF coefficients [cf. (4)], for
the cascaded implementation, the LS error is clearly nonconvex
[cf. (6)]. So, despite that the error surface for the direct imple-
mentation, due to its convexity, has only a global minimum,
the cascaded implementation could have several local minima,
changing the modality of the LS error surface.

To characterize the change in the modality of the cost function,
we introduce the following adapted Lemma from [44].

Lemma 1: Let a mapping ¢(-) : Dg — D, exist and be con-
tinuous and surjective (onto), then all the newly formed station-
ary points (critical points) are saddle points.

Proof: See Appendix A.? |

The previous Lemma guarantees that the original critical
points are maintained and that all new critical points introduced
are saddle points if a proper reparametrization is used. Here,
proper refers to the properties that the mapping ¢ must exhibit.
Unfortunately, as shown next, these properties cannot be guar-
anteed for all types of GFs. This fact is made formal in the next
result.

Theorem 1: The continuous and surjective map ¢ exists for
cascaded GFs whose modules are first-order C-GFs.

Proof: See Appendix B. |

Corollary 1: The map ¢ also exists if instead of C-GF
modules, ARMA C-GF modules, see, e.g., [38], are used to
implement the cascaded GF.

Saddle points of Cascaded C-GFs: Due to Theorem 1, we
know that only C-GFs allow for continuous and surjective
mappings, thus due to Lemma 1 we can ensure that all the
newly created critical points are saddle points, hence no lo-
cal/global minima. The following result identifies where these
saddle points, due to the cascaded reparametrization, appear in
the parameter space.

Theorem 2: Consider a direct implementation of a C-GF

K
H =) ¢S, with ¢ = 1,
k=0

and a cascaded GF, H(S;©®), of the form (5) with Q@ = K
modules. Further, let the modules be given by

FL(S:0,) =T+ 78,V qe[qQ]

3The appendix is found in the supplemental material (extended version).
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Then, the newly introduced saddle points in (6), with respect to
a desired response H*, are found in a manifold where any two
or more graph filter coefficients are the same.
Proof: See Appendix C. |
Corollary 2: The above result also holds in the case that the
modules are ARMA; C-GFs, i.e.,

FLS:0) = (I + 4" 8) M (I +6{V8),V q € [Q]

where 6, = [\?, ¢\]T are the ARMA; C-GFs parameters.

The result of Theorem 2 shows that saddle points only appear
when two modules (stages) of C-GFs have the same coefficients.
This is in line with the results of system identification stating
that the modality of the error surface for cascaded IIR filters are
affected by multiple poles or zeros [45]. In addition, although the
result of Theorem 2 seems restrictive, i.e., itis stated for C-GFs of
order one, the theorem can be extended to second- (or higher-)
order modules. However, for the sake of exposition, we here
consider first-order modules as they are the simplest GF units
and they are the basis for graph neural networks (GNNs) and
residual GNNs (RGNN5), see, e.g., [46]. Further, the restriction
to ¢g = 1 is w.l.o.g. as for any other value different from unity,
the same result can be obtained by proper scaling.

To conclude this section, we bring to attention the following.
First, the fact that only saddle points are introduced when a C-GF
is reparametrized as a cascade of C-GFs [cf. Theorem 2] indi-
cates that sfochastic descent methods, e.g., stochastic gradient
descent (SGD) or LMS, are good candidates for minimizing the
cost in (6). The stochastic nature of such algorithms provides
a natural protection against saddle points. This is because the
jitter present in these methods allows them to escape from
saddle points. This key observation is the working assumption
for the optimization methods used in state-of-the-art machine
learning methods for optimizing nonconvex costs, see, e.g., [47].
Second, the negative result obtained for other kinds of GFs [cf.
Theorem 1] suggests that although traditional descent methods
might work “sufficiently well,” we should put efforts on devising
methods that are not only globally convergent but that are
efficient. This last aspect motivates the algorithm development
presented in Section I'V. There we propose an iterative method,
amenable for sparse iterative solvers and deep learning opti-
mization algorithms, to fit/learn the filter coefficients of (5).

Before introducing the proposed coefficient learning algo-
rithm, in the following part, we present the relation between the
proposed cascaded GF implementation and graph convolutional
networks.

B. Relation to Graph Convolutional Networks

In recent years, machine learning over graphs has drawn an
increasing amount of attention [48]-[50]. However, despite that
the graph structure provides a highly informative prior, the task
of learning over graphs still remains highly complex due to this
same structure. As aresult, graph convolutional neural networks
(GCNNSs), which leverage the structural information of the
graph, have been put forth [26]. GSP and more specifically graph
filtering provide a formal understanding of the basic operations
involved in GCNNSs [35].
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Formally, a GCNN is a neural network that operates on graph
data and whose hidden layers can be represented as

X = p(8;X17), ®)

where X (9 is the original N x F(9) input data (data matrix X),
S the GSO and p a propagation rule [51]. Thus, the hidden layer
X @ can be interpreted as an N x F(*) feature matrix whose ith
row represents the features of the ith node. Under this setting,
by stacking () different layers, i.e.,

Hoenn (83 X V) = p(S; p(S; p(S5... p(8; X ) ..))),
C)
we obtain a so-called GCNN. Note that different flavors of
GCNN s can be obtained by choosing different alternatives for
the propagation rule. Typically, the propagation rule is selected
as

p(S; XV) = o(SXOWD), (10)

where o (+) is an element-wise non-linearity, e.g., a linear rectifier
unit (ReLU), and W () a weight matrix to combine the features
of the nodes. From (10), we observe that the number of features
at the (¢ + 1)th layer is defined by the number of columns of
W () and hence W is an F() x F(+1) matrix.

Observing the expression involved in a GCNN, we can easily
draw connections between the model (5) and a GCNN. For the
filtering task, we are mostly concerned with one-dimensional
signals at each node, hence the number of features at all layers
can remain constant and equal to one. Thus, the weight matrices
{W®} are reduced to simple scalars. Further, despite that a
single shift with respect to the GSO captures certain structural
properties, a GF is able to highlight different (and possibly more
complex) properties of the graph structure in a parsimonious
manner, i.e., through a parametrized representation. Further,
considering that we want to build a linear model-driven system,
i.e., in most GF applications a desired linear operator is given
to be approximated, the element-wise non-linearity o(-) is not
required and an identity function suffices, i.e., o(z) = z. As a
result, by using these considerations, we can see that (9) reduces
to (5), where each layer is a first-order C-GF and the input is the
graph signal x. Finally, we note that other architecture that can
be seen as particular instance of the cascaded implementation (if
anon linearity is applied to its output) is the simple graph convo-
lution (SGC) network [52]. In this light, a SGC of order K can
be seen a single GF module, Q = 1 where 8, =0V 1 <i < K
and 0 = 1.

IV. RELIEF ALGORITHM

Let us consider again the model for the cascaded GF
implementation

Q
H(S:0) = [ FK(s;60),

i=1

an

where the parameter dependency has been stated explicitly,
and © := [0],...,00]" € R@* is the parameter vector of the
cascaded GF implementation.
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The general filter design task consists of the following opti-
mization problem: given a linear operator H* € RY*¥ find

®* = argmin |H(S;0) - H|| 12

{6: EC}?:l ’ (12)
where C is a desired feasible set, e.g., interval, normed ball, etc.,
and || - || a desired norm, i.e., spectral normal, Frobenius norm.
Notice that because the operator to approximate is linear, and that
there are no data-dependent non-linearities in H, input/output
data is not required for solving (12). This type of design is what
we refer to as model-based design.

As discussed before, one of the main challenges for finding
the parameter vector ®*, even for a simple (or convex) feasible
setC, is that its components interact in the cost function of (12) in
a non-convex manner. Therefore, the cost function is generally
a multi-modal function with several local minima and off-the-
shelf convex solvers can not be employed directly.

An alternative to deal with the non-convexity of the cost
function in (12) but still being able to use readily available
efficient convex solvers, is to perform sequential fitting for each
of the GF modules. That is, given a certain tolerance, i.e., error
between the fitted GF and desired linear operator, we start by
solving

0 = argmin || FX(S;0,) - H*
1 =argm | F:5(S;61) I (13)

and proceed with the remaining filters by sequentially solving
q—1
0, = angnin | 7(s50,) | T 7253600 | - 7. 019
<€ i=1

This way, a solution © within the desired tolerance can be
obtained.

Although this is a straightforward approach, it has several
drawbacks. For instance, in this approach each filter is fitted
once, hence if early stages result in a bad fit this cannot be
corrected for in later stages, thus the required (desired) tolerance
might not be achievable.

To alleviate this issue, we propose to fit the filters using
ideas similar to the ones employed in the RELAX method for
mixed-spectrum estimation [53], where in every stage, after a set
of parameters has been estimated, the old set of parameters are
refitted to improve the cost function value. However, instead of
refitting all GFs every time a new GF is added, as in the case of
RELAX, we restrict ourselves to the left and right most filters.
Hence, the name of the method: right (REchts) -left (LInks)
itErative Fitting (RELIEF). In addition, to avoid the explicit
computation of the inverse filters, we use a sparse construction
(which allows a matrix free implementation) for solving the LS
design.

In the following, we first introduce the sparse construction for
fitting individual GFs (1inSparseSolve routine) and then
the refitting routine to improve the cost function value after each
stage of the algorithm (refitPair routine). A summary of the
proposed method is shown in Algorithm 1.
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A. linSparseSolve Routine

Without loss of generality, let us focus on the cascaded GF
implementation of order g given by

H(S5;©)=H MH,, (15)
where H, := FX(S;6,), H, := FX(S;6,) and
q—1
M :=[[ FK(S:6:). (16)
i=2

The minimizer of problem (14) for H, with M and H, fixed,
assuming C = R¥, can be shown to be given by the solution of
the least squares problem

arg min [|€,0, — vec(H")||z, a7

q

where Q) := (HI M" @ I)¥ with ® the Kronecker product,
vec(+) is the vectorization operation and

U= [IoDJ,(STolJ,... (S"E o I1)J]
€ RNV xKEr (18)

is the GF system matrix, with J an N 2 x k selection matrix
that only preserves the nonzero entries of vec(®y,). Notice that
by construction, the Kronecker matrix is a sparse matrix and
for low filter orders, i.e., below the diameter of the graph, the
¥ matrix is also sparse. Hence, it can be stored efficiently in
memory if it is desired to construct €2; explicitly. Least squares
problems as (17) can be easily solved by methods such as
LSMR [54]. In addition, if €2; is explicitly computed, we can
build a preconditioner to accelerate the convergence of LSMR
by scaling the columns of €2 such that every column has unit
2-norm. For very large systems, we may prefer to keep €2 as an
operator. That is, we avoid its construction explicitly and only
provide a routine which computes the actions €2, and prm for
an arbitrary vector . Algorithms as LSMR can still be employed
in this setup, however, the preconditioning of the system is not
simple unless the norm of the columns of 2; can be estimated
accurately. Note that, as we assume that (17) is not necessarily
consistent, i.e., large relative tolerance, LSMR is preferred over
the popular LSQR method [55] due to its faster convergence.
In Algorithm 1, the routine 1inSparseSolve(A, b) makes
reference to the procedure of solving a least squares problem
Ax =~ b such as (17) by means of LSMR. For completeness,
the LSMR algorithm, specialized for solving problems of the
form (17), is provided in Appendix D.

A similar system can be obtained for fitting H, for a fixed
H and M by making minor changes. Hence, for sake of space,
we omit this derivation.

B. Refitpair Routine

Similar to RELAX, we would like to correct for a possibly
wrong fitting, without going to the extreme of doing a multi-
block block-coordinate-descent (BCD) [56], where only a set
of GFs are fitted at a time, while keeping the rest constant and
then iterating until convergence (if achieved). Although such an
approach is possible, it has some drawbacks. First, to the best
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Algorithm 1: RELIEF Algorithm.

Result: {6;};c( : filter parameters
Input: H*, ¥, @, maxlt, €
initialization: 8; = 0Vi € [Q], ¢=0, M = H, =1,
h* = vec(H*);
while (€ > €01) & (¢ < Q) do
qg=q+1;
H, « linsparseSolve([Hf MT ® I|¥,h*)
if ¢ > 1 then
(H1,H,) +
refitPair(H*, ¥, Hy, Hi, M, maxlt, €1);
M « H,M
end
Htotal < MHl;
€ < HHtotal - H*l

2.
o

end

Algorithm 2: refitPair Routine.

Result: (6),0,) : filter parameters
Input: H*, ¥, H), H,, M, maxlt, €
initialization: numlIt = 0, h* = vec(H*);
while (e > €i01) & (numlt < maxIt) do
numlt = numlt + 1;
H, + linSparseSolve([I @ HIM|¥, h*);
H, + linsparseSolve([HI MT @ I|¥, h*);
e« |HHMH, — H*||%;
end

of our knowledge, for multi-block BCD there are no guarantees
on the behaviour of limit points of the generated sequences in
the general case. Hence, to guarantee convergence, i.e., each
subproblem is convex [56], each block has to be updated indi-
vidually. Second, even if individual GF updates are considered,
the fitting of that many GFs and the possibly slow convergence
renders the approach unattractive. And third, if a direct solver
with an explicit system matrix is used, the sparsity of the system
matrix is lost.

Therefore, instead of iterating over all filters, at every step, we
propose to refit the left- and right-most filters [cf. (15)]. This not
only allows to have convergence guarantees, i.e., two-block BCD
convergence is proved in [57], but also to have a reduced number
of subproblems, which (i) effectively reduces the complexity of
the overall approach and (i7) makes use of the sparsity of the
involved system matrices. A summary of this routine is shown
in Algorithm 2.

V. DATA-DRIVEN RELIEF

Though model-driven designs are appealing because they do
not require input/output data, in many cases, the only infor-
mation available of the underlying transform is given through
input-output pairs, {x;,y;}2 ;. Examples of such scenarios
appear in system network identification, e.g., [58], [59], or graph
identification tasks, see, e.g., [18], [60], [61]. Therefore, there
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is a need to put forth a data-driven method for cascaded GF
coefficient learning.

Formally, a data-driven design for the cascaded GF in (5)
and in the unconstrained case, solves the following optimization
problem

P
©" =argmin ) [ly; — H(S; ©)xi|3 (19)
{0}, =1

Despite that (19) can be solved by deterministic variants of
descent methods, or by substituting the cascaded GF by a higher-
order GF, there are several issues that make these approaches
not so attractive. First, it is well-known from the time-domain
literature, see, e.g., [23], [44], that the sensitivities of coefficients
of cascaded structures are much lower than those of direct forms;
that is, the deviation of the magnitude response due to a small
change in the coefficients of cascaded forms is much smaller than
for direct forms. Second, deterministic approaches to solve (19)
might lead to problems of high memory and computational cost
as for large P, i.e., a large number of data pairs, computing
the full gradient might be prohibitive. Plus, batch-processing
benefits, e.g., parallelization, are not leveraged.

In addition to above issues, even a direct solution, i.e.,

©* = argmin |[Y X — H(S;0)|2

20
{0:}2, 20)

where Y = [y;,...,yp] and X = [z1,...,xp], is not desir-
able due to the initial effort of finding the pseudoinverse of the
input data, i.e., Xt

In addition, due to the result of Theorem 2, when the cascaded
implementation and a stochastic (batch) variant of gradient
descent is employed, such as LMS or SGD, there is no risk to
be stuck in a saddle point due to the jitter present in the method.
Hence, in the following, we introduce a batch version of RELIEF
for the data-driven setting.

A. Staggered RELIEF

To adapt RELIEF to the data-driven setting, let us consider
the original three-way factorization of the cascaded GF used by
RELIEF in the matrix version of the cost in (19), i.e.,

|Y — HIMH. X |[;. 1)

From (21), we observe that now there is a matrix to the right
of H, which means that the sparsity present in the system
matrix exploited in RELIEF is lost. Hence, some computational
benefits of the approach are lost. In addition, as discussed in (20),
although directly taking the pseudoinverse of the input data
matrix would allow for a direct application of RELIEF, it requires
a costly inversion. Therefore, we put forth a small variant of
RELIEF to cope with these details and allow for batch updates.

To tackle the problems with a vanilla implementation of RE-
LIEF in the data-driven setting, we propose the following updat-
ing scheme for the left and right GF coefficients. First, we replace
the routine 1inSparseSolve in Algorithm 1 by the routine
descentMethod. Here, the routine descentMethod is
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any stochastic variant of a descent method, e.g., SGD, RM-
Sprop [62], Adam [63], etc., working under mini-batch assump-
tions and allowing a scheduler for step-size and batch-size. The
latter requirement is to leverage the benefits of parallelization
and a reduction of coefficient updates due to proper batch size
scheduling, see, e.g., [64]. Second, the routine refitPair is
substituted by a process summarized in Fig. 2. In this process,
we refit and update, in two stages, the left and right coefficients,
similar to the model-driven RELIEF. As seen in Fig. 2, both
the left and right updates have a feedback loop of the error.
Hence, they are also implemented as descent methods. However,
due to the linearity of the operations, i.e., the transform is data
independent, we can collapse, at every iteration, the right chain
into a single transformation; that is, we define

H,=MH,, (22)

and process (possibly in parallel) the input to obtain the “filtered”
version X := H,X. Though this step might be seen as trivial,
it avoids multiplication-induced overheads that might appear if
each GF is defined as a layer in a deep learning framework e.g.,
as in Tensorflow. This filtered version can then be used as input
to the descentMethod routine to adjust the coefficients of
the left-most GF for several epochs, i.e., complete passes over
the data. Similarly, the left chain can be collapsed to form

H, =HM, (23)

again, due to the linear nature of the model, and use the
descentMethod routine to adjust now the coefficients of
the right-most GF for several epochs. This refitting procedure,
consisting of the left and right updates depicted in Fig. 2, is
performed for several rounds or until a convergence criterium is
met. Due to the collapsing and alternating updates, we refer to
this method as staggered RELIEF.

Remark 1: Although, in theory, the linear operators (22)
and (23) should be no different than a “layered” implemen-
tation, i.e., an implementation where every batch sequentially
undergoes the linear operators, we make the reader aware that,
atimplementation time, there might be differences due to round-
ing errors and the selected floating-point representation of the
involved matrices. Hence, results might slightly vary but not
considerable.

B. Some Words About (Full) Backpropagation

A straightforward way to solve (19), including the previously
discussed aspects, is backpropagation (BP) [65] equipped with a
stochastic descent method. Within signal processing and neural
networks (NNs), BP is a celebrated method for updating the
coefficients of the different layers composing a NN. However,
although BP can find the global optimum of (19) for cascaded
structures employing C-GFs as modules, based on the result
from Theorem 2, for other GF structures, it might incur a high
computational cost due to the (possibly) large number of pa-
rameters per stage and the full backpropagation of the gradient.
Moreover, due to the increased sensitivity of the coefficients,
the learning has to be done with a small step size which directly
affects the convergence of the method. In NN, this last issue is
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Schematic of proposed refitting update procedure for the proposed staggered RELIEF. (left) Update cycle for the left coefficients. (right) Update cycle

for the right coefficients. Here, X () and Y are the ith input- and output-data batches, respectively; and e; and e, the error signals required for gradient

computations.
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Fig. 3.
with N = 32 nodes.

usually tackled by the nonlinearities and the batch normalization
layers present in the architectures, see, e.g., [66], which are
not present in the cascaded structure. In addition, differently
from the staggered RELIEF, the need to know beforehand the
number of modules to use, i.e., () is a hyper-parameter that
needs to be set, and the large number of parameter updates, i.e.,
matrix-vector products, that have to be made when learning rates
(descent steps) are small make this approach not as appealing
as the proposed staggered RELIEF. However, despite that we
advocate the use of a variant of RELIEF instead of full BP for
finding the coefficients of the involved GFs, we do encourage
to use full BP steps for fine-tuning after an initial coefficient
configuration has been found using the proposed data-driven
staggered RELIEF. That is, after an appropriate number of mod-
ules, Q, and their respective coefficients have been fitfed using
the the proposed data-driven staggered RELIEF, several steps of
full BP can be employed to improve the fitting quality locally,
i.e., further reduction of the fitting cost by local optimization on
the neighbourhood of the RELIEF-based solution.

VI. NUMERICAL RESULTS

To illustrate the performance of the introduced cascaded
structure, in the following, we present a series of numerical

(b)

Comparison of the error surface profiles of the (a) direct, and (b) cascaded implementation for a C-GF with roots [0.3, 1.23] for a sensor network graph

experiments covering the theoretical aspects discussed in the
manuscript as well as the model- and data-driven application of
the RELIEF.

A. Error Surfaces and Root Analysis

First, we present an example that illustrates the results of
Theorems 1 and 2. Here, we consider a simple example for
a sensor network with N = 32 nodes constructed using the
GSPToolbox [67]. The GSO considered in this example is the
combinatorial Laplacian of the network. Here, we consider
a 2nd-order C-GF with coefficients 8 = [0.369, —1.53, 1]T.
The roots of the corresponding polynomial are [0.3,1.23]. In
Fig. 3 , we show the corresponding error surfaces for the dif-
ferent implementations, i.e., (left) direct and (right) cascaded.
In this experiment, we generated 1000 Gaussian-distributed
graph signals, i.e., X € RY*1000 anq filtered them using the
above mentioned C-GF. The filtered graph signals are then
perturbed with additive white Guassian noise whose standard
deviation is o = 1073, thus the observations follow the model
Y = HX + N, where N denotes the additive noise and H the
applied C-GF. The error surface shown in Fig. 3 is then the norm
of the fitting error, e..g, [|H(®)X — Y ||r. While for the direct
implementation, the cost is known to be convex [cf. Fig. 3(a)],
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Comparison of the fitting performance for the direct and cascaded implementation of a C-GF with roots [0.336 + 0.54370.336 — 0.5437, —0.358 +

0.421¢, —0.358 — 0.421:]. (a) Evolution of fitting error per epoch. (b) Trajectory of the estimated filter polynomial roots.
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per epoch. (b) Trajectory of the estimated filter polynomial roots.

the minimizer has not changed for the cascaded implementation
as discussed in Theorems 1 and 2. Further, the profile of the
cost function is also different. That is, although no saddle points
were introduced, the gradient towards the minimum in Fig. 3(b)
can be seen larger than that of Fig. 3(a). In particular, in one
of the dimensions (coefficients) of the direct implementation
the cost function exhibits an elongated behavior, i.e., different
sensitivity for each coefficient. This simple example, illustrates
the theoretical results derived in this work with respect to
the cascaded implementation of C-GFs, which are consistent
with well-known results within signal processing and adaptive
filtering.

Now, we briefly discuss one of the problems of the cascaded
implementation, namely, close and mirrored roots. As discussed
before, the error surface of the cascaded implementation exhibits
amenable properties when there are no repeated roots. However,
when the roots are close to each other and mirrored, i.e., pair of
complex conjugate roots, the chances that the roots move to the
area where a singularity appears, i.e., repeated roots, increases.
Thus, the cascaded implementation might exhibit problems
finding the appropriate roots in these cases or a slower conver-
gence. To show an example of this behaviour, let us consider a
C-GF whose coefficients are 8 = [5.2, 0.23, 1.21, 0.45, 0.65].

15
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¢+ (dashed) Direct
109« Roots
/
0.5 /
1
1
0.0 % /:7
1
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0.5 \
\
_1.0.
-15 T T T T T
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(b)

Comparison of the fitting performance for the direct and cascaded implementation of a C-GF with roots [—2.5, 2.5, —1, 1]. (a) Evolution of fitting error

In this case, the roots of the corresponding 4th-order polyno-
mial (up to 3 digits of precision) are [0.336 + 0.543i0.336 —
0.543i, —0.358 + 0.4217, —0.358 — 0.4214]. A comparison of
the fitting error between the direct and cascaded implementation,
for this case, is shown in Fig. 4. In Fig. 4(a) two things can
be observed. First, the direct implementation obtains a better
fit (loss) and with a much faster rate. Second, the cascaded
implementation enters a plateau early on but escapes, i.e., it
keeps descending. The plateau is reached when the root esti-
mates collapse on the real axis and have similar values (see
Fig. 4(b)). After the roots meet, they move away from the
real axis and move towards the respective conjugate pairs. As
discussed before, when a stochastic method is used to perform
the optimization, the cascaded implementation is able to escape
from saddle points without much trouble. Notice here that while
at the 500th iteration, the direct implementation is really close
to the original roots, the cascaded implementation still requires
more iterations to reach them. In contrast with this result, we
have the experiment shown in Fig. 5. In this case, another
C-GF with roots [—2.5, 2.5, —1, 1] is identified through data.
Differently from the previous case, the cascaded implementation
avoids the collapse of the roots as seen in Fig. 5(b) leading to
a better fitting than the direct implementation and at a faster
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(Left) Model error comparison, i.e., || #(S; ®) — H*||2,, of direct and cascaded GF implementations for (a) direct solver for N' = 100, (c) operator-based

(no-explicit system matrix) solver for N = 400 and (e) LSMR solver with explicit system matrix and diagonal preconditioning (Jacobi) for N = 500. (Right)
Action error comparison, i.e., E{||H(S; ©®)x — H*:z:||§}, for different GFs and PDMM for (b) N = 100 and (d) N = 500. (f) Error comparison for single and

cascaded GF implementation optimized with GCNN framework.
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rate, see Fig. 5(a). Thus, this illustrates that when areas near
singularities are not reached by the root estimates, the cas-
caded implementation can outperform the fitting of the direct
implementation even for relatively low GF orders. For a fair
comparison, in these examples, we have employed a common
rule for the step size of the stochastic gradient descent in both
cases, particularly 0, = 2/(k + 3), where k denotes the epoch.
A more careful selection of the step size rule could have reduced
the jitter observed in Fig. 4, however, the trend is clear from the
plot. Here, we have used a batchsize= 2000 and a sensor
network with N = 64 nodes. The GSO for constructing these
C-GFs was the normalized Laplacian of the network, and the
number of samples used for fitting the models was 132 000.

B. RELIEF Application: Distributed Consensus

To demonstrate the performance of the model-driven RELIEF
method, we study the problem of consensus over networks [68].
That is, given a network (graph), we desire to compute the
average of the signal over the network, i.e.,

1
y=—11Tx = H"x, (24)

N
where 1 is the /N-dimensional all-one vector. To do so, we
explore the proposed implementations on different network sizes
and base GFs, i.e., C-GF, NV-GF, and CEV-GF. In these experi-
ments, for small problem sizes, i.e., N < 300, we employ direct
solvers while for larger problem sizes LSMR based solvers.
In particular, for NV = 400 a solver with a non-explicit system
matrix has been implemented. For NV = 500 a standard LSMR
solver, with explicit system matrix and diagonal precondition-
ing, has been used.

In Fig. 6(a), Fig. 6(c) and Fig. 6(e) a comparison for respec-
tively N = 100, N = 400 and N = 500 in terms of model error,
ie., ||[H(S;©®) — H*||%,is shown for different types of GFs and
communication exchanges, i.e., data exchanges between neigh-
bors. Here, the name direct refers to a direct implementation, i.e.,
the order of the filter is equal to the number of communication
rounds, while the name cascaded to the proposed cascaded im-
plementation. In all these figures, we observe that the cascaded
implementation outperforms the direct implementation, and the
best performance in terms of error is achieved by the CEV-GF.

To further test the proposed implementation, we compare the
trained cascaded GFs with the primal-dual method of multipliers
(PDMM)* [69] for network consensus. In Fig. 6(b) and Fig. 6(d),
we observe that the convergence speed of PDMM (in terms of
communication rounds) is not comparable with the one obtained
by the cascaded CEV-GF, despite that PDMM eventually guar-
antees consensus. This implies that by an adequate selection of
the weight matrices, consensus can be achieved (up-to machine
precision) in a low number of steps. Here, the reported error is
the action error, i.e., |H(S;©)x — H x|

Finally, we perform a test illustrating the performance of the
data-driven staggered RELIEF using the GCNN framework for

2
3.

4PDMM is an alternative distributed optimization tool to the classical alter-
nating direction method of multipliers (ADMM), which is often characterized
by a faster convergence.
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coefficient learning. In this example, we fit the same consen-
sus operator on a community network with N = 200 nodes.
For the GCNN-based solver, the number of filters (layers) has
been set to ) = 15, and a set of M = 10> randomly generated
data pairs have been generated. The batch size has been set to
3200 and the learning rate to 0.001. In Fig. 6(f), the results for
this experiment are shown. Similar as in the other experiments,
we observe that the cascaded implementation outperforms the
direct implementation, and that among all the types of GFs, the
CEV-GF obtains the best performance over a randomly gener-
ated test set. Here, as the GCNN framework is data dependent,
the error measure reported is again the action error.

VII. CONCLUDING REMARKS

In this work, we have introduced a cascaded implementation
of generalized graph filters and we have drawn connections
with neural network architectures for graph-supported data.
Furthermore, we proposed an efficient stable algorithm for de-
signing/learning the GF coefficients, which can be implemented
leveraging state-of-the-art sparse solvers and preconditioning
techniques in the model-driven case. In addition, by minor mod-
ifications, we showed that the proposed method can be applied in
the data-driven setting as well and that the deep learning frame-
work can be combined with the proposed algorithm to fit the
involved GFs when data is available or easy to generate. Finally,
we illustrated the applicability of the proposed implementations
and design algorithms in a network consensus application, where
we have shown that CEV-GF filters achieve machine-precision
accuracy at a significantly lower communication cost than
existing methods.

APPENDIX

A. Proof Lemma 1
To prove the result, we first recall that

9f(6) _ on(®)

200 00 25)
_ 0n(©) 90
00 90’ (26)

where 0f(0)/00, Oh(©®)/00 and 0O /00 are the function
gradients and the parameter Jacobian matrix, respectively, with
respect to 6. Now, assume that ®* is a critical point of h(©®),
ie.,

Oh(©)

e |.. %

e

27)

By assumption, there exists a 8* such that p(6*) = @* (due
to the existence and surjectiveness of (). Hence, by (25), 8" is a
critical point of f(0) and has the same nature as that of @* due
to

V21(0)],. - (%f,))H 5o (55)

In the case that there exists a critical point of Ah(®),
©(6T) = O, such that 87 is not a critical point itself, i.e.,

(28)

[cE
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Df(01)/06|g+ # 0, then ¢ is not differentiable at O as the
equivalency property (25) does not hold.

As the nature of a critical point as ®* does not change
with respect to that of 8%, we now are left to show the nature
of ©T. First, let us consider an open ball centered at 8+
with radio r > 0, i.e., Bg+ ,.. Since 07 is not a critical point,
there exists a direction A@ where (6 + AB) < f(6") and
0" + A € By~ .. Further, by hypothesis, ¢ is continuous, then

w0+ AB) € B@+ .» Where B, _is theimage By~ . under (.
Hence, h(p(0F + 50)) < ¢(©™), which implies the result of
the Lemma.

B. Proof of Theorem 1

To show this, we build intuition for () = 2 using modules with
structure

H,=I+®7s. (29)

They can be seen as the simplest modules to implement, i.e.,
root expansion.

The overall linear operator implemented using this construc-
tion is

H.H, = (I+®78)(I+a"s)

—1+@? +oV)s+2PseVs, (30

which is not a CEV-GF. Hence, no surjective map is available.
Now, let us equip with the assumption that the GF coefficient
matrices commute with the GSO, ie., ®/98 = S®? v i c
[K], ¢ € [Q]. Then, the expression in (30) can be rewritten as
=1+ @ +oV)s+ 52

H>H, (€29)

Unfortunately, ®, in general, does not share the support with
S, hence (31) is, again, not a CEV-GF. As these observations
carry on for the NV-GFs and CEV-GFs with different module
orders, we can ensure that the ¢ mapping does not exist for these
structures.

However, when @' = ¢\ TV i € [K], q € [Q], it is pos-
sible to show that the mapping ¢ exists as in this case & in (31)
is another scaled identity matrix, implying that the resulting
operator is a C-GF, and thus that the map is onto (surjective).
Finally, the map is continuous as the roots of a polynomial
(cascaded form) depend continuously on the coefficients (direct
form).

C. Proof of Theorem 2
To show this result, we first recall

Oh(®) 0f(8) 06

0® 90 00’

Using this relation, a saddle point in (6) implies that the

Jacobian 00/0© is singular. So, to provide the result of the

proposition, in the following, we show the conditions in which
the Jacobian has a zero determinant.

Due to the particular cascaded implementation, we introduce

the notation oy = ¢§q) for simplicity. Therefore, the Jacobian

(32)

3511
J := 06/00 has entries

[J:Ii7j = 8@/80@ (33)

Taking the partial derivative w.r.t a; of H, we obtain
8% =S H (I +,S (34)

=1, q#j
Doing the same for H, we obtain
O%r &

35
804J Z 80@ 35)

As by hypothesis, H and H implements the same C-GF, we
can equate the terms with the same order, i.e., power of S, and
obtain the following relations for the entries of the Jacobian, i.e.,

Jij=Th; = gﬁ; =1,Vj (36)
Jaj =[] = ?Zj = i: g, (37)
q17]

(33)
Tig = [Jiy = Sjj] = EK: ﬁaq,,. (39)

1 <...<gi-1 1=1
q15--,qi-17]

Now, the only thing left is to find the determinant of J. First,
let us consider the Jacobian matrix

11 1
J271 J272 JK,2

J= (40)
Jr1 Jk2 JK 2.

As row substraction does not change the determinant of J, we
now reduce J by a series of row operations to obtain a closed
form for its determinant, similar to the one obtain for matrices
derived for time-domain IIR filters in [44].

Let us subtract the first column from every other column in
J,ie.,

Joa (1 — ) (1 — ak)

Jk,l (al - a2)J1£1,)171 (051 - aK)Jlgi)17K,1
_JK,l (a1 — 042)J;<111,1 (1 — aK)‘]I((lzl,K—l_
(41)
where
K i—1
Ok =0 = Y [leaw @
q1<...<@i-1 1
q1,--5qi-1FLFEG+1
and [JW]; ; =1V 5.
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Using the property of the determinant for block matrices, and
the equivalence det(J) = det(J1), we factorize the determi-
nant of J as

K
det(J) = [ [ (a1 — ) det(JD). (43)

k=2

Applying this process recursively, i.e., row subtraction and
determinant factorization, we can keep reducing the determinant
expression until we get

K

det(J) = H (o — ). (44)
ij=1
i<j

Thus, the above expression implies the result of the theorem.

D. LSMR Algorithm

Algorithm 3: LSMR Algorithm for solving Az ~ b.

Result: x; : least squares solution
Input: A, b, €
initialization: Siu; = b, ayv; = ATU1, ] = Qq,
(f1u1 = b is shorthand for 51 = ||b]|, w1 = b/S1)
G=a1fB,po=1,po=1,¢c =1,35 =0,
h1:’U1, h():O, CL‘O:O;
for k =1,2, ..., until convergence do
:: Bidiagonalization ::
Br1Ups1 = Av — apug;
W 1V1 = AT upy1 — Bry1vks
:: Rotation for first QR factorization ::
_ (A2 2 1.
pr = (0 + Biy1)?s
ck = ag/pr;
sk = Brr1/prs
Op+1 = SKOK41;
Q41 = CpQy 1}
:: Rotation for second QR factorization ::
Or = 3p—1pk;
— — 1
ok = ((Ch—1pr)® +07,1)2;
Gk = Ch—1Pk/ Pk
5k = Okt1/prs
Ce = CrCrs
Chr1 = —8rCrs
:: Solution Update ::
hi = hi — (Okpr/(pr—1Pk—1))hi—1;
xy = Tp—1 + (Ck/(PrPr)) b
hit1 = ver1 — (Org1/pr) s
:: Convergence Check ::
if ‘Ck+1| < €tol then
stop;
end

end
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