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Linear Regression with Distributed Learning:

A Generalization Error Perspective

Martin Hellkvist, Ayça Özçelikkale, Anders Ahlén

Abstract—Distributed learning provides an attractive frame-
work for scaling the learning task by sharing the computational
load over multiple nodes in a network. Here, we investigate
the performance of distributed learning for large-scale linear
regression where the model parameters, i.e., the unknowns, are
distributed over the network. We adopt a statistical learning
approach. In contrast to works that focus on the performance
on the training data, we focus on the generalization error, i.e.,
the performance on unseen data. We provide high-probability
bounds on the generalization error for both isotropic and
correlated Gaussian data as well as sub-gaussian data. These
results reveal the dependence of the generalization performance

on the partitioning of the model over the network. In particular,
our results show that the generalization error of the distributed
solution can be substantially higher than that of the centralized
solution even when the error on the training data is at the same
level for both the centralized and distributed approaches. Our
numerical results illustrate the performance with both real-world
image data as well as synthetic data.

Index Terms—Distributed estimation, distributed optimization,
supervised learning, generalization error, networked systems.

I. INTRODUCTION

Distributed learning provides a framework for sharing the

computational burden of large-scale learning tasks over mul-

tiple nodes while addressing growing concerns related to

security and data privacy [1], [2]. Accordingly, the field of

distributed learning is progressing rapidly due to the increasing

need and interest from both industry and academia, with

applications ranging from edge computing [3], [4] to large-

scale machine learning [5]–[7]. In this article, we consider

distributed learning from the point of view of generalization

error and contribute to the field by highlighting and charac-

terizing potential pitfalls, and providing guidelines for best

practice.

In particular, we consider the statistical learning problem

where a set of training data {(yi,ai)}ni=1 from a certain

distribution is used to train a model, i.e., estimate parameters

in a specified model structure, so that it correctly predicts

the output yi ∈R given the corresponding input ai ∈R
p×1.

The performance of the trained model is often measured by

its training error, i.e., the error that the model makes over

the training data, and more importantly its generalization

error, i.e., the error that the model makes when estimating
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y using a when a new pair (y,a) comes from the same

distribution as the training data. The generalization error is

an inherent part of statistical learning frameworks, where it

is innately embedded in the expected error values, and the

expectation is taken with respect to the signal model. The

generalization error has been thoroughly studied for different

centralized approaches, for instance in minimum mean-square

error estimation frameworks [8]. Recently, the dependence of

the generalization error on the number of model parameters

and the training sample size has been investigated for a range

of models, such as neural networks and decision trees, and

the “double descent” risk curve has been proposed [9]. The

generalization error associated with the least-squares estimate

under isotropic Gaussian data and Fourier features with partial

models [10], [11], the effect of regularization under data corre-

lation [12], [13], as well as sub-gaussian regressor distributions

[14], [15] have been presented. These works emphasize trade-

offs between model complexity and training sample size in a

centralized learning setting, particularly in overparametrized

scenarios.

The growing need for distributed learning has lead to the

development of several methods, e.g., primal-dual methods

[16], [17] and dual decomposition methods [18], [19], where

the alternating direction method of multipliers (ADMM) [20]

stands out as one of the most extensively studied algorithms.

Accordingly, different aspects of distributed learning methods

have been explored, including privacy protecting methods

[2], time-varying constraints [21], adaptive network architec-

tures [22], and communication efficient methods such as the

quantized stochastic gradient descent [23], as well as novel

metrics for communication efficiency [24]. Trade-offs between

computation and communication [25] has been explored as

well. In the case of generalization error, a significant part

of the existing work for distributed learning is performed

under the mean-square error estimation framework, including

Kalman filtering [26], [27], least-mean squares [28], [29]

and the affine projection algorithm [30]. A characterization

of the generalization error in the case of linear discriminant

analysis is presented in [31]. The average behaviour of the

generalization error for regression is presented in [32] under

isotropic Gaussian data.

Despite this vast interest in distributed learning, this line

of work typically assumes that it is the sensor readings

that are distributed over the network [29], in contrast to the

scenario where the model unknowns are distributed over the

network [27], [33]. We address this gap by providing high

probability bounds on the generalization error in a distributed

linear regression problem under a broad family of training
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data distributions. The setting with distributed unknowns is

particularly suited to the problems with large number of

unknowns [25], such as neural networks [34]. Motivated by

the recent results on overparameterization in linear regression

[12]–[15], we pay special attention to the overparameterized

setting where the number of unknowns governed by each node

is larger than the number of observations.

We consider the influential distributed learning algorithm

COCOA [25], developed from its predecessors COCOA-

v1 [35] and COCOA+ [36]. COCOA is applicable to convex

optimization problems, and allows the nodes to use any local

solver of their choice for their local subproblems, enabling the

usage of solvers with variable accuracy and a flexible trade-

off between computation and communication [25]. In [25],

the convergence rate of COCOA was quantified in terms of the

convexity properties of the optimization problem and accuracy

of local solvers. In contrast to the work in [25], we focus on

the generalization error of COCOA and the effect of different

data partitioning schemes over the nodes.

In this article, we show that the generalization error depends

heavily on the partitioning of the model parameters among the

nodes. In particular, we have the following main contributions:

We provide bounds on the generalization error that hold

with high probability for both isotropic Gaussian as well as

correlated Gaussian data. Furthermore, for block-correlated

and underparameterized local problems with general covari-

ance structure, we generalize these results to sub-gaussian

data, which include the Bernoulli and uniform distributions

as special cases. For the isotropic Gaussian case, we compare

these probabilistic results with analytical results on the average

behaviour [32], which we also extend to the setting with noisy

training data in this article. We note that the presented results

cover a wide set of distributions, compared to the scope of

[32], which is limited to the isotropic Gaussian distribution.

Our numerical results illustrate the generalization error perfor-

mance with both synthetic data from these distributions and

real-world image data [37].

Our results highlight a typically overlooked relationship

between the training and generalization error in distributed

learning. These findings illustrate that distributed learning

schemes can significantly amplify the gap between the training

error and the generalization error. More precisely, a distributed

solution with a training error that is on the same level as

that of the centralized solution is not guaranteed to have a

generalization error that is as low as that of the centralized

solution.

The rest of the paper is organized as follows: Section II and

Section III present the problem formulation and the distributed

solution approach, respectively. Section IV provides prelimi-

nary results on the generalization error. In Section V, VI and

VII, we present the results for the isotropic Gaussian, corre-

lated Gaussian, and the sub-gaussian settings, respectively. The

numerical results are presented in Section VIII. We present

further discussions of our results in Section IX and conclude

the article in Section X.

Notation: We denote the Moore-Penrose pseudoinverse and

the transpose of a matrix A as A+ and AT, respectively. The

p × p identity matrix is denoted as Ip. The positive semi-

A1, x̂
t

1

vt1

A2, x̂
t

2 AK , x̂
t

K

vt vt2 vt vtK

vt

Node 1 Node 2 Node K

Fig. 1: Distributed learning with COCOA.

definite (p.s.d.) partial ordering for real symmetric matrices is

denoted by �. We use ‖ · ‖ to denote either the spectral norm

or the Euclidean norm, depending on whether the argument

is matrix- or vector valued. Throughout the paper, we often

partition vectors by blocks of their entries, and matrices either

by their blocks of columns or rows. For instance, the column-

wise partitioning of a matrix A∈R
n×p into K blocks is given

by A = [A1, · · · , AK ], with Ak ∈R
n×pk . The row-wise

partitioning of a vector x∈R
p×1 into K blocks xk ∈R

pk×1

is given by x = [x1; · · · ; xK ], where the semicolon denotes

row-wise separation. We use σmax(·), σmin(·) to denote the

largest and smallest singular values of a matrix, and λmax(·),
λmin(·) to denote the largest and smallest eigenvalues. The

notation (·)+ is used as a short-hand for max{0, ·}. In ex-

pressions such as (·)2+, the max function takes precedence

over the square, i.e., (·)2+ = ((·)+)2.

II. PROBLEM STATEMENT

We focus on the linear model

yi = aT
i x+ wi, (1)

where yi ∈R is the ith observation, ai ∈R
p×1 is the ith

regressor, wi ∈R is the corresponding unknown disturbance,

and x∈R
p×1 is the vector of unknown model parameters. We

consider the problem of estimating x given n pairs of obser-

vations and regressors, i.e., the training dataset {(yi,ai)}ni=1

by minimizing the following regularized cost function:

min
x∈Rp×1

1

2

∥

∥y −Ax
∥

∥

2
+
λ

2

∥

∥x
∥

∥

2
, (2)

where A∈R
n×p is the regressor matrix whose ith row is given

by aT
i ∈R

1×p, y ∈R
n×1 is the vector of observations yi, and

λ ≥ 0 is a regularization parameter.

We consider the setting where the regressors aT
i are inde-

pendent and identically distributed (i.i.d.) zero-mean random

vectors with a given distribution D(Σ), with the covariance

matrix Σ = Eai
[aia

T
i ]∈R

p×p. Under this regressor model,

we investigate the generalization error of the solution to (2)

found by the distributed solver COCOA [25]. In order to

simplify the theoretical analysis, we mainly consider the un-

regularized and noise-free setting, i.e., with λ = 0 and w = 0.

Under these simplifications, we derive bounds illustrating how

the generalization error depends on the partitioning of the

model over the network. In order to provide background for

these results, we consider the more general case with w 6= 0
in Sections II – IV together with a discussion on the case with

λ > 0. In Section IV and Section V-A, we provide insights
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Algorithm 1: Implementation of COCOA [25] for (2).

1 Input: Data matrix A distributed column-wise

according to partitioning {p1, · · · , pk}. Observations

y. Regularization parameter λ, aggregation parameter

ϕ̄∈ (0, 1] and subproblem parameter σ̄.

2 Initialize: x̂0 = 0∈R
p×1, v0

k=0∈R
p×1 ∀k.

3 for t = 0, 1, . . . , T do

4 v̄t = 1
K

∑K
k=1 v

t
k

5 for k ∈{1, 2, . . . , K} do

6 ctk = λx̂tk −AT
k (y − v̄t)

7 ∆xtk = −(σ̄AT
kAk + λIpk)

+ctk
8 x̂t+1

k = x̂tk + ϕ̄∆xtk
9 vt+1

k = v̄t + ϕ̄KAk∆xtk

about why the training noise does not necessarily weaken the

dependence of generalization error on partitioning. For the

regularized case, i.e., with λ > 0, and for the case with non-

zero noise, we provide numerical results which illustrate how

the same heavy dependence on partitioning occurs for λ > 0
before convergence; and for w 6= 0 even after convergence,

see Section VIII. In the remainder of this section, we define

the generalization error. We provide details for COCOA in

Section III.

Let x̂ be an estimate of x found using a given set of training

data {(yi,ai)}ni=1, where ai ∼ D(Σ) and yi = aT
i x + wi.

Let (y,a) be a new input-output pair with a ∼ D(Σ) and

y = aTx+ w. Then, the generalization error is given by

κ(x̂) =Ea[(a
Tx− aTx̂)2] (3)

=(x− x̂)TEa[aa
T](x− x̂) (4)

=(x− x̂)TΣ(x− x̂), (5)

where we have used that x̂ is a fixed estimate under the given

training data. The notation Ea[·] is used to emphasize that the

expectation is over the previously unseen regressor a. One

may alternatively consider the prediction error in y instead of

aTx:

Ea,w[(y − aTx̂)2] = κ(x̂) + σ2
w, (6)

where the noise w in the test data is assumed to be zero-

mean with variance σ2
w and statistically independent with the

regressor a. Since the noise in test data just gives an additive,

irreducible term, we focus directly on κ(x̂) in our technical

development. We are interested in the behaviour of the gener-

alization error κ(x̂)∈R with respect to the distribution of the

training data, i.e., A, and the partitioning of the data over the

nodes.

In the centralized case, a solution to (2) is found as

x̂C = (ATA+ λIp)
+ATy. (7)

In general, with λ = 0, there can exist multiple solutions to

(2). With the Moore-Penrose pseudoinverse, the solution with

the minimum Euclidean norm is obtained.

III. DISTRIBUTED SOLUTION APPROACH

We now discuss how to obtain a solution x̂ for (2) using

the distributed solution approach COCOA [25], see Figure 1

and Algorithm 1. Here, mutually exclusive subsets of the

p unknown parameters in x and the associated subset of

columns in A∈R
n×p are distributed over K nodes, K ≤ p.

Hence, node k governs the learning of pk variables, denoted

by xk ∈R
pk×1, where

∑K
k=1 pk = p. We denote the part of A

available at node k as Ak ∈R
n×pk . All nodes have access to

the vector of observations y ∈R
n×1. Using this partitioning,

y = Ax+w can be expressed as

y = [A1, · · · ,AK ]







x1

...
xK






+w =

K
∑

k=1

Akxk +w, (8)

Note that the submatrices Ak’s and the observation vector y

are fixed over all iterations.

Node k forms an estimate of xk using y, Ak and a centrally

computed variable v̄t ∈R
n×1. Let x̂tk ∈R

pk×1 denote the

estimate of xk at node k and iteration t. Accordingly, let

x̂t = [x̂t1; . . . ; x̂
t
k]∈R

p×1 denote the estimate of x at iteration

t. At iteration t, node k receives the centrally computed

variable v̄t, which it uses to compute ∆xtk ∈R
pk×1 (Line 6-7,

Alg. 1), i.e., the update for x̂tk (Line 8). The node keeps track

of its contribution for estimating y by computing the local

estimate vt+1
k ∈R

n×1, using v̄t and ∆xtk (Line 9). Then, the

variable vt+1
k is sent to a central node to create v̄t+1 (Line 4).

The central node then sends v̄t+1 to the nodes and the next

iteration begins.

We now explain how node k finds the update ∆xtk. To

find ∆xtk, COCOA solves the following convex minimization

problem at each node [25]:

min
∆xt

k

1
K f(v̄

t) +∇v̄tf(v̄t)TAk∆xtk

+ σ̄
2τ

∥

∥Ak∆xtk
∥

∥

2
+ λ

2

∥

∥x̂tk +∆xtk
∥

∥

2
,

(9)

where f(v̄t) = 1
2

∥

∥y − v̄t
∥

∥

2
is the first term of the objective

function in (2), evaluated at v̄t. Note that v̄t = Ax̂t by Algo-

rithm 1. The first two terms of (9) comes from the linearization

of f(·) around the current value of v̄t, and the third term
σ̄
2τ ‖A∆xtk‖2 penalizes large changes in v̄t = Ax̂t. The last

term λ
2 ‖x̂tk + ∆xtk‖2 corresponds to the local component of

the regularization term in (2) evaluated at x̂tk +∆xtk.

The smoothness parameter for f(·) is τ = 1 [25]. Only

keeping the terms that depend on ∆xtk reveals that (9) can be

equivalently solved by

min
∆xt

k

(∆xtk)
T( σ̄2A

T
kAk +

λ
2 Ipk)∆xtk

+ (λx̂tk −AT
k (y − v̄t))T∆xtk.

(10)

Taking the derivative with respect to ∆xtk and setting it to

zero, we obtain

(σ̄AT
kAk + λIpk )∆xtk = −(λx̂tk −AT

k (y − v̄t)). (11)

With λ = 0, the existence of a matrix inverse is not guaran-

teed, in general. Hence, the local solvers use Moore-Penrose

pseudoinverse to solve (11) to obtain

∆xtk = −(σ̄AT
kAk + λIpk)

+(λx̂tk −AT
k (y − v̄t)). (12)

The resulting algorithm for estimating x iteratively is pre-

sented in Algorithm 1.

Similar to dual decomposition methods [18], [19] and in

particular ADMM [20], COCOA encourages a consensus over

nodes by utilizing Lagrangian duality. Although it is inherently
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connected to ADMM [20], COCOA utilizes a more simple

update for x̂ and allows approximate proximal steps, see for

instance [25, Eqn. (12), Eqn. (15)].

IV. GENERALIZATION ERROR WITH COCOA

We are interested in the behaviour of the generalization

error in (5) with respect to different partitioning schemes

{p1, · · · , pK}, as well as different distributions of the data.

For the rest of the article, we consider the case with λ = 0,

except for the numerical experiments in Section VIII. We

set σ̄ = ϕ̄K , as it is considered a safe choice in terms of

convergence [25, Sec. 3.1], and provide additional experiments

with other values in Section VIII-G. As shown in Lemma 1

of [32], the iterations of Algorithm 1 can be expressed as

x̂t+1 = Bx̂t + 1
K Āy, (13)

where B ∈R
p×p and Ā∈R

p×n are given by

B =
(

Ip − 1
K ĀA

)

, (14)

and

Ā =











A+
1

A+
2
...

A+
K











. (15)

Note that, under σ̄ = ϕ̄K , ϕ̄ and σ̄ enters into (13) as ϕ̄
σ̄ = 1

K ,

hence the solutions x̂t are independent of the particular values

of ϕ̄ and σ̄.

Using (13)-(14) and y = Ax + w, the error vector x̃t =
x− x̂t can be expressed as

x̃t = x−Bx̂t−1 − 1
K Āy = Bx̃t−1 − 1

K Āw (16)

= B2x̃t−2 − (B + Ip)
1
K Āw = · · · (17)

= Btx− 1
K

t−1
∑

i=0

BiĀw , Btx−Rtw, (18)

where we have defined Rt = 1
K

∑t−1
i=0 B

iĀ, and used the

fact that the algorithm is initialized using x̂0 = 0, thus

x̃0 = x− x̂0 = x. Hence, the evolution of the error vector is

governed by the matrix B. Using (5) and (18), we can bound

the generalization error κ(x̂t) as

κ(x̂t) = ‖Σ1/2(Btx−Rtw)‖2 (19)

≤ 2‖Σ‖(‖B‖2t‖x‖2 + ‖Rt‖2‖w‖2), (20)

where ‖ · ‖ denotes the spectral norm for matrices, and the

Euclidean norm for vectors. Here, we have used properties of

the matrix/vector norms and the fact that ‖Σ1/2‖2 = ‖Σ‖ for

Σ � 0.

Considering the noise-free setting, i.e., w = 0, we obtain

the bound

κ(x̂t) = ‖Σ1/2x̃t‖2 = ‖Σ1/2Btx‖2 (21)

≤ ‖Σ‖‖B‖2t‖x‖2. (22)

In the upcoming sections, we investigate the generalization

error in terms of the behaviour of ‖B‖ for different statistical

models for A. As our results in the coming sections illustrate,

the spectral properties of B = Ip− 1
K ĀA can heavily depend

on the partitioning parameters pk, k = 1, . . . , K . In particular,

if any pk is close to n, then ‖B‖ cannot be bounded with high

probability, which is directly reflected in the generalization

error κ(x̂t). Both the noisy and the noise-free setting are

studied in the numerical results of Section VIII. The presented

results illustrate how the error can be extremely large also

with noisy training data, hence the insights gained from our

analytical study of the bound in (22) are also relevant for the

noisy setting of (19).

We now compare generalization error and the training error.

For w = 0, the training error associated with x̂t, i.e., the error

in reconstructing {aT
i x}ni=1, can be expressed as follows

1

n

n
∑

i=1

(aT
i x− aT

i x̂
t)2 =

1

n
‖Ax̃t‖2 =

1

n
‖ABtx‖2. (23)

Note that for the training error in (23), x̃t = Btx is multiplied

with the current realization A. On the other hand, for the

generalization error in (19), there is a multiplication with Σ
1/2

due to averaging over realizations of the regressor matrix. This

distinction can lead to a significant gap between the training

and generalization error. We illustrate later in this section,

see (27), that the training error is exactly zero under certain

partitioning schemes whereas the generalization error can be

large. The numerical results in Section VIII further verify that

this observation.

By [25, Thm. 2] and strong duality of (2), the solution

produced by Algorithm 1 is optimal for the optimization

problem in (2). This is realized by making use of the concept

“bounded support modification” in [25, eqn. (18)]. We note

that with λ = 0 and σ2
w = 0, an optimal solution gives exactly

zero training error (23). On the the other hand, there can exist

multiple solutions with zero training error, but with vastly

varying generalization error. Hence, a characterization of the

generalization error of the distributed algorithm is needed,

which is the focus of this paper.

Motivated by the recent results on overparameterization

in linear regression [12]–[15] and the success of massively

overparameterized models [38, Table 1], we pay special at-

tention to the overparameterized setting of pk ≥ n, ∀k.

Although our results generally hold for all possible partitioning

schemes, we obtain some particularly interesting results for

this overparameterized setting. The following lemma shows

that the governing matrix B is a projection under pk ≥ n, ∀k,

which will be instrumental for the upcoming results:

Lemma 1. Let B be defined as in (14), and the rows of A

be drawn i.i.d. from N (0,Σ), with Σ∈R
p×p being positive

definite. If all Ak are broad, i.e., pk ≥ n, ∀k, then with

probability one, we have B2 = B.

Proof: See Section XI-B.

Note that Lemma 1 together with (13) shows that COCOA,

i.e., Algorithm 1, converges in one iteration if the number of

unknowns at each node is larger or equal to the number of

training samples, i.e., x̂t = x̂1 for t ≥ 1 if pk ≥ n, ∀k. Hence

we have the following corollary for the generalization error:

Corollary 1. Consider the setting of Lemma 1, and t ≥ 1.

Then x̂t = x̂1, and

κ(x̂t) = κ(x̂1) = ‖Σ1/2(Bx− 1

K
Āw)‖2 (24)

≤ 2‖Σ‖
(

‖B‖2‖x‖2+ 1

K2
‖Ā‖2‖w‖2

)

, (25)
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which for w = 0 can be tightened as

κ(x̂t) ≤ ‖Σ‖‖B‖2‖x‖2. (26)

Proof: Using Lemma 1, we have that Bt = B and Rt =
1
K Ā,

hence x̂t = x̂1. Combining these equations with (19) gives the

expression in (24). Similarly as with (20) and (22), (24) can

be upper bounded by (25), and by (26) if w = 0. �

Note that Lemma 1 provides an interesting observation for

the training error in (23). Using that Bt = B for t ≥ 1, we

can simplify the training error in (23):

1

n
‖ABx‖2 = 1

n
‖A(Ip −

1

K
ĀA)x‖2 (27)

=
1

n
‖(A− 1

K
AĀA)x‖2 = 0, (28)

where we have used that pk ≥ n to apply AĀ = KIn, using

Property (e) from Section XI-A of the Appendix. Our results

in Theorem 1 – 4 of the coming sections illustrate that ‖B‖
can be unboundedly large if pk is too close to n. Hence the

generalization error in (26) can be unbounded even though the

training error is zero.

We conclude this section by motivating our study of the

unregularized case. With λ > 0, convergence to a solution with

arbitrarily small optimality gap is guaranteed with a sufficient

number of iterations T [25, Thm. 3]. Hence in our problem

setting, for T large enough we have that x̂T → (ATA +
λIp)

−1ATy, i.e., convergence to the centralized least-squares

(LS) solution in (7). While [25, Thm. 3] shows that smaller

λ will require larger T , these results do not show how the

partitioning affects the generalization error. We address this

gap by first studying the setting with λ = 0 analytically, and

then showing implications of these results for the setting with

λ > 0 before convergence through numerical results.

V. ISOTROPIC GAUSSIAN REGRESSORS

In this section we present our analysis on the generalization

error associated with Algorithm 1 under isotropic Gaussian

regressors, i.e., the entries of A are i.i.d. with N (0, 1), or

equivalently, the rows of A are i.i.d. with ai ∼ N (0, Ip). In

Section VI and Section VII, we extend our results to the cor-

related Gaussian and the sub-gaussian settings. Focusing first

on the isotropic Gaussian distributions allows us to give more

precise results than the case for more general distributions, see

the discussions after Remark 3 and the discussions at the end

of Section VII for details.

Lemma 2. (Tracy-Widom fluctuations [39]). For a matrix

M ∈R
n×p with i.i.d. N (0, 1) distributed entries, the following

bound holds with probability at least ρ = 1− 2e−q
2/2, q ≥ 0√

rmax −
√
rmin − q ≤ σmin(M)

≤ σmax(M) ≤ √
rmax +

√
rmin + q,

(29)

where rmin = min{n, p} and rmax = max{n, p}.

This result quantifies the deviations of the extreme singular

values of a standard Gaussian random matrix from their

respective expectations. Our main result in this section uses

Lemma 2 to provide high-probability bounds for the spectral

norm of ‖B‖:

Theorem 1. Let A∈R
n×p be a Gaussian random matrix

with i.i.d. N (0, 1) distributed entries, and let B be defined

as in (14). Let us define rmin,k = min{pk, n} and rmax,k =
max{pk, n}, and let

βG=1+
1

K

Õ

K+

K
∑

k=1

K
∑

i=1
i6=k

γ̄k,i, (30)

where

γ̄k,i =
(
√
rmax,k +

√
rmin,k + qk)

2

(
√
rmax,i −√

rmin,i − qi)2
, (31)

and 0 ≤ qi <
√
rmax,i −√

rmin,i, i = 1, ..., K . Then, the

following bound

‖B‖ ≤ βG, (32)

holds with probability at least ρG =
∏K
k=1 (1 − 2e−q

2
k/2)+.

Proof: See Section XI-C. Note that the probabilistic result in

Theorem 1 is with respect to the distribution of the training

data in A, whereas the expectation taken in κ(x̂t), see (4), is

with respect to the unseen data, i.e., the test regressors.

Theorem 1 provides key insights about B, which governs

the iterations of COCOA, see (13). The matrix B represents

the contribution of the local solutions x̂k from each node, as

well as the interactions of these solutions through the shared

variable v̄. In one node at a given iteration, the setting can

be interpreted as a regression problem with a partial model

with missing features, i.e., that some of the features in the

full model are ignored during regression. The main technical

challenge in Theorem 1 is then to capture the combined

contribution of many nodes to the error, each of which sees

its own partial model. In (32), the bound βG on the spectral

norm of B captures this joint behaviour, with dependency on

the dimensions of the local regressor matrices Ak.

We now connect the presented bound on ‖B‖ to the

generalization error κ(x̂t), illustrating how the overall perfor-

mance of the solution can depend on the partitioning scheme.

Together with (22), Theorem 1 provides an upper bound on

the generalization error:

κ(x̂t) ≤ β2t
G ‖x‖2, (33)

with success probability, i.e., probability of the upper bound

holding, at least ρG. Ideally, the bound in (32) would be small

while the success probability ρG is large, meaning that the

generalization error is small with a high probability. To have

a high success probability ρG, the variables qi needs to be large

for i = 1, . . . , K . On the other hand, as any qi approaches its

upper bound, i.e., qi → √
rmax,i−√

rmin,i, the corresponding

denominator in βG goes to zero, and the upper bound becomes

larger. Thus, we need
√
rmax,i−√

rmin,i to be sufficiently large

for i = 1, . . . , K, so that all qi can be chosen to guarantee a

sufficiently large ρG, without compromising the level of the

upper bound. Note that for rmax,i ≈ rmin,i, Lemma 2 is also

typically uninformative. Hence, for a fixed success probability

ρG, the bound on ‖B‖ grows as rmax,i and rmin,i get closer.

Although results that provide a more accurate picture of the

behaviour of the minimum singular value of Ai for rmax,i ≈
rmin,i [39, Thm. 3.3] exist, a similar line of argument in terms

of the effect of rmax,i ≈ rmin,i also holds there.

Remark 1. Theorem 1 shows that the bound βG guaran-
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tees smaller values on the generalization error with higher

probability when the dimensions of the submatrices n and pk
are apart from each other, compared to when they are close.

This sufficiency result suggests that it may be the case that the

generalization error gets large values with n ≈ pk.

Our results on the average generalization error in Sec-

tion V-A and also the numerical results in Section VIII

show that this is indeed the case. Theorem 1 is consistent

with the results for the isotropic Gaussian regressors for the

centralized setting in [9]–[11], where the relationship between

the number of unknowns and the number of observations

determines whether a low generalization error is attainable.

In particular, average behaviour of the generalized inverse of

Wishart matrices [10], [11], as well as other high probability

results [11] play a central role leading to “double descent”

curves [11]. Similarly in Theorem 1, the spectral properties of

the Wishart matrices AkA
T
k , particularly their singular values’

closeness to zero, are of central importance. An important

difference between the existing literature and our work in

this section (as well as our work in the cases of correlated

Gaussian and sub-gaussian distributions in the subsequent

sections) is the fact that our results focus on the distributed

setting and we explain how the trade-offs between the number

of observations and the unknowns studied in the centralized

case have important implications for distributed learning.

For the setting where all local models at the nodes are

overparameterized, we present the following tighter bound that

holds for all t on the generalization error:

Corollary 2. Let pk ≥ n, ∀k. The generalization error κ(x̂t)
is bounded by κ(x̂t) ≤ β2

G‖x‖2 with probability ρG.

Proof: The result follows directly from Theorem 1 and Corol-

lary 1. �

We now provide the following alternative bound for ‖B‖
for the case with n ≥ pk, ∀k:

Lemma 3. Consider the setting of Theorem 1 under

n ≥ pk, ∀k. Let

β̄G =

Õ

(K − 1)2

K
+

1

K2

K
∑

k=1

K
∑

i=1
i6=k

γ̄k,i, (34)

with γ̄k,i as defined in Theorem 1. Then, the following bound

‖B‖ ≤ β̄G, (35)

holds with probability at least ρ̄G =
∏K
k=1(1− 2e−q

2
k/2)+.

Proof: See Section XI-E. This result provides an alternative to

(33): κ(x̂t) ≤ β̄2t
G ‖x‖2, which holds with probability at least

ρ̄G. In Section V-B we compare the high-probability results

of this section, in particular Corollary 2 and Lemma 3, to the

average generalization error.

A. The Average Generalization Error

We now compare our results with the average generalization

error

EA,w[κ(x̂)] = EA,w[‖x− x̂‖2], (36)

where the expectation is over the regressor matrix A in

the training data and the training noise w. We consider the

following extension of [32, Thm. 1] to the case with training

noise:

Lemma 4. Let A∈R
n×p be a random matrix with i.i.d.

N (0, 1) distributed entries. Let w∈R
n×1 be a zero-mean

random vector with covariance matrix Σw, statistically inde-

pendent with the regressors. The average generalization error

in iteration t = 1 of Algorithm 1, can be expressed as

EA,w[κ(x̂1)] =

K
∑

k=1

∥

∥xk
∥

∥

2
αk +

tr(Σw)

K2
γk, (37)

where αk, γk, k = 1, . . . ,K , are given by

αk = 1
K2 (K

2 + (1 − 2K)
rmin,k

pk
+
∑K

i=1
i6=k

γi), (38)

γk =

ß rmin,k

rmax,k−rmin,k−1 for pk /∈ {n− 1, n, n+ 1}, (39a)

+∞ otherwise, (39b)

and rmin,i = min{pi, n} and rmax,i = max{pi, n}.

Proof: See Section XI-F. Similar to Theorem 1, the average

error diverges for pi ∈ {n−1, n, n+1} due to pseudo-inverses,

see [32] and the related discussions in the longer version [40,

Section VII-C].

Remark 2. Both Theorem 1 and Lemma 4 suggest that we

may have a large generalization error when the number of

unknowns at a node is close to the number of observations, i.e.,

at least one of the local system of equations is approximately

square, regardless of being under- or over-parameterized.

The following corollary illustrates how Lemma 4 can be

used to provide an error expression for all iterations in the

overparametrized case:

Corollary 3. Let pk ≥ n, ∀k. The average generalization

error for any iteration t ≥ 1 is given by

EA,w[κ(x̂t)] =

K
∑

k=1

∥

∥xk
∥

∥

2
αk +

tr(Σw)

K2
γk, (40)

where αk, γk are given by Lemma 4.

Proof: By combining Lemma 4 and Corollary 1, i.e., κ(x̂t) =
κ(x̂1), we obtain the desired result. �

The numerical results of [32] as well as the results in

Section VIII (see Figure 2) suggest that (40) provides not only

the error for the overparametrized case but also reveals the

general approximate behaviour of the algorithm even if the

pk ≥ n condition is not satisfied for k = 1, . . . , K.

B. Comparison with the Average Generalization Error

We now consider an example where we first study the

expectation results from Lemma 4 and Corollary 3, and then

compare them to the probabilistic results in Lemma 3 and

Corollary 2. We here consider the setting with w = 0.

Let ‖xk‖2 = 1
K . By Lemma 4, we have EA[κ(x̂1)] =

1
K

∑K
k=1 αk. Using

rmin,k

pk
≤ 1, we obtain

EA[κ(x̂1)] ≤ 1

K

Ö

(K − 1)2

K
+

1

K2

K
∑

k=1

K
∑

i=1
i6=k

γi

è

, (41)

≤ 1 +
1

K2
+

1

K3

K
∑

k=1

K
∑

i=1
i6=k

γi. (42)

Under pk ≥ n, using Corollary 3 we observe that

EA[κ(x̂t)] = EA[κ(x̂1)]. (43)
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We now consider the probabilistic results in two separate

cases:

i) Let n ≥ pk, ∀k. By Lemma 3, the following holds with

probability at least ρ̄G for t = 1:

κ(x̂1) ≤ β̄2
G =

(K − 1)2

K
+

1

K2

K
∑

k=1

K
∑

i=1
i6=k

γ̄k,i. (44)

Comparing (44) with (41), we observe that the expressions

have a shared algebraic form where the expectation result in

(41) has a scaling of 1
K compared to the probabilistic result in

(44), under γ̄k,i = γi. Both results reveal how the dimensions

of the local data matrices Ak affect the error: the expectation

results in (41) through γi and the probability results in (44)

through γ̄k,i.

ii) Let pk ≥ n, ∀k. Using Corollary 2 and (30), we observe

that the following holds with probability at least ρG

κ(x̂t) ≤ β2
G ≤ 2 +

2

K
+

2

K2

K
∑

k=1

K
∑

i=1
i6=k

γ̄k,i, (45)

where we used (a + b)2 ≤ 2a2 + 2b2 on (30). Using (43),

we compare (45) to (42): The two bounds again quantify the

dependence of the error on the partitioning through γi and γ̄k,i
and they have the same shared form under γi = γ̄k,i.

This example emphasizes the common algebraic structure in

the expectation and the high-probability results. Although the

bounds in (44)/(45) and (41)/(42) contain different constant

additive terms, they all heavily depend on the terms γ̄k,i and

γi which are the main factors characterizing the behaviour of

the generalization error with respect to the partitioning.

VI. CORRELATED GAUSSIAN REGRESSORS

This section generalizes the results of the preceding section

to correlated Gaussian regressors. The regressors ai (i.e., the

rows of A) are now i.i.d. zero-mean random vectors drawn

from the Gaussian distribution N (0,Σ), with Σ = Eai
[aia

T
i ],

i.e., each row of A is independently drawn from N (0,Σ). Our

main result in this section is given by Theorem 2:

Theorem 2. Let B be defined as in (14), and the rows of A

be i.i.d. with N (0,Σ), Σ ≻ 0, and let K = {k : n < pk}. Let

βGc
= 1 +

1

K

Õ

K +
K
∑

k=1

K
∑

i=1
i6=k

nσmax(Σk) + ℓk(qk)

ηi
, (46)

where Σk is the kth principal submatrix of Σ and

ηk =

ß

(nσmin(Σk)− ℓk(qk))+, n ≥ pk (47a)

σmin(Σk)(
√
pk−

√
n− q̄k)

2
+, n < pk (47b)

and

ℓk(qk) =
8
3 nσmax(Σk)C

(»

pk+qk
n + pk+qk

n

)

, (48)

where C is an absolute constant, and qk, q̄k ≥ 0, ∀k. Then,

the following bound

‖B‖ ≤ βGc
, (49)

holds with probability at least ρGc
= 1 − ∑K

k=1 2e
−qk −

∑

k∈K 2e−q̄
2
k/2.

Proof: See Section XI-G. Similar to Theorem 1, Theorem 2

illustrates the connection between the dimensions of the local

matrices Ak and the norm ‖B‖.

We also present a result for the special case n ≥ pk,

analogous to Lemma 3 but for the correlated Gaussian setting:

Lemma 5. Consider the setting of Theorem 2, under

n ≥ pk, ∀k. With probability at least 1 − 2
∑K
k=1 e

−qk , (35)

holds with the following redefinition γ̄k,i = (nσmax(Σk) +
ℓk(qk))/(nσmin(Σk)− ℓi(qi))+.

Proof: The proof follows the same line of argument as

Lemma 3, where γ̄k,i is defined using (47a). �

We now combine Theorem 2 with (22) and obtain the

following upper bound on the generalization error

κ(x̂t) ≤ β2t
Gc

‖Σ‖‖x‖2. (50)

Remark 3. Theorem 2 is consistent with Theorem 1, also

illustrating how the generalization error of the solution pro-

duced by COCOA (Algorithm 1) is affected by the partitioning

scheme: if n and pk are sufficiently far apart and Σk’s are

well-conditioned, similar to the case of Σ = Ip, then a low

generalization error is guaranteed with high probability.

We note that extending the results from the isotropic to the

correlated Gaussian setting introduced more complexity in the

expressions. In Theorem 2, the bound on ‖B‖ is expressed

up to an absolute constant C, whereas in the isotropic setting

of Theorem 1, a more refined bound was presented based on

the stronger results for typical behaviour of such Gaussian

matrices, as in Lemma 2.

Theorem 2 emphasizes the relation between the partition-

ing and the generalization error, and points out a nontrivial

dependency on the regressors’ covariance matrix through the

dependence on σmin(Σk) and σmax(Σk). These results are

consistent with the results in the centralized setting [13], [14],

[12, Section 5.1], which also illustrate that the performance

is connected to both the dimensions of the problem as well

as the spectral properties of Σ. In [13] and [12, Section

5.1], it is emphasized that the generalization performance

depends not only on the dimensions of the problem, but

also on the relative geometry of the regressors’ covariance

matrix and the unknowns. In [14], the decay of the covariance

matrix’s singular values is emphasized as a key indicator of

whether a small generalization error can be achieved with

sub-gaussian regressors, for which Gaussian regressors is a

special case. An important point here is the distinction between

the error in x and the generalization error. For instance, in

(47b), a large discrepancy between σmax(Σk) and σmin(Σk)
will lead to a large bound on ‖B‖ for pk > n whereas

by (21) the generalization error can be potentially small,

for instance, when there is only one large eigenvalue, hence

typical regressor realizations are approximately the same; and

hence the generalization error (error in aTx) is small.

VII. SUB-GAUSSIAN REGRESSORS

In this section, we consider regressors drawn from sub-

gaussian distributions. The family of sub-gaussian distributions

include the Gaussian, uniform and the Bernoulli random vari-

ables as well as any other bounded random variable [41], hence

it allows us to investigate a large range of data distributions.
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A. Preliminaries on Sub-gaussian Random Variables

This section provides preliminaries on sub-gaussian random

variables [41].

Definition VII.1. (Sub-gaussian random variables) A random

variable z ∈R is called sub-gaussian if there exists a constant

L > 0 so that the following is satisfied

E

î

ez
2/L2
ó

≤ 2. (51)

The smallest L defines the sub-gaussian norm ‖z‖ψ2
as follows

‖z‖ψ2
= inf{L > 0 : E

î

ez
2/L2
ó

≤ 2}. (52)

This definition can be extended to higher dimensions:

Definition VII.2. (Sub-gaussian random vectors) A random

vector z ∈R
p×1 is called sub-gaussian if for all h∈R

p×1,

zTh is a sub-gaussian random variable.

With a slight abuse of notation, we use a ∼ S(Σ) to denote

that the random vector a comes from some zero-mean sub-

gaussian distribution S, and has the covariance matrix Σ. We

introduce the following notation for the sub-gaussian norm

ψa(Σ,h) = ‖hTa‖ψ2
, (53)

where h∈R
p×1.

B. Generalization Error under Sub-gaussian Regressors

We now present our main results for the sub-gaussian case.

In the following theorem, we assume that the submatrices

Ak ∈R
n×pk are generated from a matrix Zk ∈R

n×pk where

each entry of Zk is drawn i.i.d. from S(1), ∀k. This way

of generating Ak’s renders the matrices Ak statistically inde-

pendent, and the covariance matrix of the rows of A block-

diagonal.

Theorem 3. Let the matrix B be defined as in (14), with

each Ak generated as Ak = ZkΛ
1/2
k UT

k ∈R
n×pk , where the

entries of Zk ∈R
n×pk are i.i.d. with S(1), ∀k, Λk ∈R

pk×pk

is diagonal and positive definite, and Uk ∈R
pk×pk is unitary.

Let Σk denote the associated covariance matrix for the rows

of Ak. Let βS be defined as

βS = 1 +
1

K

Õ

K +
K
∑

k=1

K
∑

i=1
i6=k

nσmax(Σk) + ℓk(qk)

ηi
, (54)

where

ηk =

ß

(nσmin(Σk)− ℓk(qk))+, n ≥ pk, (55a)

σmin(Σk)(
√
pk− CL2

k(
√
n+ q̄k))

2
+, n < pk, (55b)

ℓk(qk) = CL2
k

Ç
…

pk + qk
n

+
pk + qk
n

å

, (56)

and C is an absolute constant, qk, q̄k ≥ 0, ∀k, and Lk ≥ 1
are constants such that, for all h∈R

pk×1

ψai,k
(Σk,h) ≤ Lk

√

hTΣkh, (57)

where ai,k ∈R
pk×1 comes from the same distribution as the

rows of Ak . Then, the following bound holds

‖B‖ ≤ βS , (58)

with probability at least ρS=1−∑K
k=1 2e

−qk−∑k∈K 2e−q̄
2
k .

Proof: See Section XI-J. Note that we use the subscript i, k on

ai,k in (57) to emphasize that ai,k is i.i.d. with the rows of Ak.

In our results with Gaussian regressors, we utilize the fact that

for the partitions Ak with i.i.d. Gaussian rows, there is always

a decomposition with Zk which has entries from N (0, 1) (but

Zk’s are not necessarily i.i.d.). With sub-gaussian rows, this

type of inverse relationship (i.e. from A with sub-gaussian

rows with a certain sub-gaussian norm to Zk with i.i.d. sub-

gaussian elements with a given norm) is not straightforward.

Hence, we here focus on covariance structures enabling such

a relationship, constructing Ak = ZkΛ
1/2
k UT

k in Theorem 3,

and assuming n ≥ pk in the following theorem,

Theorem 4. Let the matrix B be defined as in (14) and the

rows of A be i.i.d. with S(Σ), with n ≥ pk, ∀k, and Σ ≻ 0.

Let Σk denote the kth principal submatrix [42, Sec. 0.7.1] of

Σ. Let βSc
be defined as

βSc
= 1 + 1

K

Õ

K +

K
∑

k=1

K
∑

i=1
i6=k

nσmax(Σk) + ℓk(qk)

(nσmin(Σi)− ℓi(qi))+
, (59)

where ℓk(qk) is defined in (56)-(57). Then, the following bound

holds

‖B‖ ≤ βSc
, (60)

with probability at least ρSc
= 1−∑K

k=1 2e
−qk .

Proof: See Section XI-K.

Similar to the previous results with Gaussian regressors,

we obtain the bounds on the generalization error as κ(x̂t) ≤
β2t
S ‖Σ‖‖x‖2 and κ(x̂t) ≤ β2t

Sc
‖Σ‖‖x‖2, by Theorem 3 and

Theorem 4, respectively.

Theorem 3 and 4 provide analogous insights as Theorem 1

and 2 in the sense that the bounds βS and βSc
depend on

the dimensions of the local regressor matrices Ak and on the

corresponding covariance matrices Σk.

Remark 4. Theorem 3 and 4 are consistent with Theorem 1

and 2: all of these results provide bounds on the generalization

error that can be guaranteed to have smaller values if n and pk
are further apart compared to the case when they are closer.

Theorem 3 is consistent with the centralized setting of [14]

with sub-gaussian regressors. In [14], the dimensions p and n
as well as the spectral properties of the regressors’ covariance

matrix Σ are pointed out as important factors determining the

generalization error. We correspondingly highlight the local

dimensions pk and n; and the local covariance matrices Σk.

In [15], bounds on the generalization error with sub-gaussian

regressors, focusing on the effects of training noise, are derived

in the centralized setting. While our results focus on the

noise-free distributed setting, the implications of the noisy

interpolation results of [15] are considered as an important

line of future work.

The family of sub-gaussian distributions includes a large

variety of distributions, including Gaussian regressors of Sec-

tion V–VI and Bernoulli regressors, popular in compressive

sensing [43]. Furthermore, all bounded distributions are sub-

gaussian distributions. For instance, the regressors formed by

random Fourier features [44], used in various classification

tasks and also studied in Section VIII-B, are sub-gaussian

since the magnitude of the elements of these regressors are

bounded by 1. We note that our results for the Gaussian

settings are more refined than those in Theorem 3 and 4, due to
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Fig. 2: The generalization error for the three synthetic datasets

together with the analytical expectation from Lemma 4.

the existence of more precise results for Gaussian distribution

than for the broad family of sub-gaussian distributions. On the

other hand, Theorem 3 and 4 cover the very general setting

of sub-gaussian distributions, and could be further specialized

for other special cases of sub-gaussian distributions, such as

for applications with Bernoulli regressors.

VIII. NUMERICAL RESULTS

We now illustrate the behaviour of the generalization error

with data from the distributions discussed in the preceding

sections, as well as image data from the MNIST dataset [37].

We first explain the experimental setup for with the syn-

thetic datasets. We consider the following distributions for

a: a) Isotropic Gaussian (Iso. G.) with N (0, Ip); b) Corre-

lated Gaussian (Corr. G.) with N (0, Σ̄) with a non-diagonal

Σ̄∈R
p×p; c) Bernoulli (Bern.) distribution on {−1, 1} with

Σ = Ip, i.e., aij is −1 or 1 with probability 1/2. These

constitute examples for the settings of Section V, Section VI

and Section VII, respectively. As our example for the sub-

gaussian distributions, we consider the Bernoulli distribution

which is commonly used, for example, in compressive sensing

literature [43]. The covariance matrix Σ̄ = UΛUT is fixed

throughout the experiments and chosen as follows: U ∈R
p×p

is sampled from a Haar distribution [22] and the eigenvalues

are given by Λ = diag(µi)∈R
p×p, with µ̃i+1 = 0.9631µ̃i

and µi = pµ̃i/
∑p−1
i=0 µ̃i. The parameter vector x is fixed for

all experiments, randomly chosen with i.i.d. uniform elements

on [−1, 1] and normalized so that ‖x‖ = 1. We set n = 75,

p = 200 and use a network of K = 2 nodes, hence p = p1+p2.

Algorithm 1 is run for T = 1000 iterations with λ = 0
unless otherwise stated. The generalization error is reported

as the emprical mean-squared error (MSE) which is calcu-

lated as MSE , 1
n̄N

∑N
i=1

∥

∥

∥
Atest,(i)(x− x̂T(i)))

∥

∥

∥

2

. Average

simulation results for N = 100 realizations of the training

data A(i), i = 1, . . . , N are reported. Here, Atest,(i) ∈R
n̄×p

denotes the test data matrix for experiment i, x̂T(i) = x̂T(i)(A(i))
is the solution found by Algorithm 1 after its final iteration

T under y(i) = A(i)x, and n̄ = 100n is the number of

observations (i.e. rows) in each Atest,(i). Unless otherwise

stated, all plots provide the performance of the algorithm after

convergence.

In addition to the above, we also consider the digit classi-

fication problem from the MNIST dataset [37], [45] in order
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p1

10−1

100

101

M
SE

0

20

40

60

80

100

Ze
ro

-o
ne

 lo
ss

 (%
)MSE

Zero-one

Fig. 3: The generalization error in terms of MSE and zero-one

loss for the MNIST example.

to further illustrate the practical implications of our results.

This dataset poses a classification problem consisting of ten

classes, i.e., digits. We convert each 28-by-28 image to a 784-

by-1 vector zi and transform the data using the following ran-

dom features [44]: ai = [cos
(

zT
i ω1

)

; ...; cos
(

zT
i ωp

)

]∈R
p×1,

p = 3 × 103 where ωi ∼ N (0, ζ2I784) with ζ = 0.2 . The

matrix of regressors A∈R
n×p is obtained by using aT

i as its

rows. We train one classifier for each class and apply a one-

v.s.-rest classification strategy [46]. We subsample the training

dataset with a factor of 60, resulting in n = 103 samples. For

the test, we use the full test dataset with n̄ = 104. We report

both the MSE and the classification error on the test data.

A. Generalization Error and the Partitioning of the Model

In Figure 2, we present the empirical generalization error

associated with the solution of COCOA (Algorithm 1) as p1
is varied from 1 to p − 1. The results for the three synthetic

datasets together with the theoretical expected generalization

error from Lemma 4 for the isotropic Gaussian case (An-

alytical Iso. G) are provided. These plots illustrate that the

generalization error depends significantly on the partitioning.

For all datasets, the average generalization error blows up as

either p1 or p2 approaches n, and it is relatively low when p1
and p2 are both far from n. In particular, the peak MSEs are

given by 2.2× 109, 8.1× 102 and 1.2× 106 for the cases a)

– c), respectively. Note that these values are comparably large

and far outside the range of the plot, hence they are truncated,

in Figure 2.

These observations are consistent with Theorems 1 – 4,

demonstrating that the generalization error is small with high

probability when p1 and p2 are far from n, while small values

cannot be guaranteed when p1 or p2 are close to n. We now

report the performance of the centralized solution in (7). For

all the cases, i.e., Iso. G, Corr. G and Bern., the training

error is below 10−21 for the centralized solution as well as

for the distributed solution for all values of p1 (values are

not included in the plots). The generalization error for the

centralized solution is 0.63, 0.20 and 0.62 for the cases Iso.G,

Corr.G, Bern., respectively.

These results illustrate that the partitioning can greatly

affect the generalization error, making it significantly larger

than what the centralized solution achieves, while the training

performance is on the same level as the centralized solution.
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Fig. 4: Generalization error (MSE) versus ‖B‖ for each realization, i.e., simulation, of the training data. The simulation indices

are ordered so that ‖B‖ decreases monotonically with increasing simulation indices.

The plots for the Iso. G. data in Figure 2 illustrates a close

match between the empirical average generalization error

and the expectation results in Lemma 4. This observation

emphasizes that the result in Corollary 3 can be relevant even

if pk ≥ n is not fulfilled for all nodes.

B. Generalization Error on MNIST data with COCOA

In Figure 3, we plot the MSE and the zero-one loss, i.e.,

the percentage of incorrect classifications, for the MNIST

test data. Similary as in Figure 2, the generalization error

significantly depends on the partitioning at the nodes, both

in terms of MSE and zero-one loss. In particular, we see an

extremely large error if any pk is close to n compared to the

case where pk and n are significantly different. In particular,

the generalization error (in terms of MSE) with pk = n is

given by 2.5× 103 whereas the training error is below 10−27

for all choices of p1. The centralized solution in (7) also

achieves a training MSE below 10−27 while the corresponding

generalization error is 3.5× 10−2.

These results highlight practical consequences of design

choices in distributed learning. In particular, it is not only for

data coming exactly from certain probability distributions, but

also for practical real-world datasets that the generalization

error significantly depends on the partitioning over the nodes.

Furthermore, the results here together with the results for the

synthetic data in Section VIII-A suggest that in order to have a

low generalization error one should avoid a partitioning where

pk is close to n for any node.

C. Generalization Error and Spectral Norm of B

Theorems 1-4 highlight the dependence of the generaliza-

tion error on the spectral norm of B. We now further inves-

tigate this relationship. For ease of disposition, we consider

only the isotropic Gaussian data. In Figure 4, we plot ‖B‖
and the generalization error (the MSE) for each of the 100
different realizations of the training dataset, i.e., A, that we

have averaged over in Section VIII-A. Each simulation index

corresponds to one realization of the training dataset, i.e., one

realization of A. For each simulation index, the corresponding

spectral norm ‖B‖ and the MSE is provided. The simulation

indices are arranged so that ‖B‖ is monotonically decreasing

from left to right.

Comparing the plots for p1 ∈{25, 50, 75}, we observe that

the MSE level depends on ‖B‖ in a consistent manner. The

partitioning p1 = 25 gives the lowest values of ‖B‖, as well

0 5 10 15 20 25 30
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100

M
SE

Iso. G, p1 = 25
Corr. G, p1 = 25
Bern., p1 = 25
Iso. G, p1 = 50
Corr. G, p1 = 50
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0 5 10 15 20 25 30
t

10−1
104
109

M
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Bern., p1 = 75

Fig. 5: The average generalization error of the unregularized

COCOA evaluated at each iteration.

as the lowest values of the MSE. When p1 is increased to

p1 = 50, both ‖B‖ and the MSE increases slightly. Consistent

with Remark 1, with p1 = 75 (hence p1 = n = 75, where n is

the number of observations) both ‖B‖ and the MSE start to

take extremely large values, such as up to 105 for the MSE.

For p1 = 25 and p1 = 50, both ‖B‖ and the MSE are con-

centrated around their mean over different simulation indices.

This illustrates that with this type of partitioning, it is possible

to obtain reliable performance over different training datasets.

On the other hand, we observe an extremely large spread

in the MSE (from 1 to over 105) over different simulation

indices when p1 = 75, illustrating how under this partitioning,

the generalization performance can vary substantially over

different realizations of the training dataset.

D. Behaviour of the Generalization Error over Iterations

We now investigate convergence of the generalization error

over iterations of COCOA. Furthermore, we verify the analyt-

ical result from Lemma 1.

In Figure 5, the average generalization error associated with

the solution produced by each iteration of COCOA is plotted

for the first 30 iterations. There is no visual change in the error

values on the plot in the later iterations, hence this range is

chosen to be able to better illustrate the transient behaviour.

We observe that the algorithm on average converges quickly,

within the first few iterations for all cases. The curves for

p1 = 75 are consistent with the result of Lemma 1: here all

nodes have pk ≥ n, hence the algorithm converges in one

iteration. (Although the plots shows only the average, this is
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Fig. 6: The average generalization error for the Iso. Gaussian
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Fig. 7: The average generalization error for the Iso. Gaussian

case evaluated at t = 1000 for varying values of λ Here,

(λ0, λ1, λ2, λ3) = (0, 10−3, 10−2, 10−1), and σ2
w = 1.

also true for the individual runs.) For the cases of p1 = 25 and

p1 = 50, although the results of Lemma 1 does not directly

apply, the quick convergence suggests that Bt becomes an

approximate projection matrix in the first iterations.

E. Generalization Error and Noisy Training Data

We now focus on the effect of noise. In particular, we

consider the setting with λ = 0 with additive Gaussian noise

in the training data, i.e., with wi ∼ N (0, σ2
w) in the model (1).

Note that the test data is noise free, and that the generalization

error is defined as in (5). We consider the case with isotropic

Gaussian regressors.

In Figure 6, we present the generalization error for four

different noise levels, σ2
w = {0, 1, 2, 4}. We observe that

the overall level of the generalization error increases with

the noise level. There are again large peaks in the error

for pk values close to n, suggesting that noisy data does

not dampen the peaks, further supporting the insights gained

from our analytical results in Theorem 1 – 4. We emphasize

that Figure 6 shows the generalization error for t = 1000,

which is well after convergence. Our simulations show that

the generalization error in the unregularized, noisy setting

converges in the same quick fashion as the unregularized noise

free setting as illustrated in Figure 5. Due to space limitations,

these convergence plots are not included here.

F. Generalization Error and Regularization

In the preceding sections, we have considered the unregular-

ized scenario. In this section, we provide results that illustrate

that even with regularization the partitioning scheme can have

a large impact on the generalization error. In particular, the

generalization error heavily depends on the partitioning before

convergence.

0 50000 100000 150000 200000
t
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1.2

M
SE
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Centr. LS

Fig. 8: The average generalization error evaluated in each

iteration for COCOA with regularization λ=10−3 and σ2
w=0.

We consider the scenario with wi ∼ N (0, 1) in (1) and with

varying values of the regularization parameter λ in (2). In

Figure 7, we compare the generalization error associated with

the solutions produced by COCOA at iteration t = 1000, with

Iso. G. regressors. We consider the following choices of λ:

λ0 = 0, λ1 = 10−3, λ2 = 10−2 and λ3 = 10−1. The figure

illustrates that the generalization error peaks are dampened for

all three choices of λ > 0, compared to λ = 0: For λ0 = 0,

the peak generalization error is ≈ 109, whereas for λ1 – λ3
the peak error values are between ≈ 1 and ≈ 4. The minimum

generalization error over all partitioning choices is around 1.

Hence, with larger values of λ, dependence on the partitioning

can become weaker or completely vanish. We note that, for λ1,

there is still a strong dependence on the partitioning, and the

error have significant peaks, although bounded, around pk ≈
n. As we will discuss more in detail in the remainder of this

section, convergence rate of COCOA heavily depends on λ
and the algorithm has not yet converged for all values of λ in

Figure 7.

We now focus on the transient behaviour of the regularized

COCOA algorithm. In Figure 8, we plot the average general-

ization error with λ = 10−3 and σ2
w = 0 over the iterations t

for five partitioning choices p1 = {1, 25, 50, 75, 100} as well

as that of the centralized regularized least-squares solution in

(7). We note two main effects: Firstly, for all choices of p1,

the generalization error converges to that of the centralized LS

solution, i.e., ≈ 0.63. This is consistent with the fact that the

regularized COCOA converges to the centralized LS solution

with the same regularization, see the discussions in Section IV.

Secondly, the partitioning can greatly affect the convergence

rate of the regularized algorithm. For values of p1 closer to

n = 75, the convergence rate is much slower than for values

smaller than p1 = 25. For instance, for p1 = 25 the MSE

reaches ≈ 0.66 at t = 5 · 104, while it takes almost twice as

many iterations to reach the same MSE for p1 = 75.

We conclude this discussion by highlighting the manner

in which our results presented in Theorem 1–4 are relevant

for the regularized setting, although they are derived for

the unregularized version of COCOA. A key observation in

Figure 8 is that while the partitioning does not affect the

performance after convergence, it has a considerable effect

on the conditioning of the problem; which in turn affects

the practical performance of the algorithm significantly. If

one would set T in the order of 104, which is a very large

number of iterations in terms of convergence in relation to

the unregularized setting, then the choice of partitioning can

severely affect the generalization performance of the final
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Fig. 9: Convergence of COCOA for three choices of σ̄.

solution x̂T , as seen in Figure 7. In other words, if we are not

willing or able to run the algorithm for a substantially larger

number of iterations compared to the unregularized case, then

we should also avoid having pk close to n for the regularized

setting, in order to avoid a large generalization error, similarly

as we should avoid pk close to n in the unregularized setting.

G. Hyperparameter Study for COCOA parameters

We now conduct a hyperparameter study for the aggregation

parameter ϕ̄ and the subproblem parameter σ̄ of COCOA.

Choosing these parameters as ϕ̄∈ (0, 1] and σ̄ ≥ ϕ̄K fa-

cilitates formal convergence guarantees [25, Sec. 3.1]. As

discussed in Section IV, with λ = 0, it is only the ratio ϕ̄/σ̄
that affects our expressions, hence our previous results cover

all admissible values of ϕ̄ and σ̄ as long as ϕ̄/σ̄ = K . To study

scenarios that have not been covered with the previous plots

but still with formal convergence guarantees, we use ϕ̄ = 1
and σ̄ ∈{4, 8} together with the earlier case of σ̄ = K = 2
for comparison. In Figure 9, we present the convergence

under isotropic Gaussian setting, with λ = 0, w = 0 and

p1 ∈{25, 50}. While the error converges to the same value

for all choices of σ̄, the rate of convergence is slower for σ̄
with σ̄ > Kϕ̄, as expected. Hence, these results support the

expectation that the parameters chosen for the previous studies

in this section provide relatively fast convergence.

IX. DISCUSSIONS

We now discuss the practical guidelines our results provide.

Our results emphasize the relation between the partitioning of

the model unknowns over the network and the generalization

error. Although the training error is low and at the same level

as that of the centralized solution, a low generalization error is

not guaranteed when the number of unknowns pk at any node

is close to the number of observations n in the training data.

Furthermore, if any pk is close to n, then the generalization

performance can vary significantly over different realizations

of the training data. Hence, the partitioning should not be

chosen so that pk is close to n, for any node.

Explicit regularization, i.e., λ > 0 in (2), can improve the

generalization error of the distributed scheme. Nevertheless,

the choice of the regularization parameter λ is not straightfor-

ward. The algorithm can need significantly different numbers

of iterations (such as 104 times more) for different values of

λ. If λ is chosen too small, then the generalization error can

still be relatively large if any pk is close to n, compared to

other possible data partitionings. Hence, for a fixed number

of iterations, one should choose a large enough λ in order to

guarantee that the generalization error does not depend on the

data partitioning over nodes.

While our results are restricted to the convex setting,

extensions into the non-convex formulations are considered

an important line of future research. A key step for this

challenging set-up could involve relaxation of the definition

of convergence, as done in the centralized case [47], [48].

X. CONCLUSIONS

We have focused on the generalization error associated

with solutions produced by the distributed learning algorithm

COCOA for the linear regression problem. We have presented

upper bounds on the generalization error that hold with high

probability for isotropic Gaussian, correlated Gaussian and

sub-gaussian data. We have compared our probabilistic bounds

with the results on the expected generalization error. With

our numerical results, we have illustrated the generalization

performance of the algorithm with both synthetic and real data.

In existing works, there is a lack of efforts for determining

how the generalization error in the distributed setting can be

affected by the algorithm design. Here, we have addressed this

gap by providing bounds that characterize how the partitioning

of the model’s unknowns over the nodes in the network affects

the generalization error. Our results provide guidelines on

how to partition the model over the network in order to

avoid potential pitfalls. Our results show that if the number

of unknowns pk in any node is close to the total number

of observations n, then the generalization error can be very

large, even though the training error is small. Hence, in order

to obtain a good generalization performance, the number of

unknowns in any node should be chosen to be sufficiently

larger or smaller than the number of observations if possible.

If one has to operate with a node with pk ≈ n, regularization

can be used to significantly dampen the generalization error.

On the other hand, choosing the regularization parameter

is not straightforward. If the regularization parameter is too

small, COCOA needs a relatively large amount of iterations

in order to mitigate the effect that the partitioning has on the

generalization error.

Extensions of our results to the fully decentralized scenarios

as well model misspecification are considered as important

directions for future work.

XI. APPENDIX

A. Preliminaries

This section provides a collection of properties that are used

frequently in different proofs:

(a) Given ck, k = 1, . . . , K, with P(ck) ≥ 1 − ρk, the

probability of intersection can be bounded as

P

(

K
⋂

k=1

ck

)

≥ 1−
K
∑

k=1

ρk. (61)

(b) Partition a symmetric matrix M � 0 as M =
ï

M11 M12

MT
12 M22

ò

. Then, ‖M‖ ≤ ‖M11‖+ ‖M22‖.
(c) Let A, B be two real square matrices. If ‖A−B‖ ≤ q,

then σmin(A) ≥ σmin(B)− q.
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(d) Let Λ∈R
p×p be diagonal with the entries µp ≥ · · · ≥

µ1 ≥ 0, and let U ∈R
p×p be unitary. Let A∈R

n×p have the

following decomposition in terms of another matrix Z ∈R
n×p

as A = ZΛ
1/2UT . Then σ2

min(A) ≥ µ1λmin(ZZT).
(e) Let M ∈R

n×p be generated as M = ZΛ
1/2UT, where

Z ∈R
n×p has i.i.d. entries with N (0, 1), Λ∈R

p×p is diag-

onal and positive definite, and U ∈R
p×p is unitary. Then,

M+M = Ip and MM+ = In with probability (w.p.) one,

if n ≥ p or p ≥ n, respectively.

We now present the proofs for these properties.

1) Proof of Property (a): We observe that

P

(

K
⋂

k=1

ck

)

= 1− P

((

K
⋂

k=1

ck

)c)

= 1− P

(

K
⋃

k=1

cck

)

(62)

Using the union bound we have that P

Ä

⋃K
k=1 c

c
k

ä

≤
∑K

k=1 P(c
c
k). By definition, P(ck) = 1 − P(cck) ≥ 1 − ρk, or

equivalently, P(cck) ≤ ρk. Hence, P
Ä

⋃K
k=1 c

c
k

ä

≤ ∑K
k=1 ρk.

Using this inequality together with (62) yields to the desired

inequality after re-arranging the terms.

2) Proof of Property (b): See [49, Proposition 8.3].

3) Proof of Property (c): Let u be any vector such that

‖u‖ = 1. Combining ‖A−B‖ = ‖A−B‖‖u‖ ≥ ‖Au−Bu‖
and ‖A − B‖ ≤ q, we obtain q ≥ ‖Au − Bu‖. Applying

reverse triangle inequality, we have q ≥ |‖Au‖ − ‖Bu‖|
which yields to q ≥ ‖Au‖ − ‖Bu‖ ≥ −q. Rearranging the

right-hand side inequality, we obtain ‖Au‖ ≥ ‖Bu‖− q. Let

(λmin(A
TA), ū) with ‖ū‖ = 1 be the eigenpair correspond-

ing to the smallest eigenvalue of ATA. Then,

‖Aū‖ =
√
ūTATAū =

»

λmin(ATA) (63)

≥
√
ūTBTBū− q ≥

»

λmin(BTB)− q. (64)

Note that
√

λmin(MTM) = σmin(M) for any M ∈R
n×n,

so σmin(A) ≥ σmin(B)− q.

4) Proof of Property (d): Writing AAT in terms of Z

AAT = ZΛ
1/2UTUΛ

1/2ZT = ZΛZT, (65)

together with adding and subtracting µ1ZZT, we obtain

AAT = µ1ZZT +Z(Λ− µ1Ip)Z
T. (66)

Let (λmin(AAT),v) be the eigenpair corresponding to the

smallest eigenvalue of AAT. We now evaluate vTAATv

using (66) to obtain

λmin(AAT) = µ1v
TZZTv + vTZ(Λ− µ1Ip)Z

Tv, (67)

≥ µ1λmin(ZZT), (68)

where we have used that vTZ(Λ − µ1Ip)Z
Tv ≥ 0. Note

that σ2
min(A) ≥ σmin(AAT) = λmin(AAT), and we have

σ2
min(A) ≥ µ1λmin(ZZT).
5) Proof of Property (e): By [39, eqn (3.2)], Z is full rank

w.p. 1. Hence, M is full rank since it is the product of full

rank matrices. Thus, with n ≥ p, MTM ∈R
p×p is full rank,

i.e. invertible. Hence M+M = (MTM)+MTM = Ip. A

similar line of argument holds for p ≥ n with MM+ = In.

B. Proof of Lemma 1

Expanding B2, we obtain the following

B2 = (Ip −
1

K
ĀA)2 = Ip +

1

K2
(ĀA)2 − 2

K
ĀA, (69)

Note that (ĀA)2 = ĀAĀA, where AĀ =
∑K
k=1 AkA

+
k .

The rows of Ak have positive definite covariance matrices.

Hence, by Property (e) under n ≤ pk, we have AkA
+
k = In,

and AĀ = KIn. Hence, (ĀA)2 = KĀA. Then, we have

B2 = Ip +
1

K2
KĀA− 2

K
ĀA = Ip −

1

K
ĀA = B. (70)

C. Proof of Theorem 1

Using the triangle inequality and (14), we obtain

‖B‖ ≤ 1 +
1

K

∥

∥ĀA
∥

∥ . (71)

We now present the following algebraic property of ĀA which

holds regardless of the distribution of A:

Lemma 6. For any matrix A = [A1, · · · ,AK ]∈R
n×p and

Ā = [A+
1 ; · · · ;A+

K ]∈R
p×n, the following bound holds:

‖ĀA‖2 ≤ K+

K
∑

k=1

K
∑

i=1
i6=k

σ2
max(Ak)

σ2
min+(Ai)

, (72)

where σmin+(Ai) denotes the smallest non-zero singular

value of Ai.

Proof: See Section XI-D. Note that we in the subsequent

sections use that 1
σmin+

≤ 1
σmin

, but when σmin → 0, this

upper bound is uninformative. The aim of our results is to

find bounds on the minimum singular value which is away

from zero.

The result of Theorem 1 is obtained by combining (71),

(72) and the bounds on the extreme singular values of Ak. In

particular, denote the event that the singular value inequalities

given in Lemma 2 holds for the partition Ak as ck, i.e.

ck = cLk ∩ cUk , where cLk = {rLk (qk) ≤ σmin(Ak)} and

cUk = {σmax(Ak) ≤ rUk (qk)}, with rLk (qk) =
√
rmax,k −√

rmin,k − qk and rUk (qk) =
√
rmax,k +

√
rmin,k + qk. Note

that ck can be rearranged as follows

ck=
{ 1

σmin(Ak)
≤ 1

rLk (qk)
∩ σmax(Ak) ≤ rUk (qk)

}

. (73)

For any k 6= i, ck and ci are statistically independent since

the entries of A are statistically independent. Hence,

P

(

K
⋂

k=1

ck

)

≥
K
∏

k=1

(1− 2e−q
2
k/2)+ (74)

Therefore, (72), (73) and (74) yields to

‖ĀA‖2 ≤ K +

K
∑

k=1

K
∑

i=1
i6=k

(
√
rmax,k+

√
rmin,k+qk)

2

(
√
rmax,i−

√
rmin,i−qi)2 , (75)

with probability at least
∏K
k=1(1 − 2e−q

2
k/2)K+ . The desired

result in Theorem 1 is obtained by combining (75) and (71).

We bound qi <
√
rmax,i − √

rmin,i, so that the bound on

σ2
min(Ai) is informative, i.e., strictly greater than zero.

D. Proof of Lemma 6

The matrices ĀA and ATĀTĀA can be seen as matrices

consisting of K ×K blocks. The (k, j)th block of ĀA is of

size pk × pj and given by

[ĀA]k,j = A+
kAj . (76)

The (k, j)th block of ATĀTĀA is of size pk × pj and given

by

[ATĀTĀA]k,j = AT
k

(

K
∑

i=1

A+
i

T
A+
i

)

Aj . (77)



14

Hence, we have

‖ĀA‖2=‖ATĀTĀA‖≤
K
∑

k=1

‖AT
k (

K
∑

i=1

A+
i

T
A+
i )Ak‖ (78)

≤
K
∑

k=1

K
∑

i=1

‖AT
kA

+
i

T
A+
i Ak‖, (79)

where we obtained (78) using property (b) of Section XI-A

repeatedly on the blocks of ATĀTĀA on the diagonal (i.e.

k = j). In (79), we used the triangle inequality.

We now consider the individual terms in the double sum-

mation of (79). For the terms with k = i, consider the s.v.d.

Ak = UkΛkV
T
k , where Λk ∈R

n×pk is the (possibly rectan-

gular) diagonal matrix of singular values, and Uk ∈R
n×n and

Vk ∈R
pk×pk are unitary. Hence, we have AT

kA
+
k

T
A+
kAk =

VkΛ
T
kΛ

+
k

T
Λ

+
kΛkV

T
k = VkRkV

T
k , where Rk ∈R

pk×pk is a

diagonal matrix with ones and zeroes on its diagonal. Hence,

‖AT
kA

+
k

T
A+
kAk‖ = 1. (80)

For the terms with i 6= k, we use that the spectral norm is

submultiplicative and self-adjoint [42, Sec. 5.6] to obtain

‖AT
kA

+
i

T
A+
i Ak‖ ≤ ‖Ak‖2‖A+

i ‖2 =
σ2
max(Ak)

σ2
min+(Ai)

(81)

where we have used ‖Ak‖2 = σ2
max(Ak) and the property

‖A+
i ‖ = 1

σmin+(Ai)
where σmin+(Ai) is the smallest non-

zero singular value of Ai. Note that A+
i can be written

as A+
i = ViΛ

+
i U

T
i . Hence, ‖A+

i ‖ = σ−1
min+(Ai). Now

combining (80), (81) and (79), we obtain (72).

E. Proof of Lemma 3

Let M = BTB ∈R
p×p, and denote its K blocks on

the diagonal as Mkk ∈R
pk×pk , ∀k. Using Property (b) of

Section XI-A,

‖M‖ ≤
K
∑

k=1

‖Mkk‖. (82)

With B from (14), we have M = BTB = Ip +
1
K2A

TĀTĀA − 1
K (ĀA)T − 1

K ĀA. Using (76) and (77),

we find that the blocks on the diagonal of M , Mkk can be

decomposed such that Mkk = Ckk + Dkk, where Ckk =

(Ipk − 1
KA+

kAk)
2 and Dkk = 1

K2A
T
k (
∑K

i=1
i6=k

A+
i

T
A+
i )Ak.

By Property (e), under n ≥ pk, we have A+
kAk = Ipk ,

hence Ckk = Ipk(
K−1
K )2 and ‖Ckk‖ = (K−1

K )2. From the

proof of Theorem 1, we have with probability at least ρ̄G =
∏K
k=1(1 − 2e−q

2
k/2)+:

‖Dkk‖ =
1

K2
‖AT

k (

K
∑

i=1
i6=k

A+
i

T
A+
i )Ak‖ ≤ 1

K2

K
∑

i=1
i6=k

γ̄k,i, (83)

for k = 1, . . . , K, with γ̄k,i =
(
√
rmax,k+

√
rmin,k+qk)

2

(
√
rmax,i−

√
rmin,i−qi)2 . Hence,

using (82) and ‖Mkk‖ = ‖Ckk +Dkk‖ ≤ ‖Ckk‖ + ‖Dkk‖,

we have

‖BTB‖ ≤ (K − 1)2

K
+

1

K2

K
∑

k=1

K
∑

i=1
i6=k

γ̄k,i. (84)

To conclude the proof, use the fact that ‖B‖ =
√

‖BTB‖.

F. Proof of Lemma 4

By (19) and Σ = Ip, we have

κ(x̂1) = ‖Bx− 1

K
Āw‖2 (85)

= ‖Bx‖2 + ‖ 1

K
Āw‖2 − 2

K
xTBTĀw. (86)

Since w is zero-mean and statistically independent with A,

we have

EA,w[κ(x̂1)] = EA[‖Bx‖2] + 1

K2
EA,w[‖Āw‖2]. (87)

The first term is evaluated in [32, Thm. 1]. We now focus on

the second term. Using the fact that A and w are statistically

independent, we find that

EA,w

[

‖Āw‖2
]

= Ew

[

wT
EA

[

ĀTĀ
]

w
]

, (88)

where ĀTĀ =
∑K

k=1(AkA
T
k )

+. From [50] we have that

EA

[

ĀTĀ
]

= 1
n

∑K
k=1 γkIn, with γk as in (39). Hence,

EA,w

[

‖Āw‖2
]

=
1

n

K
∑

k=1

γkEw[wTw]=
1

n

K
∑

k=1

γknσ
2
w. (89)

Combining (89), [32, Thm. 1] and (87) concludes the proof.

G. Proof of Theorem 2

We first consider an intermediate general result on sub-

gaussian variables. Background information on sub-gaussian

variables and the notation can be found in Section VII-A.

Lemma 7. Let M ∈R
n×p have rows i.i.d. with S(Σ),

Σ∈R
p×p. The following bounds hold with probability at least

1− 2e−q, q ≥ 0:

nσmin(Σ)− ℓ(q) ≤ σ2
min(M)

≤ σ2
max(M) ≤ nσmax(Σ) + ℓ(q),

(90)

where

ℓ(q) = CL2

Ç
…

p+ q

n
+
p+ q

n

å

nσmax(Σ), (91)

where C is an absolute constant, and L ≥ 1 is constant such

that ψm(Σ,h) ≤ L
√
hTΣh, ∀h∈R

p×1 where m comes

from the same distribution as the rows of M .

Proof: See Section XI-H.

In particular, we have the following for the Gaussian case:

Lemma 8. Let M ∈R
n×p have rows i.i.d. with N (0,Σ),

Σ∈R
p×p. Then (90) holds with L =

√

8/3 in (91), with

probability at least 1−2e−q, q ≥ 0. Additionally, the following

holds with probability at least 1− 2e−q̄
2/2, q̄ ≥ 0:

σmin(M) ≥
»

σmin(Σ)(
√
p−√

n− q̄). (92)

Proof: See Section XI-I.

To prove Theorem 2, we apply Lemma 6 and Lemma 8 to

(71). Note that the rows of Ak are i.i.d. with N (0,Σk), where

Σk is the kth principal submatrix of Σ. Applying (90) for Ak,

we have
nσmin(Σk)− ℓk(qk) ≤ σ2

min(Ak)

≤ σ2
max(Ak) ≤ nσmax(Σk) + ℓk(qk),

(93)

with probability at least 1 − 2e−qk , qk ≥ 0, where ℓk(qk) =
8
3nσmax(Σk)C(

»

pk+qk
n + pk+qk

n ). Additionally, by (92) the

following holds with probability at least 1− 2e−q̄
2
k/2, q̄k ≥ 0

σmin(Ak) ≥
»

σmin(Σk)(
√
pk −

√
n− q̄k). (94)
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For the lower bounds in Theorem 2, we use (94) for all broad

matrices Ak. For tall matrices Ak, (94) is uninformative, then

we use (93). For (46), we use (93) for all matrices Ak, ∀k,

because we use the upper bound on the largest singular value

for all k. Consider K = {k : n < pk} which denotes the set

of partition indices k for which the matrices Ak are broad.

Then, by property (a) in Section XI-A, the bounds in (93) for

all Ak and the bound in (92) for k∈K simultaneously hold

with probability at least 1 −∑K
k=1 2e

−qk −∑k∈K 2e−q̄
2
k/2,

which concludes the proof.

H. Proof of Lemma 7

We use the following result from [41]:

Lemma 9. [41, Sec. 4.7] Consider the setting of Lemma 7.

Then, the following bound holds with probability at least 1−
2e−q, q ≥ 0:

‖MTM − nΣ‖ ≤ ℓ(q), (95)

where ℓ(q) is defined as in Lemma 7.

Using Property (c) from Section XI-A, we observe that if

‖MTM − nΣ‖ ≤ ℓ(q), then σ2
min(M) ≥ σmin(M

TM) ≥
nσmin(Σ) − ℓ(q), which constitutes the lower bound of

Lemma 7. To find the upper bound in (90), we apply the

reverse triangle inequality to (95) to obtain ℓ(q) ≥ ‖MTM‖−
nσmax(Σ), and use that σ2

max(M) = ‖MTM‖. The upper

and lower bounds hold with the same probability as in (95).

I. Proof of Lemma 8

Using (52), (53), the properties of Gaussian integral and

the fact that the rows M are i.i.d. with N (0,Σ), we arrive

at ψm(Σ,h) =
»

8
3

√
hTΣh, hence L can be chosen as

»

8
3 .

(Details are omitted due to space constraints.) We now derive

(92). Denote the s.v.d. of Σ as Σ = UΛUT , where Λ∈R
p×p

is the diagonal matrix of singular values and U ∈R
p×p is

unitary. Since M has i.i.d. rows with N (0,Σ), it can be

decomposed as M = ZΛ
1/2UT , where entries of Z ∈R

n×p

are i.i.d. Gaussian with N (0, 1). Using Property (d) from

Section XI-A, we obtain

σ2
min(M) ≥ σmin(Σ)λmin(ZZT). (96)

Note that if Z is broad, i.e., n < p, then λmin(ZZT) =
σ2
min(Z) = σ2

min(Z
T). Applying Lemma 2 to Z, we obtain

λmin(ZZT) ≥ (
√
p−√

n− q̄)2+, (97)

with probability at least 1 − 2e−q̄
2/2, q̄ ≥ 0. Note that the

bound holds even if n ≥ p, but it is then informative. Using

(96) and (97), we obtain the desired result in (92).

J. Proof of Theorem 3

To find the bound on ‖B‖ in Theorem 3, we combine (71),

Lemma 6, Lemma 7 and the following result:

Lemma 10. Let M ∈R
n×p be generated as M =

ZΛ
1/2UT, where Z ∈R

n×p has entries i.i.d. with S(1),
Λ∈R

p×p is diagonal with nonnegative entries and U ∈R
p×p

is unitary. Let Σ∈R
p×p denote the corresponding covariance

matrix of the rows in M . Under n < p, the following bound

holds with probability at least 1− 2e−q̄
2

, q̄ ≥ 0:

σ2
min(M) ≥ σmin(Σ)(

√
p− CL2(

√
n+ q̄))2+, (98)

with C and L as in Lemma 7.

Proof: By Property (d) of Section XI-A, we have

σ2
min(M) ≥ σmin(Σ)λmin(ZZT). (99)

Note that σ2
min(Z

T) = λmin(ZZT) for n < p. Using (99)

with [41, Thm. 4.6.1], we obtain the desired result in (98). �

We now continue with the proof of Theorem 3. Since

Ak = ZkΛ
1/2
k Uk, the rows of Ak are zero-mean sub-

gaussian random vectors with the covariance matrix Σk =
UkΛkU

T
k (see Definition VII.1 and VII.2). Hence, (90)

holds with Σ = Σk, M = Ak, ℓ(q) = ℓk(qk) =

CL2
k

(
»

pk+qk
n + pk+qk

n

)

nσmax(Σk), with probability at

least 1 − 2e−qk and Lk ≥ 1 such that ψai,k
(Σk,h) ≤

Lk
√

hTΣkh, any h∈R
pk×1, where ai,k ∼ S(Σk). By (98),

we also have σ2
min(Ak) ≥ σmin(Σk)(

√
pk−CL2

k(
√
n+q̄k))

2
+,

with probability at least 1 − 2e−q̄
2
k , if n < pk. To find

the bound on ‖B‖ in (58), we plug in the upper bound on

σ2
max(Ak) for each Ak, and the respective lower bound for

σ2
min(Ak), depending on whether Ak is broad or tall. Using

K = {k : n < pk}, and Property (a) of Section XI-A, we find

the desired probability bound 1−∑K
k=1 2e

−qk−∑k∈K 2e−q̄
2
k .

K. Proof of Theorem 4

The proof follows a similar line of argument with the proof

of Theorem 3. In particular, we use (90) with Σ = Σk, M =
Ak. The probability expression is found using the probability

bound for (90) for each k, i.e., 1− 2e−qk , and Property (a) of

Section XI-A. We omit the details due to space constraints.
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