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Abstract—Emerging communication networks are envisioned
to support massive wireless connectivity of heterogeneous devices
with sporadic traffic and diverse requirements in terms of latency,
reliability, and bandwidth. Providing multiple access to an in-
creasing number of uncoordinated users and sharing the limited
resources become essential in this context. In this work, we revisit
the random access (RA) problem and exploit the continuous
angular group sparsity feature of wireless channels to propose
a novel RA strategy that provides low latency, high reliability,
and massive access with limited bandwidth resources in an all-
in-one package. To this end, we first design a reconstruction-
free goal-oriented optimization problem, which only preserves
the angular information required to identify the active devices.
To solve this, we propose an alternating direction method of
multipliers (ADMM) and derive closed-form expressions for
each ADMM step. Then, we design a clustering algorithm that
assigns the users in specific groups from which we can identify
active stationary devices by their angles. For mobile devices, we
propose an alternating minimization algorithm to recover their
data and their channel gains simultaneously, which allows us to
identify active mobile users. Simulation results show significant
performance gains in terms of active user detection and false
alarm probabilities as compared to state-of-the-art RA schemes,
even with limited number of preambles. Moreover, unlike prior
work, the performance of the proposed blind goal-oriented
massive access does not depend on the number of devices.

Index Terms—Massive random access, goal-oriented inverse
problems, reconstruction-free inference, Internet of Things,
machine-type communications, MIMO systems, convex optimiza-
tion, atomic norm minimization.

I. INTRODUCTION

BIQUITOUS wireless connectivity and its continuous

evolution will increasingly play a critical role in peo-
ple’s everyday life in the upcoming years. The unprecedented
growth of Internet of Thing (IoT) devices in beyond 5G
(B5G) and 6G communication systems will create various new
applications and services: smart cities and home automation
by intelligent appliances, smart manufacturing in factories
for providing informed decisions to the robotics, autonomous
vehicles for smart transportation, health care monitoring for
better care choices and remote surgery, delivering smart edu-
cation for students, to name a few. Targeting the emergence
of these applications, 5G and B5G/6G specifications have
identified two inevitable use cases for machine-type user
equipment (UE)s in IoT, namely ultra reliable, low latency
communication (URLLC) and massive machine-type commu-
nication (mMTC). These two features will co-exist in IoT,
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enabling data transmission from myriads of UEs anywhere
and anytime [1]], [2].

Random access (RA) is a key yet challenging component of
the communication process between UEs and base station (BS)
in wireless networks, and particularly in emerging generations
(5G and B5G/6G). The conventional RA strategy that has
commonly been employed in human-type communications is
grant-based (GB) RA [3]], which consists of four main stages.
In the first stage, each active UE randomly selects one of
the predefined preambles from a pool of orthogonal preamble
sequences and sends it to the BS. In the second stage, the BS
allocates resources to the activated preambles and sends an
RA response as a grant for transmitting in the next stage. In
the third stage, each UE that has received a response from the
BS sends a connection request message in order to demand
resources for data transmission. When there is no collision for
the preambles, the BS sends a contention resolution message in
the fourth stage to notify active UEs of the resources pending
for data transmission. In case multiple UEs select the same
preamble and resources, the BS detects the collision and does
not respond to the affected UEs in the fourth stage; these
UEs have to restart the RA process after waiting a random
time. The number of available orthogonal preambles is directly
proportional to the size of channel coherence block, which is
limited. Therefore, under grant-based RA, in addition to the
issue of significant signaling overhead, the number of active
UEs that can be granted access to the network is limited by
the number of preambles. Although several contention-based
strategies have recently been proposed to reduce the collision
probability (e.g., see [4], [5]), they have severe limitations and
may not be used in mMTC scenarios for several reasons: (i)
mMTC is expected to operate in crowded traffic scenarios due
to a massive number of devices involved; (ii) MTC/IoT UEs
are often battery-operated with limited power and bandwidth;
(iii) device activity patterns are sporadic and at a certain time,
only few devices are active, i.e, are in sleep mode most of the
time and are sporadically activated to send data, and (iv) due
to short data payloads and low latency requirements, random
access and data transmission have to be performed together.

Recently, an alternative RA strategy, named grant-free (GF),
has been proposed for mMTC in 5G communication systems
[6]-[23]]. Unlike grant-based access, active UEs in grant-free
access do not have to wait for a response/grant from the
BS to send their data payloads; instead, data packets are
transmitted without reserving channel resources in a time di-
vision multiplexing (TDM) manner. Furthermore, unlike GB-
RA where preambles are randomly selected at each time slot,
preambles in GF-RA serve as the identifier (ID) of UEs during



all time slots. This strategy leads to a significant reduction
in the access delay of mMTC UEs. Exploiting orthogonal
preambles in GF access results in the same aforementioned
issues for GB access. A key limitation is that it is not
practical or feasible to assign unique orthogonal preambles to
a massive number of UEs during all time slots due to limited
channel coherence time. For that, several works consider non-
orthogonal preambles in GF (e.g., [7], [12]). While using
non-orthogonal preambles can reduce the collision probability,
it also degrades the performance of active user detection
(AUD) and channels estimation (CE). It is shown in [24]]
that exploiting non-orthogonal preambles does not necessarily
lead to higher access rate than its orthogonal counterpart.
Moreover, using a large number of non-orthogonal preambles,
which is a necessity for such type of methods, is not well
suited for mMTC due to limited bandwidth requirements.
There are also strategies combining grant-free and grant-based,
known as semi-GF [25]]. Semi-GF improves the performance
compared to GF, while exhibiting lower signaling overhead
and latency compared to GB. Nevertheless, semi-GF cannot
support massive access and connectivity.

Given the aforementioned limitations, the quest for a ran-
dom access method that supports massive access without
preamble collision while simultaneously ensuring not increas-
ing the number of preambles and signaling overhead remains
open. This is a timely problem of primary theoretical and
practical relevance and is the main motivation of this work.
This has not yet been explored in the literature of RA.
We summarize below the latest RA works and their issues,
categorizing them into three groups as follows:

« Compressed sensing (CS). Several RA methods, such as
[12], [15], [16], [26], employ one of the well known
algorithms in CS known as approximate message passing
(AMP) to promote the discrete angular sparsity of MIMO
channels. [[12] proposes to use an AMP variant that jointly
performs both the tasks of active user detection and CE.
When the number of preambles (i.e., time resources) is
very large, AMP provides acceptable results, however it
performs poorly when the number of preambles is low.
Channel and noise distributions in AMP are not arbitrary
and should follow specific predefined rules to work
properly. A large pilot (training) overhead is required,
making AMP resource wasteful. There is also a very
recent work [20] in this regard based on continuous CS
that performs the tasks of AUD and CE; however, it
remains computationally intractable when the number of
devices exceeds a certain number (e.g., K > 30) and is
suitable for settings with limited number of users.

o Covariance-based AUD [11]], [13], [[14], [27]—[29]]. This
type of RA performs only AUD and not CE. It is based
on calculating the covariance of measurement matrix.
Based on the covariance measurement matrix, a maxi-
mum likelihood (ML) method is then used to detect the
active devices. Again, channel and noise distributions
should follow specific rules and cannot be arbitrary.
The complexity increases with the number of devices. It
only considers the sparsity of MTC devices and not the

inherent features of channels, e.g., the continuous angular
sparsity. Moreover, a huge number of antennas is required
for these methods to work properly.

e Deep learning (DL) [21]-[23]. A number of works
use deep neural networks to approximate the mapping
between the received and transmitted signals for joint
AUD and CE. This type of works usually requires a
prohibitively large amount of training data, which indeed
takes a very long time to collect and label, and seems
to be hard to obtain in practice due to the sporadic
traffic of MTC devices. Apart from that, when the system
parameters change for example in subsequent coherence
intervals, DL spends severe amount of resources and
computational complexity to retrain the system, which
is extremely burdensome and does not scale for fulfilling
the stringent latency requirements of BSG systems.

A. Our Approach and Contributions

A unique, novel feature of our proposed random access
strategy, coined blind goal-oriented detection (BGOD), is that
it incorporates all characteristics of B5G requirements in all-
in-one package. Our method builds upon the assumption that
MIMO channels exhibit angular continuous group sparsity
features. This implies that only few number of components
in the angular domain contribute to the channel of each UE
and the angles of arrival (AoAs) corresponding to each UE lie
alongside each other in a group, as shown in Figure [T(a) (the
interested reader is referred to [26] for detailed description of
this feature). We first design a general optimization problem
that promotes the angular group sparsity features of the
channels corresponding to all UEs. This optimization problem
is highly challenging and costly in terms of computational
complexity when the number of UEs is very large (as is the
case for massive access in B5G/6G wireless networks), and
actually computationally intractable or infeasible in practice.
Our first goal is to design a simple reconstruction-free frame-
work that only identifies all active UEs, bypassing the difficult
task of data recovery (DR) and CE for massive UEs. To this
end, we design a novel goal-oriented optimization problem that
does not keep information on the UEs’ messages and complex
channel coefficients, but it provides instead a way to obtain
a goal-oriented continuous function whose maximum value
interestingly reveals the angle information of all active UEs.
We then design a clustering algorithm to place these angles
into several groups and find the ID of active UEs via their
angles. This is indeed the case when UEs are stationary (e.g.,
smart metering MTC devices) and the angles of each UE, e.g.,
the line of sight (LoS) angle, are known to the BS prior to the
RA process. For the case where UEs are moving or their angles
are not known to the BS in advance, we design an alternating
minimization (AM) method to recover both the messages and
the complex channel coefficients corresponding to active UEs.
The ID of each active user is contained in its data payload.
By the proposed strategy, the ID and data payloads of active
UEs and the channels can be fully obtained blindly.

The novel features and the main contributions of our work
are summarized as:



1) Massive connectivity. Interestingly, the proposed goal-
oriented optimization problem does not depend on the
number of total users, whereas the complexity of our
clustering scheme does depend on the number of active
UEs. Therefore, a massive number of devices with
sporadic traffic can access to the network. Actually, the
higher the number of antennas at the BS, the more
active UEs can access the network. To the best of our
knowledge, this is the first work where the RA strategy
is independent of the number of devices.

2) High reliability. Employing massive number of anten-
nas at the BS and orthogonal preambles at the devices
leads to precise detection of the angles and facilitates
reliable data recovery. The lower the maximum length
of groups (known as angular spread), the fewer observa-
tions are required at the BS for exact recovery of angles.
Interestingly, devices that selected the same orthogonal
preambles (due to limitation in channel coherence time)
can still be distinguished by their different angles. The
possibility that two active users exist at the same time
with the same preamble and with the same continuous
angles is very low and can be ignored.

3) Low latency. We design an alternating direction method
of multipliers (ADMM) in order to directly and rapidly
obtain the goal-oriented continuous function by a few
measurements obtained at the BS. The proposed algo-
rithm is very fast and may fulfil the low latency re-
quirement of B5SG/6G systems. Moreover, the proposed
algorithm operates in a blind way, i.e, the BS does not
need to use pilots for channel estimation and does not
need to coordinate with users in advance. This makes our
RA strategy very fast without any extra access latency.
Since there are no collisions of active users in our
method, there is no need for any contention resolution
step. Therefore, as shown in Figure [T[c), the proposed
RA strategy is performed in only one step and with very
low access delay.

4) Limited resources. The goal-oriented feature introduced
in this work opens up the possibility of spending as few
orthogonal preambles as possible in a blind way, which
results in significant resource saving. There is no need to
use known pilots for channel estimation and the devices
can transmit only their data. This feature is important
for MTC/IoT devices, which are battery-operated and
operate using limited bandwidth and low power.

B. Organization

The remainder of this paper is structured as follows. Section
introduces the considered wireless system model with its
specific features. In Section we present the proposed
blind goal-oriented RA approach, which consists of four steps:
goal-oriented optimization ADMM active UE
identification [[l[-C| and message recovery [II-D} In Section [[V]
we assess the performance of our algorithm and compare it
with state-of-the-art RA schemes using numerical experiments.
Finally, Section [V] concludes the paper.
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Fig. 1. (a) Continuous angular group sparsity in the uplink channel. Only
K, = 3 UEs are active and the maximum number of physical groups are
considered to be three (Lmax := maxy Ly = 3). (b) The angular spread of
each UE with respect to the BS. (c) Proposed blind massive access scheme.
Bottom image: The BS has full access to the angle information of fixed
devices. Top image: UEs are moving and send random preambles to the BS,
which accounts for their identification.

C. Notations

We use boldface lower and uppercase letters for vectors
and matrices, respectively. The i-th element of a vector « and
the (i,1) element of a matrix X are respectively denoted by
x; and X(; ;). The notation j is employed to represent the
imaginary unit. The real and imaginary parts of a complex-
valued matrix A = AR+ AT € C"*"2 are shown by A and
A, respectively, and A := A% — j A’ denotes the conjugate.
For vector x € C™ and matrix X € C™*"2, the {5 norm
and Frobenius norm are defined as || := (3, |z(2)]?)2
1XF = \/Z?zll 720 |X (i, 5)2, respectively. X > 0
means that X is a positive semidefinite matrix. Pq () is a
operator transforming an arbitrary matrix to a reduced matrix
with rows indexed by Q. (A, B) := > "', | A; B, is the
inner product of two complex-valued matrices A € C"1*"2
and B € C™"*"2_ The Toeplitz matrix 7 (v) is defined as

V1 U2 UN
P V1 ... UN-—1

Tw)=] . ) , ) )]
UN UN—-1 .- U1

where the (i,1)-th

element is given by T(v)u; =
Vicip1 =1
Vj—it+1

- (Lo is a vector of size RY which has
1s on the indices corresponding to the set {2 and zero else-
where. diag(x) is a diagonal matrix whose main diagonal
has elements of € RY. e; € RY is the canonical vector
whose first element is 1 and zero elsewhere, ie., e1(1) =
1, e1(i) = 0,i = 2,..,N. x ®y € CV is the element-wise
operation of two vectors € CV and y € CV and its i-th
element is given by x;y;. The element-wise inequality for two
vectors € R and y € RY is represented by & > y which



means x; = y;,% = 1,..., N. IE and IP denote expectation and
probability, respectively.

II. SYSTEM MODEL

We consider a wireless system in which a BS equipped
with uniform linear array (ULA) of N antennas is serving a
large number K of single-antenna UEs out of which K, are
active denoted by the set Sxy. We assume a block fading
channel, which remains constant over the coherence time 7
and varies smoothly between adjacent coherence blocks. The
channel vector in the frequency domain from k-th UE to the
BS can be represented by [30], [31], [32, Equ. 7]:

hy = L ar(0)a(6)do @)

where «y(0) is the channel gain of user k corresponding to
the direction 6 and a(0) is the array response vector of BS
defined by

CL(Q) _ Tlﬁ[L e—j27r% cos(49)7 - e—j27r§(N—1) cos(e)]T (3)
where A and d are the carrier wavelength and antenna spacing,
respectively. We further assume that there is limited local
scattering around the BS and the channel gains ay(f) are
constrained to lie in a small region (6™, 6@*) known as
angular spread and composed of L; « N spatial angles of
arrival (AoA) [12]], [13]], [33] (see Figures (a) and (b) of .
Thus, () can be rewritten as

Ly
hj = Z ara(0F) =: Aot e CV*! 4)
=1
where af accounts for the gain of the I-th path, fF is the

AoA of the [-th path for the k-th user, a* := [af,...,a} ]7
and Ay, := [a,(0}),...,a, (0}, )] € CV*Lk. We consider the
case where the BS has partial observations, i.e., only signals
received by M out of N antennas, indexed by 2 < {1,..., N}
(|| = M), are observed and the rest can be used for other
purposes, e.g., serving the UEs at the other side of BS. By
considering ¢, € CT as the information transmitted by k-
th user including both preamble and data, the received signal
after 7' time slots at the BS is given by [7], [[19]:

Yo = Pa(Y) —%( > hkcka) +E
keSau
= ). Pa(Xy)+ EeCMT (5)
kGSAU

where E € CM*T s the additive noise matrix, which has arbi-
trary distribution with |E|r <7 and Say < {1, ..., K} is the
set of active users. Inspired by [34]-[36]], each matrix X, :=
S aka(0F)ol is a superposition of Ly building blocks
(referred to as atoms) of the form a(6F )@ . Define the set of
building blocks as an atomic set Ay = {a(0)@,0 € (0,7)}.
Each X is composed of a sparse set of atoms in .A.

III. BLIND MASSIVE RANDOM ACCESS

In this section, we present the proposed massive blind
random access strategy, which consists of four main stages:

1) goal-oriented optimization

2) ADMM

3) identification of active UEs

4) joint data recovery (DR) and channel estimation (CE).
It is worth mentioning that the first three steps are sufficient
to identify active UEs distinguishable by their AoAs, e.g.,
stationary MTC UEs. The above four steps are summarized
in Algorithm [T}

A. Goal-oriented Optimization

In (), we have a system of equations with a very large
number of unknowns (i.e., K NT') and only MT observations
at the BS. Leveraging the degrees of freedom of the problem
in @), which is 3}, s, (Lr + T), motivates us to use a
general optimization problem that encourages the features
corresponding to all UEs simultaneously similar to what ¢
functional offers to encourage sparsity feature in conventional
CS. Capitalizing on the results from continuous compressed
sensing (CS) (see e.g., [35]-[40]), such general optimization
framework is as follows:

K K

min Y[ Zk|ago st|Y = D Pa(Zi)|r <n  (6)
%kECNXI: k=1 k=1
=1,..,K = =

where |Zy|a0 = inf{Ly : Z = 3/ cFa(0f) ol cf >
0,a(0])pfl € Ax} is the atomic £y function that computes
the least number of atoms needed to describe Zj, by the atoms
in the atomic set A; and 22{:1 | Zx| 4,0 is a function that
promotes Z,{il Lj. We reformulate (6) into an equivalent
form called LASSO-type and add a regularization term to
ensure consistency of the measurements given by:

K
g .
2 1 Zelao + SV =YIE

min
%iic,..,xK k=1
K
st. Y = Pa(Z) (7)
k=1

where v > 0 is a regularization parameter that makes a
balance between the noise energy and the angular sparsity
feature with a role similar to n > 0 in (). Nevertheless, the
optimization problem (/) is NP-hard and intractable in general.
It is therefore beneficial to work with the nearest tractable
convex optimization problem whose objective function is a
convex relaxation of that in and is stated as follows:

K
. Y * |2
min Zilla, + =Y - Y
i 3\ JIY Yl

k=1,..,K
Y*E(C}\/IXT
K
st. Y* =) Po(Zy) (8)
k=1
where the atomic norm || - |4, is the best convex surrogate

for the number of atoms composing Z; (i.e.,

*|l.4,,0) and



is defined as the minimum of the ¢; norm of the coefficients
forming Zj:

|Z] .4, = inf{t > 0: Zy € tconv(Ax)} =

Ly Ly
1nf{2 cgc 12y = 2 cfa(&f)q&kH,cf > Oaa(gf)(ﬁkH € Ak}
=1 =1
€))

where conv(A) is the convex hull of A. Despite convexity
of the objective function in (7)), it remains computationally
intractable due to the continuous nature of the angles 6s. The
objective of this work is to identify the AoAs corresponding
to active users. The following theorem provides a novel
reconstruction-free optimization problem, which contains only
the information of AoAs corresponding to active users and
ignores the message information and the channel coefficients
corresponding to massive number of UEs. In fact, this theorem
provides a goal-oriented framework of solving (§), in which
the goal is only restricted to active user detection, i.e., finding
the AoAs corresponding to the active users. Before stating
this theorem, we first need to define the minimal wrap-around
distance (also called minimum separation) between angles as

A= min min|cos(0) — cos(6¥)| (10)
i#q

k=1,...,K i#
where the absolute value only in the latter relation is evaluated
over the unit circle, e.g., [0.01 — 0.09| = 0.02.

maxg=1,... K |Pxll2

Theorem 1. Let ¢; = . Suppose that the
continuous AoAs of active users do not have any intersections
with each other, which indeed implies that at each given
time, two users with the same continuous AoAs should not
be active. Consider Ve CM*T as the dual matrix variable
corresponding to the primal variable Y™ in the following
optimization problem:

min Re(vy) + Re(tr(W)) + L|Y — Y*|%
veCN ,ZeCcN < T 2
Y’(E(CAIXT,WG(CTXT

s.t. [T(”) Z]>0 Y =

(11)
Then, the AoAs corresponding to the active users are uniquely
identified provided that A > % by finding the angles that
maximize the ¢ norm of the goal-oriented dual polynomial
qc(0) as follows:

Of = argmax |qe(0) |2, 1=1,.... L keSau  (12)
0e(0,m)
where qa(0) = (P (V)  a(6).
Proof. See Appendix [A] [ |

Discussion: The above theorem shows that all necessary
information required for identifying active users is contained
in the goal-oriented dual polynomial g¢(6). Figure [2 shows a
typical example of the {5 norm of the goal-oriented function
lgc(0)]2. The active devices can be identified by finding the
angles that maximizes |gg(0)|2. The proposed optimization
problem (TI) is independent of the number of devices K
and can be solved for instance using CVX [41] (CVX calls

K =100,K, = 3, Lyax = 3, N = 32, SNR = 50dB, T = 1

T T
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Fig. 2. The ¢2 norm of the goal-oriented dual polynomial function
lgc ()| 2. The angles for which |gg(0)|2 achieves its maximum determine
the angles of active UEs.

for SDPT3 solvers). To obtain [gg(0)|2, we need the matrix
dual solution V. Most of the CVX solvers return the dual
variables along with the primal variables. However, solving
this optimization problem is highly challenging, in particular
for massive MIMO communications where the BS is equipped
with a very large number of antennas N. Thus, the SDPT3
solver of CVX cannot reach to a solution. In order to solve this
this issue, we design a fast ADMM method (see Section[[TI-B)),
which significantly reduces the computational complexity and
is tailored to problems encountered in massive access.

Remark 1. (Relation between detection accuracy and V) The
higher the number of BS antennas N, the easier the minimum
separation condition A > & gets, thus the peaks of |gc(6)]2
can be identified more clearly and ||gs(6)||2 provides more
information about active devices.

Remark 2. (Relation between detection accuracy and 7') The
more time resources are employed at the MTC devices, the
more information can be provided by |gs(6)|2, resulting in
easier identification of active devices.

Remark 3. (Detection accuracy versus K and K,) The
accuracy and the complexity of the proposed framework do not
depend on the number of devices K. For moving UEs (only),
the higher the number of active devices, the more difficult
distinguishing which angles correspond to them is, and as a
result, the detection becomes harder.

B. Proposed ADMM

Solving the optimization problem (1) with SDPT3 is
prohibitive when N and T are very large. For that, we
propose here an ADMM algorithm that can be executed in
a significantly faster time. The general idea is to first form an
augmented Lagrangian function for the optimization problem
and then to split it into a sum of separable functions. In fact,
each step of ADMM involves finding a local minimum on
a variable [42]. The steps are repeated until some stopping



criteria is satisfied. To apply this method, we first find an
augmented version of by incorporating an intermediate
variable ¥ into (1)) in order to decouple the semidefinite con-
straint from the affine constraints. This leads to the following
equivalent problem:

min _ Re(vy) + Re(tr(W)) + 2|Y + 2e:Pa(Z2)|%
veCV, ZzeCV*T 2
TxT
‘I,GCN+T><N+T
T(’U) VA B lI’() ‘Ill L
s.t. [ZH W] = [‘1,{1 o= (13)
¥ > 0. (14)

The augmented Lagrangian function for (I3) is given as

z)

(15)

L,(v,W,Z, A, ¥) =Re(v1) + Re(tr(W))
F21Y +201Pa(2) 3

Ao A,
+Re< |:A1 A:|7|:‘111111
2
‘I’() ‘I’l . T('U) Z
v w| |z w||

where p > 0 is a regularization parameter and A

Ao A,
A A

4 [

p

3

A
step of ¥ and A by ¥ and A, ADMM successively updates
the following steps to minimize the Lagrangian function £,:

] is the Lagrangian dual multiplier. Denoting the ¢-th

(LWt ZHh = argmin L,(v, W, Z, A", TY)
veCN weCcT*T,
ZE(CNXT
(16)
Ut = argmin £, (v', W', Z' A", W) (17)

¥>0

Ppitl Pitl T(vtt! Zt+1
At+1 = At + p( [(@t?‘l)H @%+1] - |:(Z(t+1)]‘)1
1
(18)

where ¢ indicates the iteration number. To make the method
practical, we need to obtain efficient implementations for all
of the steps. Obviously, the Lagrangian function L, is convex
with respect to Z and W. Hence, we can obtain closed-form
update solutions for Z and W by setting the partial derivative
of £, equal to zero as follows:

oc,

7= 201 YPEY(Y + 201 Po(Z)) — 2A1 — 2p(®1 — Z) = 0
(19)
oL, -

which lead to closed-form relations

-1
ZhL1 = <4Cf’yP£deﬂ+2pr) (2A§ +2p\Il§—2'yclPéde)

2n
t Xt -1

Wit = 4
p

(22)

)

where Pq and Pé\dj are matrix forms of the linear operators
Pq and Pé 4 which by using MATLAB notations are obtained
as

Py = D(%,:), PYY = D(;,Q) (23)

in which D = diag(1q) € RV*¥. The closed-form expres-
sion for v is provided in the following lemma:

Lemma 1. Let g € RY be a vector whose elements are g(1) =
+ and g(k) = m, k # 1. Define C € RV*N a5 a
matrix composed of —1s on the lower triangular parts and 1s
elsewhere, ie., Cp; = —1,k > 1l and Cj,; = 1,k < l. Then,
the optimal vector v**1 € CN in the (t + 1)-th iteration of
ADMM that minimizes L, is given by

vt =g 0 ( = S T+ T )+

where Ti(z) := CoT (z) for an arbitrary vector z € CN and

71Adj is the adjoint operator of Ti.

Proof. See Appendix [E|

TAU(AF + COAY)
p

(24)

The update of W requires to compute a projection onto the
cone of positive semidefinite Hermitian matrices which can be
regarded as the most costly part and is provided below:

. T, T Tw) Z
it —  argmin [ 0 1] — [
t-leranl B 2 7 zZH W
11A0 A ’
0o M
- il 25)
[A A] (
p | A1 B
The relation (23) can be solved by computing the eigenvalue
. Tw) Z A .
decomposition of zH wl % and retaining only the

directions corresponding to positive eigenvalues. By perform-
ing the steps @ZI), @4), 23) and (I8) iteratively, the dual
matrix multiplier A; € CN*T is found. However, according
to Theorem [I] to achieve the AoAs corresponding to the active
users, we need an estimate for the dual matrix V' e CM*T,
In the following lemma whose proof is provided in Appendix
we find a closed-form relation that clearly specifies the
connection between these variables.

Lemma 2. The dual solution corresponding to the primal
variable Y* denoted by V. e CN*T s linked with the
dual matrix multiplier A1 € CN*T obtained in the proposed
ADMM algorithm in Subsection[[TI-Bvia the following closed-
form relation

_ M

PAI(V) = =
1

(26)

C. Identification of Active Users

Once PA4(V) is found using Lemma [2| we can use the
relation (I2) in Theorem [I| to estimate the active angles
corresponding to the active devices. Although we have now
full access to the angles, there is still ambiguity in which



angles corresponds to which active user. Applying a clustering
algorithm, we can place angles into several clusters, each of
which represents the angles of an active device. If the number
of active devices K, is known beforehand (an assumption
widely used in the literature, e.g., [12]), the k-means clustering
algorithm can be employed with known number of clusters.
When K, is not known, which seems to be more reasonable
in practice, we can use elbow clustering method [43]], which
chooses the optimal number of clusters by identifying a sharp
elbow (knee point) in the graph of explained variations versus
clusters. The key idea is that adding another cluster does
not provide much better modeling of the angles. The elbow
clustering algorithm provides the angles estimate {BAk},f:“l in
IA(a clusters as follows

[{6%} 5 R, (L}, ] = elbow(B). 27)

The number of clusters provides an estimate of K, and the
number of angles within the k-th cluster gives an estimate of
Ly.

If the devices are stationary and the BS have full information
on the angles (for instance only the line of sight (LoS) angle)
of each device before random access, then the BS can exactly
understand at this stage which device is active and may provide
an estimate for Spy, denoted by SAU, and the RA task is
finished. If angle information of the devices is not provided
or devices do not remain stationary in a known place, the BS
can still identify the active users by recovering their unique
preambles; this is explained in the next subsection.

D. Joint Data Recovery and Channel Estimation

To recover the preamble and data of each device, we
employ an alternating minimization scheme, in which an
initial estimate of ¢y is first generated and the following
optimization is then solved as a means to find the complex
channel amplitudes:

~1 ~Kol _
(@',....6"] = argmin [¥ > Za a(0) o)
ay,.. (xik, keSAUI 1
k=1,...Kq
(28)
which can be obtained by
6" = (PoAN)'Y ] (29)

[a(6}),...,a
th column of the pseudo inverse of ® := |
CKaxT denoted by ®1.

__Having now an estimate of &k, we can update the estimate
@y, by solving

where Ay, = (0% )] € CN>*Ex and @], is the k-
k

T T 1T
17"'7¢§a] €

[(217---7(73?&] = argmin Y — Z Z &fPQ ‘91 ‘Pk ) #
GE weSwin
(30)

where the non-negative constraint ¢, > 0 is included to
remove any ambiguities caused by multiplications of two

elements, as well as to uniquely identify the preamble and data
of UEs. The latter optimization problem leads to the following
closed-form relation
3 - (BTY)+ e CKaxT G1)

where B = [PoA1&', ..., PoAp &) e CM*Ke and (1),
keeps the non-negative parts of a matrix as they are and
makes zero elsewhere. By performing steps (29) and (3I)
alternatively, the data and complex channel coefficients are
uniquely found within few iterations. Since the transmitted
data contains the unique user ID, the active user indices are
obtained after recovering the users’ data ¢ys.

The pseudocode of the proposed method, which summarizes
the aforementioned steps, is provided in Algorithm [I}

Algorithm 1 Blind Goal-Oriented Detection (BGOD)

Require: Y € CM*T jterADMM jpop AM

1: Initialize the iteration index as ¢ = 0.
2: Initialize the data vectors as ¢p ~ CN(0,Ir),k =

1,.., K,.
3: Set U0 =A% =
4: while ¢ < 1ter$£xM M do
5. Obtain Z'*!, Witl and v**! according to 1) and
(24).
6:  Compute the eigenvalue decomposition of the matrix
[TZ(Z) ‘?/] - % in and set all non-negative

eigenvalues to zero in order to obtain ¥'*1 in (23).
7. Update the dual Lagrange matrix multiplier A*!
according to (18).
t—t+1
9: end while
10: Obtain ’PAdj(‘A/) using Lemma
11: Localize the angles by discretizing 6 on a fine grid up
to a desired accuracy and identify where the {2 norm
of the polynomial g (@) achieves to its maximum as in
Theorem [11
12: Perform the elbow method:
[{ek}kESAU Ka’ {Lk}kes =
13: for it=1 to iter"™ do

max
14:  Compute the complex channel coefficients &* using

15:  Compute the data estimate via (3I).
16: end for

SAU7 {ak}keSAU {¢k}k€§AU7 {ak
18aul, {Lk}kesAthk = Zl > ara(

elbow(6) .

Return: Yeegny HKa

é\lk), ke §AU~

IV. SIMULATION RESULTS

In this section, we provide numerical results to assess the
performance of BGOD and compare it with state-of-the-art
RA schemes, namely covariance-based [11f], [14]], [28]] and
AMP approaches [12]]. For that, we designed optimal pilot
settings and distributions for these works, as exactly mentioned
in their references. This is a challenging (or unfair) setting
for our proposed scheme, since ¢ys serve as pilots for the
aforementioned methods considered perfectly known at the



BS, while in the proposed BGOD, ¢;s are users’ data and are
fully unknown to the BS. The RA performance is quantified

in terms of detection and false alarm_probabilities, defined
by Py = M and Py, = w

o respectlvely,
where |SAU\SAU| counts the number of elements in SAU
that are not present in Say. Channel estimation and data
recovery performance is evaluated by the normalized mean
square error (NMSE) provided respectively by NMSEcg =

E% and NMSEpr = E%. Here, Hg €

CN*K and Hy, € CN*K are extended matrices with columns
hi,k € Say and hk,k: € SAU, respectively, and are zero
elsewhere. Similarly, ®; € CK*T and <I>E e CKxT are
extended matrices whose rows in the indices Say and SAU
are given by & € CKaxT and & e CKaxT| respectively,
and are zero elsewhere. To calculate Py, Py, and NMSE,
we perform 50 Monte Carlo iterations in our experiments. The
computational complexity is also averaged over 50 realizations
in all experiments. The regularization parameter y is set to
2, where 02 = E|E; |, Vi, is the variance of each noise
element. We define the signal to noise ratio (in dB) by
SNR = 1010g10(%). To fully exploit the BS antenna
capabilities, which is also the case in AMP and covariance-
based methods, we assume first that the BS observes the output
of all of its antennas, i.e., Q = {1,..N} with M = N.
Figure [3] shows the effect of the number N of BS antennas
on the performance, with parameters K = 100, K, = 3,
Lyax = 3, and SNR = 30dB, when the least number of
time resources are employed at the devices (i.e., T = 1).
We observe that the detection probability of BGOD tends
to one while the false alarm probability gets zero for in-
creasing N. In contrast, AMP [12] performs poorly in that
case while the covariance-based method [11]], [14] does not
provide acceptable detection performance. Figure |4 depicts
the performance in a scenario where the number K, of
active devices increases while everything else is kept fixed
at N = 64, K =100, Lyax = 3, T = 1, and SNR = 30dB.
BGOD shows superior performance in terms of detection and
false alarm probability compared to AMP and covariance-
based methods. However, the computational complexity of
BGOD is slightly higher than existing RA approaches. In
Figure [5] we study the effect of increasing the time resources
T, while keeping the other parameters fixed, as N = 64,
K = 100, K, = 3, Lmax = 3, and SNR = 50dB.
Although the detection performance of AMP and covariance-
based methods improves when the number of known pilots
increases, it remains inferior compared to BGOD, whose
computational complexity though increases with 7. It should
be mentioned that the additional computational complexity
comes from the fact that BGOD simultaneously performs
active device detection, channel estimation and data recovery,
while AMP does only active detection and channel estimation,
and covariance-based carries out only active detection. Figure
shows the effect of the number M of observed elements
at the BS for N = 128, T' = 1, SNR = 30dB, Ly.x = 3,
K, = 20, and K = 500. We see that observing only few
array elements is sufficient to achieve very good detection
performance. Moreover, the complexity is not affected by M

o
o
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Fig. 3. Detection performance comparison between the proposed BGOD
method and AMP and covariance-based schemes versus the values of N for
K =100,K4 = 3, Lmax = 3,7 = 1, and SNR = 30dB. (a) Detection
accuracy (b) Computational complexity.
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Fig. 4. Detection performance comparison between the proposed BGOD
method and AMP and covariance-based methods versus the number of active
devices K4 for N = 64, K = 100, Lmax = 3,7 = 1, and SNR = 30dB.
(a) Detection accuracy (b) Computational complexity.

when BGOD starts to detect active devices perfectly.

Finally, we evaluate CE and DR performance of BGOD.
In Figure [8] we observe that BGOD estimates very well the
channels corresponding to the active users while AMP method
exhibits poor CE performance. Note that this result is obtained
for AMP knowing in advance all pilot sequences ¢ys with
optimal distribution settings as in [12[], whereas BGOD works
in a blind way and not only estimates channels but also
recovers the data of active users simultaneously. This also
justifies the additional time BGOD requires, as seen at the
right side in Figure [§]

V. CONCLUSION

In this work, we have proposed a novel random access
strategy for massive connectivity in future wireless networks.
Our scheme is based on a reconstruction-free optimization
task, for which we have proposed goal-oriented optimization
that helps in finding a relevant continuous function containing
sufficient information to obtain the active users identity. In
fact, we have proposed a method to achieve the goal of
active user detection without reconstructing the corresponding
channels and messages, which makes our strategy independent
of the number of devices involved. Simulation results have
shown the significant performance gains that can be achieved
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Fig. 5. Detection performance comparison between the proposed BGOD
method and AMP and covariance-based schemes versus the number of pream-
bles T for N = 64, K = 100, K4 = 3, Lmax = 3, and SNR = 50dB. (a)
Detection accuracy (b) Computational complexity.
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Fig. 6. Detection performance comparison between the proposed BGOD
method and AMP and covariance-based schemes versus the number of devices
K for N = 128, Kq = 5,7 = 1,Lmax = 3, and SNR = 30dB. (a)
Detection accuracy (b) Computational complexity.

when using our strategy compared to existing state-of-the-
art schemes. This makes the proposed blind goal-oriented
random access a promising candidate for supporting massive
connectivity in future wireless networks.

APPENDIX A
PROOF OF THEOREM [I]

To prove the theorem, we first obtain the dual problem of
() in the following: (proved in Appendix [B])

Vr%x RV, Y = oIV
b [(PRU(V)H (9k)\| [ pll2 <
VGk €e(0,m),k=1,...K (32)
where ’PS 4 is the adjoint operator of Pq, defined as
Adjyyy ) Vi 1€
(P (V) { 0 o }V I=1,.,N. (33)

There are K continuous constraints in the above problem,
each of which indeed contains infinite number of constraints.
This makes the optimization problem highly challenging. In
what follows, we state a lemma which converts these infinite
constrains into a finite number of linear matrix inequalities,
which is tractable using off-the-shell solvers.
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Fig. 7. Random access performance of our proposed method versus the
number M of observed arrays at the BS. Figures (a) and (b) show detection
accuracy and computational complexity, respectively.
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Fig. 8. CE and DR performance of our proposed method versus the time
resources T for N = 128, K = 100, Kq = 5,Lmax = 3, and SNR =
30dB. CE performance is compared with AMP and the DR performance of
BGOD is shown with cross-dash line. Figures (a) and (b) show accuracy and
computational complexity, respectively. The computational complexity of our
algorithm relates to both CE and DR simultaneously, whereas only CE is
performed in AMP.

Lemma 3. Let V € CM*T gpd ¢y := i , then
[(PEEV) a(br) 2 prlz <1 Vox € (0,7),k =1,... K
(34)

holds if and only if there exists a Hermitian matrix Q € CN*N
such that
Q PV (V)er
(PeU(V) ey Iy
q=—-N+1,...N—1,

= O7<@q7 Q> = 1q=07
(35)

where @ is the elementary Toeplitz matrix with ones on the
q-th diagonal and zero elsewhere.

Proof. See Appendix [C] [ |

By using this result, the dual problem can be stated in the
following equivalent form:

1
max SRV Y )p — —|IV|%
vecM 2y
QGCNXN
Q Po(V)en >0
(P (V) ey Ir -
(0,,Q)=140, g=-N+1,..N—1.  (36)

This problem is a semidefinite programming. Now, we can
find the dual of (36) to obtain a problem that is suitable for



applying a low complexity ADMM algorithm. First, we write
the Lagrange dual function regarding the problem (36))

(1-460, @)+

<[ZFH VZV]’[(Pdegf))Hcl 7DAdJI(T) ]> (37)

where W e CT*T T e CN*N 7z e CN*T and v € CV are
dual multipliers corresponding to the problem (@6). To prevent
from getting unbounded, it immediately follows that

] 1
£ = inf “Re(V.Y)p + EHV\IQF — 1

N

N
+ 3 0041, Q) + Y TlO 41, Q)
q=2

N
T'=v6q+ 2 ’Uq@qfl + Eq@,q+1 = T(’U)
q=2

(38)

where the last part comes from [44] Equations 2.25, 2.26]. By
taking derivative of £ with respect to V', we have that

V = (Y + 26, Po(2)) (39)

which by replacing it into the objective function and forming
the dual problem of (36), we achieve (TI). To identify the
angles corresponding to active users, we leverage an adapted
version of the results in [35] Equation 2.2] and [45] Proposition
1] (which is indeed for a single device) to conclude that the
angles corresponding to the k-th active user can be identified
by finding angles for which the /> norm of the dual polynomial
qx(0) = (PSY(V))H a(6)| pr|2 achieves one. Extending this
result to all active users, we can identify all of the angles
corresponding to all of the active users by finding locations
where |gg(6)]2 in maximizes.

APPENDIX B
DERIVATION OF THE DUAL PROBLEM

By writing the Lagrangian function of the convex optimiza-
tion problem @D we have:

K
* Y *
k=1

K
> PalZi), V
k=1

Minimizing £ in {@0) with respect to Zs and Y* gives the
following:

Re (Y* — (40)

K
inf Y [1Zula — Re(Pa(Z), V)| +
{Zrhi 12
mffHY Y*[2 + Re (Y*, V) 2
i A
. dj
inf > [ Z]a, (1= [PoY (V)% )+
{Zk}k 1 =1

(m

mffHY Y2 + Re(Y*, V) & m*f%HYfY*H%Jr

Re(Y*, V) =Re(Y,V)— %HVHF (4D

where in the first optimization in (I), we used the relation

Re(Pa(Z1), V) = Re(Zi, Py (V) < | Zil a [P (V) 4,
(42)

which comes from the Holder’s inequality. As the upper bound
in the Holder’s inequality is achievable, the infimum in the first
term of (I) reaches its lower bound. Here, | - |4, is the dual
norm associated with | - || 4, defined as

IPEY V)L, == sup (PYY(V),Z)= sup
[Z].a, <1 0r€(0,m),dr
(PEY(V), a(br) oty = o (PRYV) a(Or), dr)
k€U, ), Pk
= sup  [(PYY(V)Ha(0r)]2]x2 43)
0,€(0,7), b

where in the last step above, we used again Holder’s inequality.

In order to have a bounded objective function in (1), we
should have |P5Y(V V)[4, <1 forall k=1,.., K making
the objective function in the first optimization in @) equal
to zero, thus leading to the equality (II). By minimizing the
objective function in (IT) with respect to Y*, we achieve Y* =
Y - % and after replacing into the objective function (T,
the Lagrangian function reads as (Y, V' )— % |V'||%. Thus, the
resulting dual problem becomes in the form of the following
optimization:

Vl%x RV, Y - - IV

6 PN (V)G, <1, k =1,..., K.
Combining @3) and @4), leads to (32).

(44)

APPENDIX C
PROOF OF LEMMA 3]

First, we begin with the fact that the constraints

[(PAY(V) a(@)|2lgulz <1 V6 € (0.7). k=1, .. K
(45)
are equivalent to
[(PGY (V) a(0h)ll2, max [l < 1 ¥0x € (0,m),
(46)

which then by defining the notation ¢; and (3) can be rewritten
as follows:

—j27(l—1) cos(0) 2

T N
PPN <1, ¥oe(0,7).
i=1 =1
(47)
Defining  the  i-th  column  of PAdJ( V) as
a; = Cll[(PédJ(V))(u)v e (PEI(V))wp]T and
F(O):=[1,...,e72 " WN=1)cosO)]T " @7) can be reformulated as
T
DFO)  ail® < 1, (48)
i=1
which implies that the polynomial 1 — f(6) Z?:l a;af £(0)

is non-negative. Based on [44, Theorem 1.1], there exists a



polynomial qy(0) := SV | be=72(i=Dcos(®) — £(9)Hp for

some b e CV such that

T
Y aiaf £(0) =
i=1

0) = £(0)"bb" £(0).
(49)

1 (

Set@Q = Z?zl a;a +bb! . Since both Q and szgp:l a;a?
are positive semidefinite, using Schur complement lemma [46|
Appendix A.5.5] leads to the semidefinite constraint

PAdJ
|:(,PAdJ(Q V) e I(T )Cl] > 0. (50)
Further, by (@9), we have:
FHOIQFO) =(Q, F(O)F(0)) = 1,¥0 € (0,7).  (51)

This can be further simplified to

Q. T(£9))) =<T*(Q), £

V6 € (0, 7) (52)

where f7(0) and f!(6) are the real and imaginary parts
of f(6), respectively. C' is a matrix composed of —1s on
the lower triangular elements and 1s elsewhere, ie., Cy; =
—1,k <land Cy; = 1,k > . Satisfying for all 6 is
only possible when

(T =1 (53)
(TA(@) =0, (54)
(TA(COQ)K = (55)
k=2,... . N. (56)
Using the result of Lemma (4} we have that simplifies to
N
> Qi) = (57)
i1
For (54) and (53) to hold, we should have
N
Y Re Qi —k+1,i) =0 (58)
i—k
and
N N
DQU—k+1,i)=> Qi,i—k+1), (59)
i=k i=k
which leads to
N
Y Im Q(i —k +1,i) = 0. (60)

i=k

Combining and (38) gives SN, Q(i — k + 1,i) =
Zf\ik Q(i,i — k + 1) = 0, which along with the relation
could be all simply written as

<@q,Q> = 1q:0, q= —N + 1, .

Conversely, if holds, then by Schur complement lemma
[46, Appendix A.5.5], we have

N —1. 61)

T
Q—ZaialHZO

i=1

(62)

0)) = (T (C Q) £(6))

and (61I). Thus, by (62), we may write

T
X 1£0) " a,l? (Zaz G
@ 1050 = @ T,

Using (68), we can proceed (63) by writing

(Q.T(£(0) =(T*9(Q), £(6)) — KTV (C ©Q), £ (6)).
(64)

) < F(OTQF(0)

(63)

Due to the relation (@, Q) =
it follows that

ly—0,q = —N +1,...,N —1,

(T29(Q)): =1 (65)
(TAYQ)Nr =0,k=2,...,N (66)
(TA(COQ)K =0,k=2,...,N, (67)

which gives (Q,T(f(6))) = 1 by (52). Thus, we have
ZiTzl |f(8)" a;|? < 1, which is equivalent to (34).

APPENDIX D
PROOF OF LEMMAS [4] AND

For an arbitrary complex-valued vector v € C", the Toeplitz
matrix 7 (v) defined in can be splitted into its real and
imaginary components as

T(v) =T +jCOT@). (68)
As it is observed from the latter relation, the Toeplitz operator
T : CN — CN*N is not a linear operator in general. Thus,
obtaining the adjoint operator requires splitting the input space
of the Toeplitz operator into real and complex-valued, in
which cases it is linear and we can obtain its adjoint operator.
Therefore, for an arbitrary complex-valued matrix A € CV*N
and the real-valued vector v € R, the adjoint operator 7*
is obtained from the following formula

(T(v"),A) = (", TAI(A)). (69)
The left-hand side of (69) can be written as
- @
Z i l% g1t Z i, l’U\z Ir1 =
i,l=1 1,0
1<l ’L>l1
N i B
Z Aj i1k
i=1k=max{1,i—N+1}
N i B o
Z Z Al—q+1vl”5 =
I=1g=max{l,i—N+1}
N N N B
vft Z A + Z Ufj( Z Ajji—k+1 + Ai—k+1,i) (70)

i=1 k=2 i=k

where in (a) we use change of variables k¥ = 7 — [ + 1 and
g = 1l — i+ 1, for the first and second terms, respectively,
and in (b), we change the order of summation and determine



the lower and upper limit of summation correspondingly.
Combining (69) and (70), we get the following result

Adj _ o L
(TA(A)) = D A
i=k

-

i=k

The proof of Lemma [5] proceeds in a similar manner. First, by
the definition of the operator 77, it follows that

U1 U2 UN
—Us V1 UN—

Ti(v) = . (72)
—UN —UN—-1 ... V1

Using the relation (69) for 77, we can derive the adjoint
operator for arbitrary real-valued vector v! by using the
following relation

<7—1 (vl)v A> = <'UI’ ,TlAdj (A)>

Proceeding with the left-hand side and leveraging the same
reasons as in (70), leads to

(73)

. )
5 T (D)
Ai,lv|i—l|+1 - Z Ai,l”|i—l\+1 =

il=1

i>1

RTD=

I
A i k41—

=i

s
I

—_

=

k=max{1,i—N+1}

- 7 D
Al*qul,l(Uq -

M=
-

Il
—
Q
Il
3
®
»
JAR
—
S
|
=2
+
—
-—

(74)

N N
U{ZZi,i + Z U}é(zzi,i—k-ﬂ-l _Zi—k-ﬁ—l,i)
' i=k

where a change of summation order is used in the last part.
Combining (74) and (73), we reach to the result of (82).

APPENDIX E
PROOF OF LEMMA[I]

Define v := v’ + jv!. To prove the result, we first rewrite
the Lagrangian function £, in (T3) and only keep the terms
related to v as other terms do not affect the minimization over
v. Thus, we have

£,(v) = vff = Re(Ao, T(0)) + Lo = T()[F. (79

By splitting into real and imaginary parts and using (68), it
follows that

L,(v) = v —Re ((TAdj(AO), vR>) +
Re(ITA(C © 80). 07 ) + 5198 ~ T34

Llef-coTw)l?, (76)

=T )

which can be further simplified to
Lo(v) = vf —(THI(AG), v~
(COAF). 0"+ DIwf — T(w™) [+
Lleg—CcoTE) 3

=T ()

(77)

Taking derivative of £, with respect to v, we have
oL,
ovE

Moreover, taking the derivative of £, with respect to vl, we

reach to the following expression

~TAI(C O AY) — pTi (T~ Ti(wh) = 0.

Simplifying (78) and (79) requires to characterize 7% (-) and
7'1A dJ(-), which is done in the following lemmas and proved
in Appendix [D]

= e; — TAY(AF) = pTAY (W — T(v") = 0. (78)

(79)

Lemma 4. Let A € CV*N be an arbitrary complex matrix.
The adjoint operator of the Toeplitz operator T denoted by
TAd . CNXN . C is obtained by

N
(TA9(A)) = ) Ais, (80)
i=1
_ N
(TAY(A)), = Z (Aiicks1+ Aiggra), k#1. (8D
i=k
Lemma 5. Consider the operator Ti(-) : CN — CN*V,

which for any arbitrary vector v is defined as Ti(v) =
C o T (v) where C € CN*N is a matrix composed of —1s on
lower triangular parts and 1s elsewhere, i.e., Cy; = —1,k <
and Cy; = 1,k > l. Then, the adjoint operator of Ty denoted
by 7'1AdJ for any arbitrary matrix A € CN*VN is obtained as

N
Ai,i7
1

(T24(A)), = (82)

i

-

(ﬂAdj(A))k = (Ai—k+1,i - Ai,i—k+l)a k1. (83)

i=k

From Lemmas [ and [5] we can also obtain the expressions
TAU(T(2)) and T;*¥(71(2)), which are given in the follow-
ing corollary and proved in Appendix

Corollary 1. Consider the operators T (-) and T1(-) which
are defined in (1)) and (72)), respectively. Then, for an arbitrary
z € CN, the following relations hold

TANT ()1 = T (Ti(2)1 = Nuy
TAU(T () = TAY(Ti(2))k = 2Re(vr)(N — k + 1).
(84)

Leveraging the results provided in Lemmas [ [5] and Corol-
lary [T} we can proceed (78) and (79) as follows

€1 : AR
vt =90 (— TN po)) (85)



and

(86)

IZQQ(TAdJ( 1>+TAdj(C®A6))

p

which can be combined to achieve

v—g@( p+TAdJ(1IIR)+7'AdJ( o)+

TAYAR + CO A6>> (87)

p

APPENDIX F
PROOF OF COROLLARIES

Using the relations in Lemmas [ and [3] i.e., 80) and (82),
we have that for an arbitrary vector v € CV

N
(TAYT (v) Z T(@)i = 2,01 = Noy, (88)
i=1 i=1
N
(TAdJT 2 (iyi—k+1) + T(v)(i7k+l,i) =
N —
Z Uk + 0 = 2Re(vp)(N — k +1). (89)
i=k
Moreover, for 7;*% (71 (v)), we have
N
T = T Wi = Y= N, o0
=1 1=1
N
(TAdJT Z (Gyi—k+1) — T('U)(ikarl,i) =
2 vk — (=T) = 2Re(vy) (N — k + 1). Oh

APPENDIX G
PROOF OF LEMMA

To prove the result, we first borrow a useful lemma from
[36], which states that for any Z € CN*T

_ . V1 tI‘(E)
||Z\|A*—UGCNggCTXTRe(5+ =) o
[TZ(Z) g] > 0. 93)

Suppose that Z is the optimal solution of the goal-oriented op-
timization problem in (T1]), which is alternatively the optimal
solution of
min2|Z]a, + 1Y +201Pa(Z) [} = J(Z). O
Sincg the objective function is convex, we must have 0 €
0J(Z) which leads to
ol - a.(2) =

—e1PAY(Y + 201 Po(Z)).  (95)

Also, the definition of subdifferential function imposes the
following relation for any arbitrary Z:

124, = |24, +{Z = Z,—7e1 PoY(Y + 21 Pa(2))).
(96)

This also implies that
f | |Z]a, +<(Z.7ye1PaY (Y +20Pa(2)) | >

|Z||a, +{Z,verPEY(Y +2¢1Pa(2))). 97)

The minimization problem in the relation (97) remains
bounded only when

|ve1PEY(Y + 2e1Pa(2)))]4, < 1 (98)
which indeed leads to
1Z) 4, = ~(Z,4er PR (Y +201Pa(2))). (99)

By replacing (@9) into J(-) function in (94), we have that
J(Z) = Y +20:Pa(2) [} — 2ver(Pal2).
Y +20,Pa(2)) =7(Y,Y +20Pa(2))

— 1Y +2¢,Pa(2)]}- (100)

By leveraging strong duality in convex optimization, the ob-
jective function of the primal (94) and dual (32) optimizations
must be equal. Hence, by combining (T00) and (32), we can
find out that

V = (Y +2¢1Po(2)). (101)

In addition, by minimizing the Lagrangian function £y and
ignoring the p term (as p is only for ADMM algorithm), we
have 2v¢1 P (Y + 2¢1Po(Z)) — 2A1 = 0, which by (T0T)
leads to

20, PEY(V) —2A, = 0 (102)

and proves the final result.
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