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Abstract—We study the privatization of distributed learning
and optimization strategies. We focus on differential privacy
schemes and study their effect on performance. We show that
the popular additive random perturbation scheme degrades
performance because it is not well-tuned to the graph structure.
For this reason, we exploit two alternative graph-homomorphic
constructions and show that they improve performance while
guaranteeing privacy. Moreover, contrary to most earlier studies,
the gradient of the risks is not assumed to be bounded (a
condition that rarely holds in practice; e.g., quadratic risk).
We avoid this condition and still devise a differentially private
scheme with high probability. We examine optimization and
learning scenarios and illustrate the theoretical findings through
simulations.

Index Terms—distributed learning, privatized learning, differ-
ential privacy, distributed optimization

I. INTRODUCTION

ISTRIBUTED learning and optimization strategies are
relevant in many contexts in real-world problems, such

as in the design of robotic swarms for rescue missions, or
the design of cloud computing services, or the exchange of
information over social networks. Even in scenarios where a
centralized solution is possible, it is often preferable to rely on
a distributed implementation for various reasons. For instance,
the centralized solution tends to have high maintenance costs
and is sensitive to the failure of the central processor. Agents
may also be reluctant to share their data with a remote
central processor due to privacy and safety considerations.
The amount of data available at each agent may be significant
in size, which makes it difficult to regularly transmit large
amounts of data between the dispersed agents and the central
processor. Distributed implementations offer an attractive and
robust alternative. The architecture can tolerate the failure
of individual agents since processing can continue to occur
among the remaining agents. Also, agents are only required
to share minimal processed information with their neighbours.
There exist several schemes for distributed optimization,
which have been studied extensively in the literature. Among
these schemes we list the incremental strategy [1]]-[8]], con-
sensus strategy [9]-[18], and diffusion strategy [19]—[24].
The incremental algorithm requires a renumbering of the
agents over a cyclic path to cover the entire graph. This
is usually a challenging task since the determination of an
appropriate cycle is an NP-hard problem and, moreover, the
failure of any edge along the path turns the solution moot.
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The consensus and diffusion strategies avoid the need for a
circular path over the graph. They rely on the local sharing of
information among neighbouring agents. One main difference
between both classes of strategies is that consensus updates are
asymmetrical, where the starting point for the gradient-descent
step is different from the location where the gradient vector
is evaluated — see expression (I6). It was shown in several
earlier works (see, e.g., [20]], [25]], [26]) that this asymmetry
reduces the stability range of consensus implementations in
comparison to diffusion solutions, especially in scenarios
involving the need for continuous learning and adaptation.

Now, one key aspect of distributed architectures is that they
require agents to share information with their neighbours. This
aspect raises an important privacy question about whether the
information that is being shared over the edges in the graph
can be intercepted. For instance, it is known that in algorithms
that rely on gradient-descent updates, information leakage can
occur through the sharing of the local gradients or the models
that they estimate [27]-[30]. This can be problematic when
the network is dealing with classified or sensitive data such
as healthcare or financial data. In such cases, attackers may
be able to recover certain elements of an individual’s personal
information. There is no question that it is useful to pursue
distributed strategies that guarantee a certain level of privacy.

There exists several useful works in the literature that
address privacy questions for distributed algorithms. These
contributions rely mainly on two types of tools: differential
privacy or cryptography. Cryptographic methods range from
using secure aggregation to multiparty computation and ho-
momorphic encryption [31]-[35[]. Although these methods do
not hinder the performance of the learned model, they add
significant computational and communication overhead.

On the other hand, differentially private methods mask the
messages by adding some random noise [36[]-[46]. They are
simple to implement, but they introduce errors into the learned
model and reduce the overall utility of the network. One main
reason for this degradation is that the noise is often added at
will without accounting for the graph topology.

In this work, we focus on differential privacy since it
is simpler to apply and more scalable. We explain how to
adjust its application to match the graph topology, while
ensuring privacy and performance guarantees. In particular,
we examine the effect of two differentially private schemes:
the traditional random perturbations scheme and a graph-
homomorphic scheme. We establish the superiority of the latter
over the former in the mean-squared-error (MSE) sense. We
also devise a third scheme, called local graph-homormphic
processing, which fully removes the degrading effect of the



noise on performance. These results apply to a broad class of
distributed learning and optimization formulations.

II. PROBLEM SETUP

We consider a graph topology with P agents, labelled
p=1,2,..., P, as illustrated in Fig. [I] The objective is for
the agents to approach the minimizer of an aggregate convex
optimization problem of the form:

P Np
A 1 A 1
wO:argmm—E Jp(w) = — E Qp(wszpn) ¢,
weERM Pp=1 p Np — p 2

(D
where the risk function J,(-) is associated with the pth agent
and is defined as an empirical average of the corresponding
loss function Q,(+;-) evaluated at the local data {J;pm}nNil.
We associate two non-negative weights a,,, and a,,, with the
edge linking neighbouring agents m and p. In this notation,
amp 1s the weight used by agent p to scale information arriving
from m, and similarly for a,; it scales information from p
toward m. The neighbourhood of an agent p is denoted by N,
and consists of all agents that are connected to p by an edge.
We assume that N, includes agent p as well.
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Fig. 1: Illustration of a network of agents.

A. Modeling Conditions

We assume the individual risk functions J,(w) are strongly
convex and the loss functions (), (w; -) have Lipschitz contin-
uous gradients and are twice differentiable. These conditions
are common in the study of distributed methods. Although the
conditions can be relaxed and the results extended to broader
scenarios (see, e.g., [25], [26], [47]-[49]), it is sufficient for
the purposes of this work to illustrate the main ideas under
these assumptions.

Assumption 1 (Convexity and smoothness). The risks Jp(-)
are v—strongly convex, and the losses Qp(-; ) are convex and
twice differentiable, namely for some v > 0:

12
Jp(wa) > Jp(w1) + Vit Jp(wr)(we —wy) + §||w2 — w1,

2
Qp(w2;-) > Qp(wi;-) + V,rQp(wr; ) (we — wy). 3)

The loss functions have §—Lipschitz continuous gradients,
meaning there exists 6 > 0 such that for any data point x,, ,,:

Vw1 @p(wa; 2p.n) = Vot Qp(w1; Zpn) | < 0f|wa —wr]|. (4)

O

Since we assume the loss functions are twice differentiable,
then the above strong-convexity and Lipschitz continuity con-
ditions are equivalent to (see [25], [26], [49]):

0 < vl <V2:J,(w) <. (5)

We further assume that the graph topology is strongly con-
nected. This means that there exist paths linking any arbitrary
pair of agents (m, p) in both directions and, moreover, at least
one agent p in the network has a self-loop with ap, > 0. In
other words, at least one agent has some trust in its local
information. The combination matrix A = [a,,] is usually
left-stochastic meaning that its entries satisfy:

Z Amp = 1. (6)

mGNp

Amp 2 0,

That is, the weights on edges connecting agents are nonnega-
tive, and the entries on each column of A add up to one. The
strong connectedness of the graph translates into guaranteeing
that A is a primitive matrix. As a result, it follows from
the Peron-Frobenius theorem [26] that A will have a single
eigenvalue at one, while all other eigenvalues are strictly inside
the unit circle. Moreover, an eigenvector ¢ will exist with
positive entries {g,} adding up to one and satisfying:

Ag=4q, g, >0, 1Tg=1 (7)
We refer to ¢ as the Peron eigenvector of A. Furthermore, it
holds that p (A — ¢17) < 1, where p(-) denotes the spectral
radius of its matrix argument.

Next, let w°® denote the global minimizer for and let
w; denote the local minimizer for J,(-). We assume that the
difference between these global and local models is bounded
since, otherwise, collaboration would not be beneficial and one
would instead follow a different optimization approach such
as multi-task learning [50].

To clarify this point further, we consider a simple example
involving a quadratic loss. Assume the data arriving at node
p, denoted by d,(n), is generated by some linear regression
model under additive noise of the form:

d,(n) =u}

W+ 0p(n), (8

where u,, ,, is the feature vector and w* is the model. We can
seek to estimate w* by solving:

P Np
1 1 T .32
min - Z N, Z(dp(n) —u, ,w)" )
p=1 n=1
The global minimizer in this case is given by:

w® = w* + R, Fuo, (10)



where:

P Np
R, £ FZ Ry, = ﬁZup,nu;n : (11)
p=1 P p=1
A 1 P A 1 Ny
?uo - F Z ?p,uo - F Z Op(n)up,n 5 (12)
p=1 P p=1
while the local minimizers of J,(w) are given by:
wy = w* + E;}}fp,uo. (13)

Thus, the global model (I0) can be written as a weighted
average of the local models (13):

P
w’ = %Zﬁ;lénuw;. (14)
p=1

This implies that the global model is a mixture of the local
models. Therefore, the bound imposed below on the model
difference amounts to an assumption on how different the
distributions of the data across the agents are. This condition
is weaker than a uniform bound on the difference between
the gradients of the cost functions, which is more commonly
assumed in the literature (see [51]], [52]]).

Assumption 2 (Model drifts). The distance of each local
model wy to the global model w® is uniformly bounded, i.e.,
there exists & > 0 such that ||w® — wgl| < &.

O

ITII. DISTRIBUTED LEARNING
A. Generalized Distributed Learning

We focus on two main strategies: consensus and diffusion.
The consensus strategy for solving (1) takes the form:

¢p,i71 = Z AmpWm,i—1, (15)
m,GNp
Wy = Ppi—1 — PVt Jp(Wpi—1), (16)

where V/wﬁp(-) denotes a stochastic gradient approxima-
tion for the true gradient of J,(-). Usually, the approxima-
tion is taken as the gradient of the loss function, namely,
Vot Qp(wp i1, 2, ;). Here, the quantities {1, ;, w,;} de-
note estimates for w® at node p at time i. Observe that
the gradient vector in (T6) is evaluated at the prior local
model w,, ;1 and not at the intermediate model v, ;1. The
diffusion strategy, in turn, admits two related implementations
known as combine-then-adapt (CTA) and adapt-then-combine
(ATC). They differ by the order in which the calculations are
performed with combination coming before adaptation in one
case, and with the order reversed in the other case. The CTA
diffusion strategy is described by:

Q/’p,ifl = Z AmpWmi—1, )
mENp
Wy, = 1/"1),1?1 - MvaJp("pp,ifl)- (18)

Comparing with (I3)-(T6), observe now that the starting point
in (I8) for the gradient-descent step is the same as the point

where the gradient vector is evaluated. Similarly, the ATC
diffusion strategy is given by:

Ypi = Wp i1 — pV 1 Jp(wp 1), (19)
Wpi= Y AmpPm,i- (20)

meN,

The above three algorithms can be combined into a single
general description as follows [26]:

Gpi1 = Z a1, mpWm,i—1, 21
meN,

Vi = Y Wmpbmi1 — 1Vt Jp(Ppi1), (22)
meN,

Wy i = Z a2,mp1/"m,i- (23)
meN,

where we are introducing three combination matrices,
{Ap, A1, As}. By setting A4g = A and A) = Ay = I, we
obtain consensus, while A1 = A and Ay = Ay = I leads to
CTA diffusion, and Ay = A and Ag = A; = I leads to ATC
diffusion. Other choices are possible.

B. Privacy Learning

We now examine differentially private algorithms to safe-
guard the privacy of the information that is shared among
the agents. For illustration purposes, assume the data {x1,}
at agent 1 is replaced by a different set {z} ,}. The algo-
rithm will thus take a new trajectory, which we denote by
{®).i—1,%,.»w, ;}. In a private implementation, an external
observer should be oblivious to this change at agent 1. Con-
cretely, all we need to do is add noise to the messages that
need privatization. Most commonly, noise with exponential
distributions, such as Laplacian or Gaussian, is added [36].
Thus, we are motivated initially to consider a privatized
distributed implementation of the following form:

d)p,ifl = Z a1, mp (’wm,ifl + gl,mp,i) 5 (24)
meN,

1117;0,1' = Z a0, mp (‘bm,ifl + gO,mp,i) - vaTJp(d)p,ifl)v
meN,

(25)

Wpi = Z az mp ('wm,i + gQ,mp,i) 5 (26)

meN,

where the g; ..., ; denote zero-mean Laplacian random noises
for 7 = 0,1,2 for every m,p = 1,2,--- , P. For example, in
(24), agent m shares w,, ;_1 with agent p over the edge that
links them. During this transmission, an amount of Laplacian
noise gi,mp,; is added. The subscript mp is used to denote
that this noise is for the directed communication from m to
p. Similarly, for the other noises.

We next define differential privacy formally [36], and show
that the above algorithm is indeed differentially private.

Definition 1 (¢(¢)—Differential privacy). We say that the
algorithm given by R4)—Q26) is e(i)—differentially private
for agent p at time i if the following condition on the
probabilities for observing the respective events holds on the



joint distribution f(-) where the notation vy, ;1 represents
any of the shared messages {Wp j—1,Pp i, Vp. i} G pm.j the
corresponding added noise {g1 pm. ;s 90.pm.j: 92,pm.j }*

[
f ({{yp,jl + g-,pm,j}mENp\{p}} ,_1> '
J= < €(4)

f’<{{y24—14gwmnd}meA&\u&}j_1>

27

O

The above bounds ensure that for small €(¢), the distri-
butions of the original and modified trajectories are close
to each other. This makes it difficult to infer information
about the data at the agents since we cannot distinguish the
trajectories of the algorithm for different combinations of
participating agents. In other words, if agent 1 chooses to
replace its original dataset by {z] , }, then the resulting models
{wy, 1,9, ;,%, ;1 are close enough in distribution to the
original models {wy, ;_1, ¢p j, ¥p ;}, and an outside observer
will not be able to conclude what dataset was used. The two
model trajectories resulting from the use of the original and
the alternative dataset are indistinguishable.

To show that algorithm (24)—(@26) satisfies condition (27)),
we first calculate the sensitivity of the algorithm. The sen-
sitivity at time ¢ is defined in Appendix [A] as the change
in the trajectory of the algorithm if instead of using the
original dataset, agent 1 uses the alternative dataset {z] ,}.
In Appendix [A] the sensitivity is shown to satisfy:

AG) 2 |lwi — W) < B+ B + VP|ju® —w

/O||
)

(28)

for some constants B and B’ and with high probability. That
is, it holds that:

P(A(i) < B+ B’ + VP|w® — w'|))

A 2
/ﬁ%ﬂTFi |:EWO|| :| "‘O(ﬂ)"'O(N_l)

E|lwol[?
> |1 5
; [Elwl? _
e [54] o+ on
x|1-— 57 , (29)

A
where w; = col {w,,;}_,, the model error at time zero

p=1’
is denoted by wy 2 col {w°® — wy, 0}p i
{Wo, Wy} arise from the partitioning V] W = col{wy, Wo }
with the matrix I" and the constant ko defined in Appendix
Result means that the sensitivity A(7) is bounded with
high probability. The bound constants B and B’ are chosen by
the user: larger values for B and B’ result in higher probability
of bounded sensitivity but, as shown in @, they result in a
larger privacy bound. In other words, the values of B and B’
can be controlled to balance the trade-off between the privacy
level and the likelihood of bounded sensitivity. Next, if we
denote the variance of the Laplacian noise g;mp; by 03,

and the variables

with y, ;1 = w, ;1 the fraction in can be bounded
as follows with high probability:

f <{{wp,j—1 + 90,pm7j}meNp\{p} }j_1>

f <{{w;,j1 + gO,pmJ}mENp\{P}} ,_1>

@ H f ({wp,j—1 + Gopm.j tmen,\ (p} [ Xj-1)
i {w 1 +gO,p'rrL,_]}mE./\/'p\{p”Xjfl)

(b)

) exp (—=v2||lwp ;1 + gopm.ill/7)
j=1,meN,\{p} P (_ﬁ”w;,j—l + go.pm.jll/ o)

)

—~

i

>

V2
<o (¥ ——
7 j=1meN;,\{p}

V2P
<o (“20 Y Iy - wil)

g j=1

(30)

where the ﬁrst equality (a) follows from applying Bayes’ rulle
with 5, = {ij 1}U{{wp o—1190,pm.0tmen, \{p}}J 0
and the second equality (b) follows from the independence of
Wy j—1 + Go,pm,; for m € N, \ {p} conditioned on wy, j_1.
A similar bound can be found for yp j—1 € {Pp.j, ¥p,; }-
Thus, the level of privacy is defined by the following choice

for €(¢) in terms of the running A(j) values:

(B + B+ VP|lw® — w”||)i.

€1y

These results show that in order to arrive at an
€(i)—differentially private algorithm, it is sufficient to select
the variance of the Laplacian noise to satisfy (31). Expression
(3I) shows that (i) is a linear function of the iterations.
This means that the process becomes less private at a rate no
greater than a linear rate. It is important to note here that most
earlier studies on differentially private schemes for multi-agent
systems [38]], [41], [42]] assume bounded gradients for the risk
function. However, this condition is rarely satisfied in practice.
For instance, even quadratic risks have unbounded gradients.
For this reason, in our approach, we have avoided relying
on this assumption. Instead, we are able to establish that
differential privacy continues to hold with high probability.

We still need to examine the effect of the added noises
on performance. To do so, we introduce the extended model
w; 2 col {wp,; }5 , and write the three-step algorithm (24)—
(26) using one single recursion as follows:

— P
w; =ATAT ATwi_y — pAlcol {vaJp(%i_l)} 1
p:
+ Ag.Agdiag(.AIgl,i) + Agdiag(.Aggo,i)

+ diag(AJ G2.i), (32)

where for j = 0,1,2, A; 2 Aj; ® Iy, and G ; is a matrix
whose entries are the added noises g;mp;. We denote the



~ A .
model error by W; = col {w® —w,;}"_, and introduce the

. . p:1’
local gradient noise:

é V/wﬁp(d’pyifl) - vaJp(Cbp»ifl)‘

It is customary to assume that this gradient noise process
has zero mean and bounded second-order moment (see, e.g.,
[26]], [49]l, where this property is actually shown to hold in
many important cases of interest and similar arguments can
be applied to the current case), namely:

(33)

Sp,i

E{llspil*1Fia} < Bopllpial® + 05, (34
for some nonnegative constants 55271} and O'z,p, and where

A

the conditioning is taken over all past models F;_;
ﬁltration{wp,j}f’:zl_ jl-:O. Then, using the extended gradient
P

noise s; = col {sp,i},_;.

to (32) is given by:
Wi =AJATATW; 1 + pAcol {V 1Ty (bp,i1) by,
+ pAY s; — AT AJ diag(ATG1;) — Al diag(AT Go.:)
— diag(A3G2.,)- (39)
Since J,(-) are twice differentiable, we appeal to the mean-
value theorem to express the gradient in the form [26]:

the error recursion corresponding

Vo dp(@pio1) = —Hyp i 1¢pi1 — Vit Jp(w®),  (36)
where:
1
H,, 2 / V2 (w® — iy )t (37)
0
Then, introducing the quantities:
By 2 AJ(A] — i 1) AT, (38)
Hii 2 diag{Hp,i—1},1 39)
b 2 col {Vyrdy(w)}l (40)

we rewrite (33)) as:

Wi = Bi_1Wi_1 + pA s — pASb + pAJH; 1 diag(A{ G1 ;)

— diag(A] Ga,;) — Ajdiag(A]Goi) — AJ Ajdiag(A{G1 ;).
(41)

We show in the next theorem that the weight-error size
converges to the neighbourhood of zero, with the size of
the neighbourhood determined by the step-size and the added
noise variance.

Theorem 1 (MSE convergence of privatized distributed
learning). Under assumptions [l and 2] the distributed recur-
sions 24)—Q6) converge exponentially fast for a small enough
step-size to a neighbourhood of the optimal model, i.e.:

tim sup B[ 2 < O()02 + O(s) + (O(u~) + ().
1—+00

(42)

Proof. See Appendix O

By examining the bound in #2) on the mean-square error
(MSE), we observe that the noise variance 03 appears mul-
tiplied by a term on the order of x~!, which is detrimental

to performance when g is small. Therefore, the traditional
approach of adding Laplacian noise over the edges to ensre pri-
vacy is calamitous to performance and needs to be improved.
We describe next an alternative approach.

C. Graph-Homomorphic Noise

The noises added to the communication links in the previous
section did not take into account the graph topology. As a
result, their effect gets magnified by O(u~!) as shown in
(@2). We now examine another strategy for adding noise,
which relies on a graph-homomorphic construction from [46].
Specifically, the noises are now constructed to satisfy the
following condition:

P
Z qpAmp9gjmp,i = 07 43)

p,m=1

for 5 = 0,1,2, and where ¢ = col {qp}]f:1 is the Perron
eigenvector of AJ AJ A]. This can be satisfied if we continue
to choose zero-mean Laplacian noises g, ; with variance o
and then set:

a
_ a:; 9j.p,is m # p 44
9jpm,i = T—ajpp _ (44)
T g pp 9jpi, M =D.

Condition @]} along with construction @]} ensure that the
net effect of the additional noises cancel out over the entire
graph during the local aggregation steps. We show in the next
theorem that the MSE bound improves in this case. To see
this, we first introduce the network centroid w, ; and study its
convergence under graph-homomorphic perturbations. Let:

P
A
We i = § qpWp i
p=1

P
= Wei—1— M E qpSp,i
p=1

Z al,mp(wm,ifl + gl,mp,i)

P
—H Z BVt Jp
p=1 meN,

+ E dp (al,mpgl,mp,i + ao,mpgo,mp,i + a2,mp92,mp,i) .
p,m

(45)

Since we are using graph-homomorphic perturbations, the sum
of the noise terms in the last line cancels out. We can therefore
write the following error recursion:

We,i = We,i1 + plg" © 1)si + plg" @ Db
P
1) apHpio1 Y atmp(Wimio1 = G1mp,)-
p=1 meN,
(46)

Before stating the theorem on the MSE convergence, we
bound the network disagreement defined as the average
second-order moment of the difference between the local
models and the centroid model.



Lemma 1 (Network disagreement). The average deviation
from the centroid is uniformly bounded during each iteration
i, and, moreover, it holds asymptotically that:

P
. 1
hrlri)sup B ZEpr,i —weq|? < 0(1)03 +0(u) @7
K3 o0 p:1

Proof. See Appendix O

Expression shows that the local models will be at most
O(1)o2 away from the centroid model. Thus, if the centroid
model manages to converge to the optimal model w® with
only a slight variation, then the local models will always be
a constant, proportional to the noise variance 03, away from
the true model. In the next theorem, we show that the added

noise only alters the centroid model by an O(1) factor.

Theorem 2 (MSE convergence of the network centroid).
Under assumptions |I| and 2} the network centroid defined in
converges exponentially fast for a small enough step-size
to a neighbourhood of the optimal model:

limsupEl|w,;||* < O(u)o? +O0(1)o; + O().  (48)
i—00

Proof. See Appendix O

Thus, the network centroid is at most 0(1)02 away from

the true minimizer w®, even with added noise, as opposed
to O(p~")o?. In Lemma |1} we showed that the individual
models w,, ; are O(l)ag away from the centroid model. Thus,
by using the graph-homomorphic perturbations @3)—(@4), the
MSE is not inversely proportional to ;4 anymore, which is an
improvement relative to (@2).

D. Local Graph-Homomorphic Noise

We explain how to improve on the O(1)o7 deviation and
replace it by O(u)ag, by relying on the use of local graph-
homomorphic noise. To do so, we construct the noises to

satisfy the following alternative condition as opposed to (#3):

E AmpGj,mp,i = 0
meN,

(49)

Observe that we are requiring the sum of the noises to cancel
out locally, rather than globally as required in the previous
section. The neighbours of every agent p must collaborate
together to generate dependent random noises that will cancel
out locally at p. The collaboration will occur through agent p,
since a direct link might not exist amongst these neighbours.
A similar problem exists in blockchain applications where
the generation of a random number is required to occur in
a distributed manner [53]].

We now devise a distributed scheme that leads to noises
that satisfy condition (#9). For the sake of demonstration, we
describe the protocol through an example. Thus, assume agent
1 is connected to 5 agents labeled 2,3,4,5,6 (Fig. 2] left).
Since the neighbours of agent 1 need not be connected to
each other through direct links, all communications will take
place through agent 1. In this subnetwork, we allow agent 1 to
be the orchestrator of the scheme. The first step is for agent 1
to split its neighbours into two disjoint sets N7 = N, JN_.

For example, we may collect the even numbered agents into
N4, and the odd numbered agents into A/_. Then, we allow
every pair of agents from the two disjoint sets to agree on a
noise value they will add to their message such that they will
cancel out at agent 1. We force agents from N_ to multiply
the noise they will add to their messages by a negative sign.
Therefore, agent 2 will add to its message two noise terms, one
generated with agent 3 and another with agent 5. We denote
the noise term generated by agents 2 and 3 that will be sent
to agent 1 by gy23y1,4- Since the messages are scaled by the
weights attributed by agent 1 to its neighbours, the added noise
must then be divided by the weights, i.e., the message sent by
agent 2 to agent 1 is the original message wy ; and the two
generated noises by agent 2 with agents 3 and 5 scaled by the
corresponding weight a1s:

g{23}1,i I 9{25}172'

ai2 a2

However, this requires that agent 2 know the weight attributed
to its messages by agent 1. Thus, agent 1 will have to make the
weights public in case of a non-doubly stochastic combination
matrix. The same process occurs between agents 4 and 6 with
both 3 and 5. Then, the aggregate messages sent to agent 1
will end up being the sum of the unmasked weights:

> alk(wk,i+ 3 g{kf}l)

wy,; + (50)

EeN LEN_ Q1%
9{tk}1,i
+ Z alk('lﬂk,i_ Z {a}b> = Z a1pWwg . (51)
kEN_ ten, 1k kEN:

We move to the method used to generate the pairwise noise
terms gpey1,;- We rely on the Diffie-Helman key exchange
protocol where each pair of agents shares a secret key that
is used to generate the added noise. Given two agents, say 2
and 3, we assume they have individual secret keys vy and vs,
respectively. A known modulus 7 and base b is agreed upon
amongst the agents. Then, agent 2 broadcasts its public key
Vo = (b¥ mod 7) and agent 3 does the same V3 = (b¥3
mod 7). Agent 2 then calculates, vo3 = (V32 mod 7) =
(b¥2* mod ) which is the same as what agent 3 calculates
voz = (V3® mod p) = (b”3¥2 mod 7). Thus, the two agents
now share a secret key vo3 only known to them. This secret key
can then be used as the added noise to mask the messages, i.e.,
gi23}1,; = v23. However, to make the process differentially
private we need the resulting added noise to be Laplacian,
Lap(0,0,/ v/2). In what follows, we describe a scheme, which
we call the local graph-homomorphic processing scheme that
ensures the added noise is Laplacian. An illustration of this
process is found in the right subfigure of Fig. [

Definition 2 (Local graph-homomorphic process). We are
given a subnetwork of agent k, and neighbours £ € Ny and
m € N_. Let agent { sample two secrect keys vy and v} from
a uniform distrubution on [0, 1], and let agent m sample its
keys v,, and v),, from a gamma distribution T'(2,1). Let 7 be
some large prime number and let a be a multiple of w. Then,

for:
—UVeUm

(52)
(53)

Vo = Q€ mod T,

_ ’ ’
VeUm

! p—
Vy,, = Q€ mod T,



0, U(0,1) o
e Vivs ©0,0) mod 7
V3 ———
I'2,1) U1
/
A@"’ ”“‘U«Lw)

N

9{43}1,i —In|—

local secret keys Og Vy3

ten (0,720 5 (uﬁ)

shared secret keys

Fig. 2: Tllustration of the local graph-homomorphic process.
The figure on the left describes the Diffie-Helman key ex-
change procedure. The figure on the right shows the transfor-
mation the random variable goes through.

the desired Laplacian noise can be constructed as:

V2. (v

Giomyhi = 1n( : ) (54)
Ug m

O

The local graph-homomorphic process proposed here is
related to methods that fall under secure aggregation (see
[31]]). However, the main difference between our method and
earlier investigations is that we devise a scheme for the more
general distributed setting, while other works focus largely on
the particular case of federated learning with its specialized
structure with a central processor. Furthermore, while we
generate random numbers making our scheme more secure,
the work [31] adds pseudo-random numbers to the shared
messages. Since pseudo-random numbers are generated by
deterministic algorithms, it makes the noise predictable and
scucebtible to attacks, contrary to random numbers. Further-
more, we quantify the privacy of our scheme as opposed to
[31]. In the next theorem, we show that using construction
(54) results in a differentially private algorithm.

Theorem 3 (Privacy of distributed learning with local
graph-homomorphic perturbations). Under the local graph-
homomorphic process defined by (534) the resulting privatized
algorithm is €(i)—differentially private with high probability
and with €(i) defined in (31).

Proof. See Appendix [E| O

Note that since the noises cancel out locally during each
iteration, the algorithm follows the same trajectory as the non-
privatized algorithm. This implies that the MSD performance
of the privatized distributed learning algorithm with the local
graph-homomorphic perturbation (34) is the same as the non-
privatized distributed learning algorithm. In particular, the
results on the convergence of the non-privatized algorithm
from Theorem 9.1 in [26] will continue to hold. This implies
that the MSE will now be on the order of O(u)o?

The above result highlights one difficulty with differential
privacy. Note that, in principle, as the variance 02 of the
added noise is increased, the level of privacy is also 1ncreased
However, this process introduces an additional communication

cost. For example, agent 1 needs to communicate to its neigh-
bourhood the splitting into the positive agents and negative
agents. It will also need to communicate with almost half
the neighbourhood of its neighbours to agree on an added
noise gqimyk,i for k € Ny and m € Nj. Thus, in total,
the communication cost for agent 1 will increase by at most
VL] + 320, |Nk|/2. The additional communication cost is
not captured by the privacy measure even though it clearly
affects the level of privacyﬂ This reduces its functionality and
motivates the search for other privacy metrics, such as those
based on information-theoretic measures [55]. For example,
one metric could be the mutual information between the
original message and the perturbed shared message [54]. Thus,
if we assume the individual messages {wy,;} are Guassian
random variables with variance 0 , and if we perturb them
with a total Guassian noise gy, ; of variance O'g, then the mutual
information is given by:

H(wp; + gi,ilwk,i)
H(gk,i)

Iwyi;wy, +9i) = H(wk; + Gi,i) —
= H(wg,; + gr,i) —

2
= 1log <1 + 01;,) .
2 oy

Obeserve again that as we increase the noise variance 03,
mutual information decreases while privacy increases. Mutual
information again fails to capture the communication cost
incurred by the process. It appears that no metric capturing
the communication-privacy trade-off exists as of yet in the
literature. This calls for the search of a more appropriate
privacy metric for secure aggregation methods.

(55)

IV. EXPERIMENTAL ANALYSIS

We run two experiments. In the first experiment we focus
on a linear regression problem with simulated data. We then
study a classification problem on real data.

A. Generalized Distributed Privacy Learning

For each of consensus, CTA, and ATC diffusion, we com-
pare four algorithms: the standard distributed algorithm, the
privatized algorithm with random perturbations, the privatized
algorithm with graph-homomorphic perturbations, and the
privatized algorithm with local graph-homomorphic perturba-
tions. We consider a network of 30 agents (Fig. and a
regularized quadratic loss function:

100

w€R2 30 Z 100 Z

We generate a random dataset {u,,,,, d,(n)}1% as follows:
we let the two-dimensional feature vector Upn ~ N(0;Ry),
and add noise o,(n) ~ N(0;02)) such that dy(n) =

op
u, ,w* + 0,(n), for some generative model w* € R2 and

randomly set variance R, and added noise variance o2 . To
make the data distributions non-iid, we use dlfferent n01se

) —u, ,w)* +0.01w|?. (56)

UIf we were to decrease the number of times a random noise is generated
by the local graph-homomorphic process and instead re-use the noise, then
we would be decreasing the communication cost but increasing the chance of
an attacker learning the noise and unmasking the messages.



variances ogyp across the agents. The optimal global model has
a closed form solution with R,, and 7, as defined previously:

w® = (Ry + 0.011) " (Ryw* + Tuo)- (57)

We set the step-size ;1 = 0.4, the noise variance 03 =

0.01, and run the algorithms for 1000 iterations. We repeat
the experiment 20 times and plot the MSD in the log domain

of the centroid model and the average of the individual MSDs:

MSD; 2 |we; — uw°|?, (58)

1 P
52 llwps — .
p=1

>

MSD,g i (59)

Fig. 3: The generated network of agents.

As we observe in Fig. A graph-homomorphic perturba-
tions do not hinder the performance of the algorithm in
approximating the true model as do random perturbations.
The random perturbations MSD curve (yellow) is significantly
higher than the graph homomorphic perturbations MSD curve
(red) which is close to the non-perturbed MSD curve (blue).
If we examine the average MSD of the individual models,
we observe that the decay in performance is not as much as
that for random perturbations. Moreover, since local graph-
homomorphic perturbations do not affect the performance of
the algorithms, we observe that the MSD curve follows that
of the non-privatized algorithm.

B. Classification in Distributed Learning

We next run an experiment on a classification dataset. We
use the Avazu click through dataset [|55]], which contains a set
of online add clicks. We distribute the data among P = 50
agents. To get non-iid data, we add non-iid Gaussian noise to
each agent’s dataset. We let o = 0.5, p = 0.001, and 03 =0.8.
We plot the testing error in Fig. [5]of the standard algorithm, the
privatized algorithm with random perturbations, the privatized
algorithm with graph-homomorphic perturbations, and the
privatized algorithm with local graph-homomorphic perturba-
tions. It comes as no surprise that using graph-homomorphic
perturbations does not hinder the testing error as random
perturbations do, and local graph-homomorphic perturbations
do not change the testing error.

V. CONCLUSION

The goal of this work has been to study the effect of privacy
in distributed learning. We established the superiority of graph-
homomorphic perturbations in the model performance, as op-
posed to random perturbations. We then designed local graph-
homomorphic perturbations that ensure the added noise does

not affect the model performance. Thus, the main takeaway
from this work is that graph-homomorphic perturbations are
better than random perturbations in distributed learning.

APPENDIX A
SENSITIVITY OF THE DISTRIBUTED ALGORITHM

We study the sensitivity of the distributed learning algo-
rithm @2I)-23), which is defined at each time instant by the
expression:

A1) = lwi — will. (60)

This definition captures the change when the data samples of
a single agent are changed. The prime symbol represents the
new trajectory. We can bound the sensitivity using the triangle
inequality by the individual errors and the difference in the
optimal models:

AD) < WL+ Wil + VPllw® = w'].

Then, for any constants B and B’ chosen by the desiger, we
can use Markov’s inequality to get the bounds:

(61)

~ E|w;|?
Pl > B) < 2l (62
. E|w;]|?
(Wil = B') < % (63)
Now we recal from Theorem [I] that:
~  [E|lwoll?
E[wi|* < 3171 [ ”VYOQ} +0(u) +0(u™"),  (64)
[Ewo
. |12
Bl < w17 S + 0w + 0. 69
Ellwell
It follows that the sensitivity is bounded by:
A(i) < B+ B + VP|w® —w'|| (66)
with high probability given by:
P(A(i) < B + B’ + VP|Jw® — w'|)
i [EllWoll? _
1 [ gl + o)+ 0
>|1- 0
2 JiE
AR
KT {EHVVVOL} +0(p) + 0
1 E|[wp |
x o B2
(67)
APPENDIX B

PROOF OF THEOREMI]

The following proof follows similar steps to those used in
[26] for non-private algorithms. Using the Jordan decomposi-
tion of AJAJAT:

ASAJAT = Vv, t, (68)
Vo 2 [¢ Vi), (69)
oA 1T

A |l O
J & [0 JG], 1)



10 Consensus 10 ATC
= No Pert. = No Pert
0 Rand. Pert. 0 Rand Pert

& 10 GH Pert. & -10 GH Pert =
) Local GH Pert. z Local GH Pert )
3 20 @ 20 ?
= = =

-30 -30

a0 -40

0 200 400 600 800 1000 0 200 400 600 800 1000
Iteration Iteration
(a) Consensus: centroid MSD (b) ATC: centroid MSD
Consensus ATC
-3 —— No Pert. -3 —— No Pert.

—10 Rand. Pert. ~10 Rand. Pert.
= —»— GH Pert. = —»— GH Pert. =
2 _15 “— Local GH Pert. S _15 Local GH Pert. z
a a a
(%] s L (%] % i -’ (%]
= ~20 € = 20 as =

_25 =25

0 200 400 600 800 1000 0 200 400 600 800 1000
Iteration Iteration

(d) Consensus: avg. ind. MSD

(e) ATC: avg. ind. MSD

-10

-15

-20

-25

CTA
= No Pert
Rand Pert
GH Pert

Local GH Pert

200 400 600 800 1000
Iteration

(c) CTA: centroid MSD
CTA

—— No Pert.
Rand. Pert.

—»— GH Pert.
Local GH Pert.

200 400 600 800 1000
Iteration

(f) CTA: avg. ind. MSD

Fig. 4: MSD plots for the three distributed learning algorithms.
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Fig. 5: Testing error of standard ATC, privatized ATC
with random perturbations, and privatized ATC with graph-
homomorphic perturbations.

where g is the Perron eigenvector of AJ Al AT and Jy contains
Jordan blocks of the corresponding eigenvalues A of the form

(example of a 3 x 3 matrix):

A0 0
6 X 0], (72)
0 6 X
with a constant # in the subdiagonal. We first write:
Bii=V )T DLV, (73)
where:
V' 2Vl e Iy, (74)
Vo £ Vo ® Iu, (75)
I 0
JéJmM:M jo], (76)
D7, . D] .
DI, 2 WV ATH AT ) = [ Dt D
12i-1 P22
(77)
It is shown in the proof of Theorem 9.1 in that:
1ar — D11l <1011, (78)
D]l < oijp, (79)

for some positive constants o;; for 4,5 = 1,2. Multiplying
both sides of the error recursion (#I) from the left by V), :

Vowi =V Bioi(Vy )TV Wi + uVy Alsy — uvg AJb

+ uV(;r.Ag’){i,ldiag(AIgl,i) — ngiag(Aggz,i)
—Vj Ajdiag(A§Goi) — Vg Aj Agdiag(A] Gs),

(80)



and introducing the new notation:

where we introduced the constants 32 and o2, which are the

respectively. Then, going back:

- _ 2 2
N (¢" @ Ly)wi| a [wi sums of 37 , and o7 ,,
Yowi= vienw, | — w0 Y
VT AT s, = 1 {(QT ® In)ALsi| a _52] ®2) E[Will? < (1 = ovip + w1r5 65 10°)E[ Wi ||
9 A28 = T T | = |&|> 2
(Vr ®I)~A231: :s, + oM + k26202 ) E[Wi |2 + w2p20?
VI ATh — (¢" @ Inr)A3b] a [0 (83) on 1 1T
Hro R =l (vienAly] ~— [b)° A ,
we get: + K1 Z B ot Ellg1,mp.il
p,m=1
Wi In —Dfy oy —Dgy ] [Wia 8; 0 2 T T - T 2
_ p g 0 2°E I - :
o s e Sl o FA I 2B (q" © In) ATH; \diag(ATG1 )|

+ Vg A3 H,1diag(A]G1,) — Vg diag(A3 Ga,)
—Vy Ajdiag(AjGoi) — Vg A3 Ajdiag(A] G ).
(84)
Then, taking the expectation of the ¢y—norm, and using
Jensen’s inequality, we have:

2
Elw,|2 < (1 — Elw; 1112 + 222 R, |2 + BI85 -
L e L T Ty (AN

+ 20°E| (¢" ® Ing) Ay Hi_1diag(A] G1,) 1>+
+2E|(¢" ® In) A3 Ajdiag(A] G1 )|
+E|l(q" ® In)diag(A3 Go)||°

+Ell(q" ® In)Ajdiag(Af Goi) I, (85)
and:
ENwil? < (p(e) + 6+ — 222 Y B,y P
7 =~ pPlJo ]-*P(JG)*Q 1—1
303, 1° e 3)/b||?
+ o EWia [P+ —
(A B L B e A
+ E| 5]

+ 20°E|| (Vg © Inr) A3 Hi—1diag(A] G )|
+E|JT(VE @ In)AS Al diag(A7 Gy 4) |2
+E||(V1-%r ®IM)diag(v4;—gz,i)H2

and:

+2E((¢" ® Inr) A3 Ajdiag(A]G1 )|
+E[|(¢" ® Iy)diag(A] G2 i)
+E|(¢" ® In)AJdiag(A] Goi) I, (88)

3o31”
—o(Js) — 0

30.2 ,LLQ _
+ (1_12 + KR53 82 u% ) Bllwiq|?

+ R0 ) i

p(Jo) — 0
3] 2 2 2
1_p(J0)_9 +H’llu“ Os
P
+ i > B2 ENgrmpill®
p,m=1

+ 22E| (Vg @ Ing) AT H;_1diag(AT G ) |12
+E||Jg (Vi ® Ing) AJAj diag(A] Gy )|
+E[(Vg ® In)diag(A3 Ga.i) |

+E[(V @ Inr)Ajdiag(AgGo i) |- (89)

Adding the two bounds:

+E||<V1-%r ®IM>A;—diag(A-0rg0,i)H25 (86) EH ~ ||2 < 2 7EH — H2 + vEH < ||2 + 3”6“2
Willm S R Wi— Wi— —
with the cross terms equal to zero due to the independence of 2\7 ! 7 ! 1—p(Jy)—0
the zero-mean random variables. Then, we bound the sum of P
the gradient noise: + 263 P02 + 2635 1 Z ﬁfjpEHngP,A 2
m=1
E|l5]* + E| 5| p’.
. + 2B Vy AT H -1 diag(ATG,0) |
< VollPi® Y Ellspll? +E[[Vy A3 Ajdiag(A] G10)|1°
r=t +E||Vy diag (A3G2,0)|I?
P
<KiPY B2 Eldpal® + 0, +E[|Vy Az diag(AgGo,:) 2)
p=1 .
P P o =il (12 1 <l 12 3)b]1?
. < K3 AE|Wi—1 || +AE|Wi 1 ||* + ———~—
<R3 82 S (Bl il + Elgsmpil?) + 02, O R e TR
p=1 m=1

P
< K BIEIWi 1 |® + RiPol +win® Y B2 LElg1mpal?
p,m=1
< rinop® B (B + Ell5i]?) + sipo?

P
+ i > B2LElgympl, (87)

p,m=1

2

P
+ 2630207 + 2610% Y B2 LElg1mp.i]

p,m=1
+ K3(1 + 20%1°)E| diag(A] G1.i) |1?
+ 11E| diag(A3 G2,)|?

+ H%Elldiag%go,i)ll?). (90)



Then, recursively bounding the MSE and taking the limit as @
tends to infinity, we get:
lim sup E|w;||?

1— 00
<rRATI-D1)7!
K202 + (44 (202 + PB2)u?) o2 ]
31Jb2

X K
T T RIR0E + kT (34 (207 + PB2)u?) of

= 0(p)a? +0(p) + (O(u™") + O(w))oy, 1)
where:
- o3 B4 2422
2L 4+ kTR
Fél?’ofguz 72222 o Vlwl- 92)
T o0 T K1K3 P51 v
APPENDIX C

PROOF OF LEMMATI

We define w ; 2 (q1T ® Iw; and write:

Wi —We; = (I— g1’ ®I) w;
=V @) (VR @ Dw;
=V @ D)Jo(Va @ Wi 1
— (VI @ I)(Vr @ I)col {V 1 Jp(dp.i—1)}
—u(Vy @ I)(Vg @ I)s;
+ (V] @ (Ve @ I)(diag(A3 G2.,)

+ AJdiag(A§ Go,i) + AJ Al diag(A] G1:)).
93)

We bound E||(VR®I)w;||? by using Jensen’s inequality with a
constant p(Jy) < 1 and define k? = ||Vy||? and k3 = ||V, ! ||%:

E|(Vr ® I)w;|?
< p(Jo)E||(Vr @ Dw;_1]?

’f%"ﬁ%li2 & Y 2
+ Y Bl Hpio1¢pi-1+ VrJp(w”)]|
= o(Jo)

p(Jo) <
P
+ wksp® Y Ellspil® + v7v3 (El|diag(A3 Ga.i)|1?
p=1

+E|| Az diag(AgGo,i)||* + E[| A3 A diag(A] G1.:)[|*)
2k3K30%|b]|>
1= p(Jp)

P
i3 Y B2, Y armpBl Wi |
p=1 meN,

< p(Jo)E[ (Ve @ w1 ||* +

P
2.2 2 2 2. 2.2 92 2
+ KiRop E a1,mp0g T KIRH O

p,m=1
P
2 2 § : 2 2 2 2
+ RiKg (a2,mp + a’O,mp + CLl,mp)o—g' (94)
p,m=1

Then, the individual errors E||w,, ;—1]|*> can be bounded as
shown in Theorem [It

Elwm,i—1]* < E[[W;1|?

- E|17vo||2]
< k21T (1t _
- ( [H*3|Wo||2

H(I—T)~MI — T Y [O(“Q) * O(I)D ,

95)

where the O(p?) and O(1) terms are constants depending on
the gradient noise variance, the bias term b, and the noise
variance. Also, the matrix I' captures the rate of the recursion
and was previously defined in Appendix [B]

Then, we plug back this bound into the main inequality
(94) and recursively bound over 7. The network disagreement
is then bounded as:

P
1 K2
5 2 Elwyi —wes|* < ZEIN(Ve® DHwil*, (96)
p=1

and in the limit:

2

P
. 1
lim sup 2 Z E|lwy,,; — we;
p=1

e L A
= P pa))2 T P(L— p(dg)) "0 T OW)
K2K3 o o by
T P(1=p(Jy)) (O()o? + O(u )og) ) 97)

APPENDIX D
PROOF OF THEOREM [2]

Starting from (#6) and taking the conditional mean of the
squared Euclidean norm over the past models, we can split
the norm into three independent terms: the model error, the
gradient noise, and the added noise. Taking again expectations

and using Jensen’s with o = /1 — 2vpu + 622, we have:
E||we||?

~ 2
< aB|wei1|]* + #’E ||(¢" @ I)si|

2

Z al,mp(wm,,i—l - wc,i—l)

meN,

2 P

1

+ EE Zl QpHp,i—l
p=

2

P
+M2]E ZQpHp,i—l Z a1, mpg1,mp,i
p=1 meN,
< B[ @i 1 |? + 12 || (q" ® Dsi|”

522 P
ti > Ellwpi1 —we
p=1

2

P
—|—,u2]E quHp,iq Z a1,mpg1,mp,i
p=1 meN,

(98)



We bound the gradient noise by starting from (34) and using
Jensen’s inequality to introduce we ;_1:

E|(q"®Ds?|’

P
= ZﬁEHSP,iHQ
<§:ﬁ

EH(ﬁP 1—1”2 + Qp s p

Mw

Z a1, mpE[|wm i1 I + a1,mpE||g1,mp.i &
1 meN,

2
s

<28 ]E”wcz—ln + o5 "’62 ;

—&—ZZQP Z a1, mpE|| W, i—1

mGN
< 2531E||wc,z>1||2 + 02+ Bio)

+'§

g

—we i

P

+282Y Ellwpi1 — we,i . (99)
p=1

The noise term can be bounded as follows by using twice

Jensen’s inequality:

qu pyi—1 Z a1,mpg1,mp,i

meN,

2
< &%, (100)

We plug the bounds on the gradient noise and the added
privacy noise in (98):

E|[@e]> < (a + wzm Enam_lu? + 1202 + (B2 + 8>

L ZEHwW e

ot
(101)

We use the bound from Lemma [T} Recursively bounding the
second-order moment of the error and taking the limit:

12 (03 + (B2 +6%)o3)

lim sup E||w.,;[|* < +0(?)
i—00 11—
v B (252 o > il o2
1— 7 1—a) 1-p(Js)

= O(u)o? + O(1)oy + O(p?).  (102)
APPENDIX E
PROOF OF THEOREM [3]

It suffices to show the noise generated from the local graph-
homomorphic process is Laplacian since we already know
that adding Laplacian noise makes the algorithm differentially
private (see [36], [46]) with high probability. Thus, it is
well known that the product of a uniform random variable
U(0,1) with a gamma random variable I'(2, 1) results in an
exponential random variable Exp(1) [56]. Then e~?¢¥m is
uniformly distributed on [0, 1]:

P(e™ """ < ¢)

= ]P)(vam > ne C. (103)

—lnc)=e

But multiplying it by a makes the resulting variable uniformly
distributed on [0,a]. The modulo p of a uniform random
variable is uniform on [0, 7] so long as a is a multiple of
7. Let @ = tm for some integer ¢ and * ~ U(0,a). We
divide the intervel [0, a] into ¢ disjoint sub-intervals of length
7, [0,a] = [0,1) U [1,2)--- U [(¢ — 1)m, a]. On each of
these sub-intervals [im, (i + 1)), @ is uniformly distributed
P(x < z|x € [ir, (i + 1)7)) = «, and so will z mod 7 =
x — |z/7| = x — im on [0, 7]. Thus since a = tw we get:

Pz <z)=)» P(x<zlze fir,(i+1)r))
0
x P(x € [im, (i + 1)7))

(104)

I
8

This now means that vy, ~ U(0,7). Then, taking the
difference of two exponential random variables results in a
Laplacian. Thus, we require to transform two uniform random
Variables to two exponential random variables with parameter

. Taking filn Vg, tesults in an exponential random
Varlable 7

2 oy e
—— In(vem) < ¢ :P(vgmze ﬁ) =1—-¢e V2.

Og
(105)
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