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Abstract—Wireless sensor networks have wide applications in monitoring applications. However, sensors’ energy and processing
power constraints, as well as the limited network bandwidth, constitute significant obstacles to near-real-time requirements of modern
loT applications. Offloading sensor data on an edge computing infrastructure instead of in-cloud or in-network processing is a promising
solution to these issues. Nevertheless, due to geographical dispersion, ad-hoc deployment, and rudimentary support systems
compared to cloud data centers, reliability is a critical issue. This forces edge service providers to deploy a huge amount of edge nodes
over an urban area, with catastrophic effects on environmental sustainability. In this work, we propose ARES, a two-stage optimization
algorithm for sustainable and reliable deployment of edge nodes in an urban area. Initially, ARES applies multi-objective optimization to
identify a set of Pareto-optimal solutions for transmission time and energy; then it augments these candidates in the second stage to
identify a solution that guarantees the desired level of reliability using a dynamic Bayesian network based reliability model. ARES is
evaluated through simulations using data from the urban area of Vienna. Results demonstrate that it can achieve a better trade-off
between transmission time, energy-efficiency, and reliability than the state-of-the-art solutions.

Index Terms—Edge computing, wireless sensor networks, provisioning, energy-efficiency, latency, fault-tolerance, QoS

1 INTRODUCTION

DVANCEMENTS in microelectromechanical technology
have enabled mass production of various inexpensive
sensors, enhanced with limited data processing and transmis-
sion capabilities. These so-called smart sensors have been
widely adopted to monitor and record physical conditions in
many areas but particularly in automotive, healthcare, and
industrial automation. The global smart sensor market was
valued at USD 36.62 billion in 2019 and estimated to triple by
2025 [1]. Sensors are typically battery-powered and deployed
in an ad-hoc and spatially dispersed manner as wireless sen-
sor networks (WSN). Due to their limited network, energy,
and computational resources [2], WSN relies on wireless con-
nectivity to offload data processing.
However, the energy consumption for communication is
a serious issue in this scenario. It is estimated that the trans-
mission of a single bit of data requires the same amount of
energy as executing 50 to 150 instructions [3]. Moreover,
near real-time applications may suffer from intolerable
delays due to the long-distance communication with remote
servers. The global average round-trip time from the edge
of the network to a remote cloud data center is estimated as
74 ms [4]. Delays in communications are especially critical
in applications like TnTraSafEd5G,' developed by our
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research group at Vienna University of Technology. It is a
traffic-safety application supporting drivers by signaling
critical situations in their blind spots. InTraSafEd5G
requires the processing of heterogeneous data coming from
different sensors to identify critical situations and deliver
notifications to drivers to allow timely reactions.

Alternative solutions to WSN data offloading such as
in-network processing techniques [5] advocate utilizing
idle resources of sensor nodes for processing sensor data.
Even though in-network data processing consumes sub-
stantially less energy than communication [6], this
approach is not suitable for complex data analytics tasks
(i.e., deep learning) due to high resource needs. In-net-
work processing is also prone to failures, which is an
additional source of delays.

We propose processing WSN data on an edge computing
infrastructure as a solution to these issues. Edge computing
performs data processing on computational nodes placed in
close proximity to data sources (e.g., sensors) [7]. The adop-
tion of this paradigm allows combining the benefits of both
centralized and in-network processing. Nevertheless, to
exploit the distinctive features of edge computing in this
context, it is of paramount importance to provision edge
nodes (ENs) ensuring (1) low transmission time and high
reliability to address near real-time requirements; (2) low
energy consumption of sensors and ENs to ensure environ-
mental sustainability and maximize the sensors’ lifetime.

Designing a provisioning method to find a trade-off solu-
tion for data transmission, sustainability and reliability
poses several challenges due to the complex relationships
between these three objectives. For example, active-standby
or load sharing replication is considered the most effective
fault-tolerance technique for latency-sensitive edge applica-
tions [8]; however, redundancy would result in higher
energy consumption. On the other hand, provisioning a par-
ticular set of most central ENs to minimize communication
distance could expose them to overloading and higher
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Fig. 1. Prospective distribution of smart traffic lights in Vienna [13].

failure risk. To address these challenges, we propose ARES
(sustAinable and Resilient Edge proviSioning), an offline
algorithm for the sustainable and resilient placement of ENs
based on the geographical distribution of sensors as well as
energy and failure characteristics of available resources.

The main novelty of this work lies in the implication of
correlated failures in the sustainable edge provisioning. To
the best of our knowledge, previous work either does not
consider reliability at all or assumes independent failures,
which is an oversimplification according to our results as
well as prior analyses. Our findings would be precious for
many stakeholders of IoT systems, including telecommuni-
cations and telemetry providers for cost-efficient capacity
planning. We demonstrate the benefits of our approach
using InTraSafEd5G project as a concrete example.

This article is organized as follows. First, we provide
background information on WSN in Section 2 along with
a motivational use case. In Section 3 we provide an over-
view of ARES, then in Section 4, we describe our theoreti-
cal system model. In Section 5, we explain both stages of
the ARES method in detail along with worst-case perfor-
mance analysis. We describe the experimental setup and
discuss the numerical evaluation results in Sections 6 and
7, respectively. Finally, we survey the literature in Sec-
tion 8 and conclude the article with future directions in
Section 9.

2 BACKGROUND

WSN refers to spatially dispersed sensors for monitoring
and recording environmental conditions. Sensor data are
then transmitted to different locations to be processed. The
measurement parameters typical of WSNs are temperature,
sound, pollution levels, humidity, wind, etc. Such sensors
usually are connected through ad-hoc networks [9]. WSNs
are used in many scenarios including e-health [10], natural
disaster prevention [11], and water pollution monitoring [12].
However, centralized data analytics can be energy-inefficient
for WSNs. As an alternative, in-network data processing, i.e.,
distributed and collaborative data processing performed by
the WSN nodes has been proposed [5], [6].
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Fig. 2. Proposed WSN-Edge offloading architecture.

Two of the most widely adopted uses of WSNs in urban
environments are air pollution and temperature monitoring.
They have been deployed in several metropolitan cities such
as London, Stockholm, and Vienna [14]. Some examples of
uses are the detection of malfunctioning air quality filters in
industries and the sustainable operation of district cooling
systems based on detected urban heat islands. Recently, the
Smart City Wien initiative by the city of Vienna has
announced that all Viennese traffic signal systems (Fig. 1)
are being equipped with a total of approximately 10,000
weather and environmental sensors.” Such complex systems
face the following challenges: (1) coverage of a geograp-
hically wide area; (2) continuous generation of a large
amount of sensor data; (3) near-real-time processing of
streaming data. These challenges cannot be solved by typi-
cal cloud-based WSN architectures, due to the high latency
required to transfer data to cloud data centers for aggrega-
tion and processing. Therefore, we enhance typical WSN
data processing by employing hybrid cloud/edge infra-
structures. Among various prospective deployment strate-
gies for edge computing, we consider the devices at the
extreme edge of the network infrastructure to achieve the
lowest latency.

Deploying such hybrid cloud/edge infrastructures
requires the placement of ENs in the proximity of sensors to
reduce the data transmission time. We envision the scenario
in Fig. 2. Data coming from different sensors are first col-
lected and transferred to computational nodes (Step 1),
where they are processed (Step 2). Processing output is
transferred over the network (Step 3) and delivered to users
(Step 4). If long-term large-scale analytics are needed, a
summary of the data can be eventually stored in the cloud
(Step 5). Most of the applications relying on WSN have strict
near real-time requirements. Since such requirements are
typical of critical systems, also a high degree of reliability
has to be ensured. However, placement of a great number
of ENs over an urban area raises a sustainability issue, due
to the additional energy consumption required by ENs.

3 ARES OVERVIEW

In this work, we design ARES, a two-stage optimization
method for sustainable placement of ENs ensuring low trans-
mission time and high reliability, which are of paramount

2. https:/ /smartcity.wien.gv.at/site/en/smart-traffic-lights /
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Fig. 3. A high-level overview of major ARES components.

Stage-1: Energy and Stage-2: Reliability

Latency Optimization Optimization

importance in the WSN scenario [2]. The rationale behind
the choice of two-stage optimization lies in the fact that,
while transmission time and energy consumption can be
estimated relatively fast on a per-node basis, we need to
consider the fault-tolerance of the whole deployment due to
the correlated failures [15] to compute reliability. In the con-
text of edge computing, the causes of spatio-temporal corre-
lation include: network failures affecting nodes in the same
physical/virtual network; power outages affecting nodes in
the same power grid; nodes deployed in hostile locations
failing due to environmental /weather interference; and cas-
cading failures caused by overloading [8]. These factors
greatly complicate the global reliability optimization.
Accordingly, we first reduce the search space by excluding
provisionings that are inefficient in terms of transmission
time and energy consumption (i.e., dominated solutions).
Then, reliability is handled as a local optimization of only
the trade-off solutions for these two objectives.

A high-level overview of the ARES components and the
data flows among them are illustrated in Fig. 3. In the first
stage, Pareto-optimal candidate solutions for transmission
time and energy consumption are identified; in the second
stage, these candidate solutions are evaluated in terms of
reliability and modified to obtain a single augmented solu-
tion. We choose to work on a set of Pareto-optimal solutions
rather than a single optimal solution because of the signifi-
cantly higher time required to compute the latter and to
allow a wider exploration of the solution space. Deviations
from the Pareto-optimality within a tolerance interval are
allowed in the second stage as shown in Fig. 4.

We consider the WSN-edge offloading scenario in Fig. 2
and assume that the urban area is divided into hexagonal
cells, as typical in mobile cellular networks [16]. The sensors
are connected through ad-hoc wireless networks rather
than wired installations to simplify the wide-area deploy-
ment as shown in Fig. 1. Workload distribution (i.e., loca-
tions of sensors and output rates) is expected to be
relatively stable in the considered use cases; therefore, we
deal with offline provisioning. ENs are considered small
clusters of single-board computers like Raspberry PI [17].

4 THEORETICAL MODEL

The edge provisioning problem targeted in this work
needs evaluation of the three objectives before ENs can be
deployed and hence the actual values can be measured. There-
fore, ARES requires their realistic estimation to make accurate
provisioning decisions. In this section, we describe the theo-
retical foundations of our work, where we meticulously
model the network infrastructure for data transmission, urban
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Fig. 4. lllustration of ARES method with candidate solutions from stage-1
and their augmentation towards a reliable solution at stage-2.

area map, energy consumption, and failures. These models
are then employed by both stages of ARES in estimating the
optimization objectives as shown in Fig. 4. Notations used in
this section are summarized in Table 1.

4.1 Network Infrastructure Model dof

We define network as an undirected graph Z =(N, L),
where N is the set of nodes and £ the set of network connec-

def
tions. NV is defined as N =C US, where C is the set of compute

TABLE 1
Summary of Notation Used in This Article
Symbol Description
T(P) Transmission time for provisioning P
E(P) Energy consumption for provisioning P
R(P) Reliability for provisioning P
L. Admissible locations for edge nodes
P Provisioning of infrastructure
F Set of non-dominated provisioning
S Set of sensors in the infrastructure
C. Set of cloud nodes in the infrastructure
Ce Set of ENs in the infrastructure
T Cloud/edge infrastructure to provision
L Set of network connections between nodes
M Map of the urban area
m(i, J) Cell 4, j in map M, ,,
CCP ENs provisioned in P
D, Placement of each EN on the map
D.(k) Cell m(i, j) where EN ey, is placed
Mo n (1, 5) Set of ENs deployed in cell m(z, 5)
of map My, »
P,(n,1) Istantaneous power on node n at time ©
P.pu(n, 1) CPU power consumption on node n at time t
Uepu(n, T) Utilization of CPU on node n at time t
Uner(n, 7) Utilization of network on node n at time t
thr(n) Load level on node n
where trend of P, changes
Pf,p“,(n, T) Function modelling CPU power consumption
when U, (n, 7) < thr(n)
P . (n,7) Function modelling CPU power consumption
when U, (n, ) > thr(n)
Poet(n, 1) NET power consumption on node n at time t
Pge(n) Idle power on node n

Poctive(n, T) Active power on node n at time t
a(n), B(n),y(n) Coefficients used for power functions on

node n
fr Random binary event for the failure of node &k
fr Random binary event for the failure of P
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Fig. 5. 3 x 3 hexagonal grid with doubled coordinates.

n(()ldfes and S the set of sensor nodes. The set C is defined as
€

C =C. UC,, respectively the set of cloud and edge nodes, for
which we define also computational capabilities (number of
CPUs, millions of instructions per second (MIPS)). We
assume that sensor nodes have no computational capabili-
ties. We define £ as a subset of N x AV. For each (n;,n;) € £
we define latency(n;, nj,t) and bw(n;, n;, ) respectively as
latency bandwidth available between n; and n; at instant r.
Latency and bandwidth available at instant t are modeled
by random variables, whose distribution is based on real
traces collected in [18].

4.2 Map Model

The urban area map is modeled as a grid where network
nodes are deployed. The area is divided into hexagonal
cells, which identify clusters of nodes managed by a single
node. This is typical in mobile cellular networks [16]. The
map M,,,, is defined as a m x n,m,n € N hexagonal grid.
We employ a doubled coordinates system to identify each
cell with X coordinates defined as X = {zr € N:z < 2m},
and Y coordinates as Y ={y € N:y < n} as in Fig. 5. A
cell neighborhood is defined in Equation (1), whereas
neighbors of distance d are defined recursively in Equa-
tions (2) and (3).

neigh(z,y) < {(@',y/) : (',y) = (@ + Ly + 1),
(z+1y—1),(z,y—2),(x — 1,z — 1), (1)
(x—1y+1),(x,y+2): 2,9 >0}

neigh(z,y,0) = {(x,y)}. (2

Vd € N[ neigh(z,y,d +1) = U neigh(z',y)

(' y')e
neigh(z.,y,d)

3
The distance between cells is defined by Equation (4).

diSt((xlay1)7 (-TQ,Z./Q)) = |.’171 - -’172|

|$1—l‘2|—|y1—yz|> 4)
. .

+ max <0,

While cloud nodes are deployed outside of the urban
area, ENs and sensors in 7 are deployed over M,,, ,,. In this
work, we focus on the provisioning of ENs. We assume that
ENs can be deployed only in specific locations, as typical in
many big cities due to urbanistic and space requirements.
We define the set of admissible locations for edge nodes as

L., where each location [ € L. corresponds to GPS coordi-
nates in the map M,,,,. Multiple | € L. can belong to the
same m(i, j) cell. Then, we define the set of provisioned
ENs as C”. For each EN ¢, in C” we define the GPS coordi-
nates as coords(e;). The deployment of ENs is defined by a
vector D, of size |C”|, where D, (e;) contains the cell m(i, j) €
M., where the node e, is deployed. A deployment of ENs
is admissible only if each EN is deployed in admissible coor-
dinates, namely,

D¢ is admissible & Ve, € C7, coords(e) € L.

For simplicity, we define M,,,(i,7) as the set of ENs
deployed in cell m(i,j), namely, M.y, ,(i,7) def {ecC”:
De(er) = m(i,7)}. Finally, we ddegine a provisioning for 7
over M,, , as the quadruple P =(Z, M,, », Cf, D).

4.3 Transmission Time

Transmission time is defined as the time required to transfer
data from a sensor s € S to a computational node n € C. We
define the transmission time between s and n as,

data(s)
bw(s,n, 1)’

t(s,n) = latency(s,n, 1) - dist(s,n) + (5)

where data(s) is the amount of data transferred by sensor s.
Let T'(s) be the time required to transmit from a sensor s to
its closest computational node, namely,

T(s) = mint(s,n). (6)

neCe

The goal of ARES is to find a provisioning that minimizes
the maximum T7(s) for each s¢cZ, namely 7(P)=
min max.es7T(s). In this work, we do not consider network
failures, as we address offline provisioning. However, since
this model is based on the size of data transfer and available
latency and bandwidth, it can be applied also in the case of
data retransmission.

4.4 Energy Consumption

The energy model used in this work is adapted from [19].
Energy consumption of provisioning £(P) is defined as the
integral of the instantaneous power of computational nodes
P, over time 7. As in [19], instantaneous power consump-
tion of a computational node is composed of an idle part,
P,4i.(n), and an active part, Py ive. Therefore, the power con-
sumption of a single n € AV is defined as

Pn(na T) = -Pidle(n) + Pacti@e(na T)a (7)

where P,uy is the sum of the P, (n, 1) and P (n,t) and
Pigie(n) is a hardware-defined constant dependent on node
n. We define power consumption of a computational node
as a piecewise linear function, i.e., using two different func-
tions for different levels of load on node n, as in [19]. Let
Ucpu(n, T) be the instantaneous CPU utilization on node n at
instant  and thr(n) the load level at which the tendency of
P.u(n,7) changes. The instantaneous power function is
defined in Equation (8).
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if Uepy(n, ) < thr(n);

def PLl'pu(n’ T)’ (8)
otherwise.

Fon(m ™) =4 ph n, 1)

cpu

and P!

cpu

!
P,.(n,7)

C]

and (10).

(n,t) are defined in Equations (9)

PLo(n,1) L an- Po(n) Ugpu(n, 1) 9)

cpu

P(f;u(n7 T) - ﬂ(n (10)

“Pr(n) + (1 = B(n)) - Pr(n) - Ugpu(n, 7)
where P,(n;) = Ppaz(n) — Pae(n). Pneg(n) is the maximum
power consumption of node n, and «(n) and B(n) are the
coefficients for low (i.e., < thr(n)) and high (ie., > thr(n))
CPU load. Concerning P, (n,t), it is calculated for each
data transfer from node n at time instant 7. We assume a lin-
ear relationship between network utilization and power
consumption of data transfer, defined as U, (n,m) of
buwlnmr)  ohere m is one of the nodes with whom n commu-

bﬂ: maz (1,M)

nicates at time 1. P, (n, 7) is defined as,

def
Prer(n, ) = Z Unet (1, T) + Vyer () + Kt (),

meT (n,t)

1n

where y,,.,(n) is a hardware-related coefficient modeling the
relationship between instantaneous power and U,,c;, Kpet(n)
is a hardware-related constant and T'(n, ) is the set of nodes
with whom n is communicating at instant r. Finally, we
define the energy consumption of provisioning P as follows,
where / is the infrastructure lifetime.

£(P) = Z/Z Pu(n,7) d.

neC Y0

(12)

4.5 Reliability

We measure the reliability of provisioning through the joint
failure probability of the provisioned ENs. For simplicity,
hardware, software, and network failures affecting a node
er, € C, are channeled through a single unavailability rate,
Pr(fx), that is downtime divided by total time.

We further define a joint failure probability (JFP) for all provi-
sioned ENs. JFP, Pr(fp), can be stated in different ways based
on the availability definition of the deployed service. For
instance, in the active-standby replication given in Equation (13),
the service is assumed available unless all deployments fail
since a standby deployment takes over when the active one fails.
In load sharing replication, however, all deployments are active
and share the workload. As given in Equation (14), the service is
available as long as at least m deployments out of m + n are
available. For safety-critical services, availability might even
mean that each provisioned EN is failure-free, given in Equa-
tion (15) as a special case of (14) with n = 0.

Pr(fp) =Pr ﬂ T (13)
kecP
Pr(fp) =Pr U ﬂ fr (14)

DCCP|D|=n+1 k€D

TABLE 2

Multi-Objective Optimization Parameters
Parameter Value
Crossover type Uniform
Crossover probability 0.7

X oy 1

Mutation probability i
Population size 100
Number of iteration 300

Pr(fp) =Pr| |J £ (15)

kec?

We utilize Equation (14) in this work, which is the most
general form. Finally, the reliability of a provisioning is
defined as the complement of its JFP; i.e., R(P) = 1 — Pr(fp).

5 ARES METHOD

The goal of ARES is to compute a trade-off between three
objectives: transmission time, energy consumption, and reli-
ability. As previously explained in Figs. 3 and 4, ARES first
identifies a Pareto-front containing a set of trade-off solu-
tions between transmission time and energy consumption
(i.e., candidate solutions); then, in the second stage, it aug-
ments the solutions in this set to obtain a more reliable solu-
tion, possibly at the cost of other two objectives.

5.1 Stage-1: Transmission Time and Energy

The goal of this first phase is to find a set of non-dominated sol-
utions for the provisioning problem that minimize both latency
and energy consumption. This set of solutions is called Pareto-
set [20], [21]. A Pareto-set can be found with multi-objective
meta-heuristics, such as MOPSO [22] and NSGA-II [20].
We employ NSGA-II meta-heuristic, due to the better perfor-
mance in comparison with other meta-heuristics [23]. The input
of the algorithm is (1) the set of sensors S, (2) the network links
available between each node £, (3) the set of cloud nodes C,, (4)
the map M (m, n) of the area and (5) the set of admissible coor-
dinates for edge nodes L.. The pseudocode of our NSGA-II
based method is described in Algorithm 1. The parameters
used by our optimization are summarized in Table 2.

Algorithm 1. Transmission time and energy optimization

1: function ARES-Stacel(pSize,Z, L., cProb, mProb, mazxIter)
2:  Fy < generatePopulation(pSize, S, L,C., M(m,n), L.)
3:  evaluateFitness(SUCU Fy)
4:  nlter — 0

5:  while nlter < maxlter do
6.

7

8

F 21 Tter < cmssover(ﬂ]—' niter, CProb)
fn[ter - mUtate(FnIte7'7 m‘PTOb)
evaluateFitness(F pper1)

9: }—"Jf‘”' - Selecm‘on(f?zlter? fn]t(i'rl)
10: nlter «— nlter + 1
11:  end while
12:  return F,pe,
13: end function
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Provisioning solution: According to our problem defini-
tion, ey, selected in a deployment D° can be placed in a lim-
ited set of possible locations, L.. Let ly,l, ...l be the
admissible locations in £,. We define then each D¢ as a
binary vector of size |£.|, such that

o 1 & ; is selected to pl EN
D'H:{ is selected to place an (16)

0 otherwise.

Generation of Initial Population: The generation of the ini-
tial population is described by Algorithm 2. We randomly
generate pSize provisionings ad described in Algorithm 2.
Each provisioning is initialized as follows: first, we initialize
D¢ and Cf to () (line 5); Then, the algorithm iterates over the
admissible coordinates for ENs(lines 6-13) and decides
according to a random variable (line 7) whether to place an
EN in the selected (i,j) coordinates. Initialization of EN
(line 8) depends on infrastructure specifications.

Algorithm 2. Generation of initial population

1: function GENERATEPOPULATION(pSize, Z, M(m,n), L.)
2. F—10

3 pike0

4: forp < pSizedo

5. CP 0

6 fori < |L.| do

7 if rand() < 0.5 then

8: er, — initEdgeNode(T)

9: De(ey) — L

10: Cf «— C,U ey
11: k—k+1
12: end if

13: end for

14: Py — (T, My, De,)
15: F—FUP,

16:  end for

17:  return F

18: end function

Fitness Evaluation: In this phase, we evaluate the fitness of
each provisioning according to the two selected objectives:
T (P) and £(P). These values are then stored for each P in
the population F and used in the following crossover and
selection phases.

Crossover: Two solutions (parents) in the population F
are combined to generate two new ones (offspring). We set
the crossover probability to 0.7, which allows exploration of
the whole search. Parents are selected using Binary Tourna-
ment Selection. After selection, a random number c is gener-
ated: if c is less than crossover probability, the two parents
are combined using a uniform crossover to generate new
offspring; otherwise, the two parents are returned.

Mutation: The mutation operator works by flipping a bit
in the solution. First, it picks a random cell in the map: if
there is no EN in that cell, it adds a node e¢,4; to the solu-
tion. If there is a node instead, it removes it from the current
solution. We set mutation probability to ﬁ, to ensure that
at most one placement on average is changed.

Selection: In this phase, we select the best pSize solutions.
Selection criteria are ranking and crowding distance,

described in [20]. Selection is performed in the union of
results from crossover and mutation, 7", and F., .

Algorithm 3. Reliable deployment search

1: function ARES-STAGE2(F, p)
2: forall S € F do
3 foralle € S do
4: NS —e
5: end for
6: end for
7. d<—0
8: whiled < d,, do
9: forall S € F do
10: while nextAlternative Ezist() do
11: C—10
12: forall e, € S do
13: C — C UneatAlternative(Ny)
14: end for
15: if joint Failure Probability(C') < p then
16: returnC
17: end if
18: end while
19: end for
20: forall S € 7 do
21: foralle, € Sdo
22: (z,y) < D.(ex)
23: for all (4, j) € neigh(z,y,d) do
24: N — NP UM (i, 5)
25: end for
26: nextAlternative Reset(Ny )
27: end for
28: end for

29: d—d+1
30: end while
31: end function

5.2 Stage-2: Reliability Optimization

The second stage takes the set of candidate solutions, F, as
input from the first stage. If at least one of the solutions, S €
F, already fulfills the reliability requirement, it can be used
without further search. Otherwise, nearby ENs (i.e., neigh-
borhood sets) are taken into account. Since the failures at
the different ENs can be correlated regardless of the geo-
graphical placement, the combination of the individually
most reliable nodes from each neighborhood sets might not
always be the most reliable deployment strategy. Conse-
quently, we need to compute the joint failure probability of
each possible combination. A trivial example with only two
ENs in a candidate solution is demonstrated in Fig. 6. Here,
the initial solution is found unreliable and five and six addi-
tional ENs in the two cells are evaluated in combination.
Finally, both ENs are replaced with alternatives in their
neighborhood sets to improve reliability. In this example,
further search in neighbor cells is not necessary.

The pseudo-code description of stage-2 is presented in
Algorithm 3. For a candidate solution, we populate the
neighborhood sets, IV f , for each chosen EN, ¢;; € S. Initially,
the sets contain only the chosen ENs (line 4). We gradually
expand the set with the nodes in the same cell, immediate
neighbor cells, neighbor cells of distance two (i.e., neighbors
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Fig. 6. Geographical distribution of a solution from stage-1 (solid green
circles), evaluated solutions in stage-2 (red circles that lie in hexagonal
areas), and the final reliable solution (hollow green circles).

of neighbors), and so on (line 24). At each step, alternative
solutions are generated by selecting exactly one node from
each neighborhood set (line 13). The search stops when a
solution fulfills the reliability requirement, p (line 16).
Therefore, the algorithm can identify a reliable deployment
without excessive modification to the solutions that are esti-
mated to be Pareto optimal in terms of transmission time
and energy. We omit the selection process for the next alter-
native node from each neighborhood set for brevity.
Depending on the function nextAlternative(), they can be
evaluated in descending order of reliability to shorten the
search, or ascending order of distance from the chosen node
to minimize the extent of modification.

JFP Estimation: The reliability evaluation of candidate solu-
tions relies on the JFP value (line 15). However, computing
exact JFP requires the computation and storage of an exponen-
tial number of probability values to the number of ENs [24]. To
that end, we employ dynamic Bayesian networks (DBN) which
have been shown effective in estimating spatial and temporal
failure dependencies in edge computing systems [8]. A DBN
identifies the strongest dependencies between random events
so that only those that are significant to the JFP are taken into
account. In Fig. 7a, the structure of an example DBN with three
ENs in two time steps is visualized. Here, the arrows indicate
the direction of dependency. For instance, the failure of node 3
at time ¢ (f%) or node 2 at time ¢ — 1 (f4~!) causes a consequent
failure of node 1 at time ¢ (f?). The strength of these dependen-
cies are recorded in conditional probability tables (CPT). An
example CPT for f! is given in Fig. 7b, which shows that the
occurrence of both cause events yields the highest failure prob-
ability at e;. We train the DBN structure and parameters auto-
matically from past failure traces.

The independence assumption of Bayesian networks
states that a variable is conditionally independent of its
non-descendants, given its parents. This allows us to factor-
ize the joint distribution of a set of variables by conditioning
each variable only on its parents in the DBN. Accordingly,
the inner intersection in Equation (14) can be estimated as,

AR

pepar(fi,)

Pr(ﬂ fk> =I[Pr| £

keD keD

Here, par() is a function that returns the parents of an
event in the DBN (i.e., its causes). Since all these conditional

2 fA[Pr(fD) Pr(=fh)

T T/ 0.10 0.90
T F| 0.08 0.92
F T\ 0.06 0.94
F F| 005 0.95

(a) Structure (b) Parameters

Fig. 7. An example dynamic Bayesian network for three edge nodes.

properties are already available in the corresponding CPTs,
estimation of the JFP reduces to a series of arithmetic opera-
tions assuming the DBN is already trained offline.

5.3 Complexity Analysis

We describe now the complexity of two optimization stages.
Stage-1 is based on NSGA-II metaheuristics, whose com-
plexity is determined by three parameters: number of itera-
tions maxlter, the number of objectives, and the complexity
of a single iteration. The complexity of a single iteration
depends on the complexity of each phase. First, the genera-
tion of the initial population is performed by randomly set-
ting to 1 different bits of each solution. Solutions have size
|Lc|, and p solutions are generated, giving a complexity of
O(p - |L.]). Crossover operator generates p new solutions,
selecting two solutions and combining them using a uni-
form crossover, whose complexity is O(|L,|). Since the selec-
tion of parents is performed p times, the complexity of
crossover phase is O(p-p- |L.|) = O(|L,| - p*). Concerning
the mutation phase, the bit flip requires O(1), and it is per-
formed at most p times, therefore complexity is O(p).
Finally, selection can be considered as a sorting of set
FOrer UFL ..., whose size is 2p, therefore its complexity
accounts for O(p - log p), assuming that we use quicksort as
sorting algorithm. Since the highest term is O(p?), we con-
sider each iteration to have a O(p?) complexity. Since we
consider two objectives, this brings us to the final complex-
ity of O(2 - mazIter - populationSize?).

Stage-2 iterates over solutions that include exactly one
node from each neighborhood. The sizes of the neighbor-
hoods increase by 6d hexagons at each iteration d so the size
at iteration d is 3d(d + 1). Therefore, the number of aug-
mented solutions originating from a candidate solution S
can be computed as in Equation (17). Accordingly, the
worst-case time complexity of Algorithm 3 is O(d?1).

an

S| S| 15|
1T ('N”) =[] 1Vl =] ] 3d(d +1).
1 k=1 k=1

k=1

6 EXPERIMENTAL SETUP

We make use of real traffic light locations in Vienna [13]
to simulate the above-described WSN. The dataset cont-
ains records for 1,369 traffic lights illustrated in Fig. 1.
For each location, we deploy two camera sensors, as in
InTraSafEd5G motivational use cases, and at most
one EN, according to results of the ARES method. Our
evaluation is performed through simulations. After investi-
gating different edge simulators such as iFogSim [25] and
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TABLE 3
Hardware Configuration
necl CPU MIPS
c-* 64 15
e-* 4 2

EdgeCloudSim [26], we based our simulation on SLEIP-
NIR,®> described in [18]. SLEIPNIR simulator runs on
Apache Spark, which allows it to easily scale according to
underlying computational resources. Moreover, it provides
validated models for edge/cloud infrastructure. We extend
this version by adding support for (1) IoT devices, (2) edge
provisioning, and (3) reliability models. For the multi-
objective optimization algorithms, we employed JMetal
v5 library [27], the de-facto standard for multi-objective
metaheuristics.

6.1 Computational Nodes

We assume that the CPU and MIPS of computational edge
nodes do not change at each run of the simulation. This is
because, in real-world scenarios, the hardware configura-
tion of computational nodes changes rarely during one sin-
gle application execution. We assume that ENs have less
capabilities than cloud nodes [28]. The hardware specifica-
tions and hardware resources cost for each node are shown
in Table 3.

Energy consumption of computational nodes for the
Equations (7), (8), (9), (10), and (11), are given in Table 4. For
the values of U, (1, 7), we use a uniform distribution. We
simulate computational load using traces coming from our
InTraSafEJ5G use case. Traces include execution time for
object detection using MobileNet-SSDv2 on each frame.

6.2 Network Infrastructure

Due to the unreliability of connections in WSN, we need to
accurately model the unreliable connections between sen-
sors and computational nodes. We model latency(s,n) and
bw(s,n) as random variables. The distribution of
latency(s,n) and bw(s,n) depends on the connection avail-
able between s and n. We assume that two different connec-
tions are available: 3G and WiFi. The availability of
connection is determined by wi fi,, uniform random vari-
able. If both are available during the execution, the one with
the lowest latency is selected. Probability distributions are
defined in [29] and summarized in Table 5. latency(s,n) =
oo and bw(s,n) = 0 means that no connection is available.
Coefficients are summarized in Table 4, where y;,, K3, and
Yuwifi» Kuwigi Tefer, respectively, to y,., and K, when using a
3G or WiFi. Data transfer size is modeled by an exponential
random variable whose A parameter is set to Imb, which is
the average size of frames captured by cameras.

6.3 Node Failures

To the best of our knowledge, there does not exist an edge
computing reliability data set that is available to the
research community at present. This is because of not only
the novelty of the technology, but also the obstacles to

3. https://github.com/vindem/sleipnir

TABLE 4
Energy Coefficients for Equations (7),
(8), (9), (10), and (11), from [19]

Coefficient Value
o 5.29
B 0.68
Y39 0.025¢ — 6
K, 3.5¢ — 6
Vi fi 0.007¢ — 6
Kuwifi 5.9¢ — 6
Piae 501
maxr 840
thr(n) 0.12

making workload traces of commercial systems publicly
available, such as competitive concerns, privacy obligations,
and hardness of data anonymization [30]. However, failure
characteristics of the edge infrastructure is not entirely dif-
ferent from that of other widely distributed and virtualized
computing systems [8], for which failure data sets are avail-
able. Among various deployment strategies for edge com-
puting, we focus on the most widely distributed case of
employing end devices. Therefore, we utilize failure traces
of UC Berkeley SETI@home volunteer computing project
[31] collected from 226,208 personal computers between
April 1, 2007 and January 1, 2009. This data set models an
edge infrastructure that is formed by devices with high
churn and low reliability as expected from a cost-efficient,
large-scale urban deployment. We assume that the service is
available unless more than 20 percent of the deployed nodes
are in failure (i.e., m = 4n) as defined in Equation (14).

6.4 Baseline Algorithms
ARES Stage-1 Only (STG1) estimates the Pareto front as
described in Section 5.1 upon transmission time and energy
consumption. Among the candidate solutions on the front,
the one with the highest expected reliability is chosen by
executing only the iteration-0 of the stage-2. The candidate
solutions are not augmented so as to improve reliability.

Joint Failure Probability (JFP), on the other hand, focuses
solely on reliability. We compare ARES to the JFP algorithm
from previous work [8], which computes the smallest subset
of edge nodes that are expected to satisfy a given reliability
requirement (i.e., 99.8 percent). This baseline ignores trans-
mission time and energy consumption.

Three-Objective Optimization (30B]) enhances stage-1 of
ARES with a third objective that is the expected marginal

TABLE 5
Network Availability Distribution
Connection Availability QoS profile Probability
Latency Bandwidth
(ms) (Mbps)
3G 0.75 54 7.2 0.9957
00 0 0.043
WiFi 0.25 15 32 0.9
15 4 0.09
00 0 0.01
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Fig. 8. Distance from pareto versus reliability.

reliability of edge nodes. Thus, this baseline assumes inde-
pendent failures similar to how reliability is handled in pre-
vious work [32] along with two other objectives. For our
comparison, we select the best solution for each objective on
the Pareto-Front computed by the algorithm and compare it
with the ARES solution.

Facility Location Problem (FLP) is a single-objective algo-
rithm aiming at minimizing energy consumption without
considering latency and reliability. It finds the optimal set
of nodes that minimize total energy consumption. FLP is
implemented as an integer linear programming problem,
following the description in [33], using the ECOS BB
solver [34] implemented using Python 3.5 CVXPY module.

7 NUMERICAL RESULTS

7.1 Trade-Off Evaluation

In the first part of the evaluation, we provide an empirical anal-
ysis of the trade-off between the two stages of ARES. Figure 8
demonstrates the mean distance of the solutions from the
stage-1 Pareto front with 99.9 percent confidence interval (CI)
as the required reliability in the service level agreement (SLA)
increases logarithmically. Here, distance corresponds to the
variable d in Algorithm 3. 90 percent SLA can always be
achieved without augmenting the solutions from stage-1
(d = 0). This is also true with 99 percent SLA for the most solu-
tions (d = 0.53 £ 0.33). As expected, stage-2 explores farther
nodes to satisfy higher reliability requirements. Note that, 8 of
the 100 trials did not reach 5 nines (99.999 percent) availability
and thus are not taken into account for the last data point,
which explains the flattening of the curve.

Increasing the distance causes higher energy consump-
tion and longer transmission time as Figures 9 and 10 show.
(I is also significantly larger because the augmentation of
Pareto-optimal solutions results in an arbitrary impact on
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90 99 99.9 99.99 99.999
Reliability SLA (%)

Fig. 9. Energy consumption versus reliability.
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Fig. 10. Transmission time versus reliability.

these two metrics. However, the impact is limited even in the
worst case. Mean transmission time with 5 nines reliability is
9.27 percent longer than the shortest possible on the Pareto-
front and mean energy consumption is only 1.47 percent
higher than the lowest. Depending on the criticality of the
service, the provider might opt for lower reliability values to
further reduce the impact. For instance, 4 nines can be
achieved with less than 5 percent time and 1 percent energy
deterioration.

7.2 Convergence Analysis

Convergence of Stage-1: We check how Pareto-front calcu-
lated in stage-1 converges to the optimal Pareto front by
gradually increase iteration number by 50, starting from
100. We use Hypervolume [35] as a quality indicator, as it is
considered a measure of convergence and diversity of the
whole Pareto front. The results of this evaluation are sum-
marized in Figure 11. They show that after 300 iterations,
increasing the number of iterations does not significantly
improve Hypervolume, regardless of the additional time
spent by the algorithm (see Figure 12), therefore we select
300 as iteration number as given in Table 2.

Convergence of Stage-2: We analyze the convergence to
100 percent treliability in terms of stage-2 iterations (i.e.,
line 8 in Algorithm 3). Figure 13 shows the mean service
availability achieved in 100 executions of stage-2 from dif-
ferent inputs from stage-1. Here, the shaded areas indicate
99.9 percent CI of the results. As the number of maximum
allowed iterations (d,,,,) increases, both mean service time
and confidence interval improve. The trend is strictly
increasing, showing that on average every additional itera-
tion yields better reliability than the previous one. Original
solutions on the Pareto front (iteration-0) suffer 0.7 percent
unavailability on average, yet it is possible to achieve 3
nines of availability (0.01 percent unavailability) only
after 5 iterations or cloud-grade 5 nines of availability after
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&
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Fig. 11. Hypervolume versus number of iterations.
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Fig. 12. Time versus number of iterations.

10 iterations. Each iteration of stage-2 takes sub-second time
on an Intel Xeon E5-2650 processor.

7.3 Comparative Evaluation

We compare the performance of ARES to the baseline algo-
rithms described in Section 6.4 with respect to the energy-
efficiency, transmission time, and fault-tolerance. Addition-
ally, three different iteration lengths of the ARES stage-2 are
evaluated to demonstrate its flexibility. We first direct our
attention to the comparison of energy efficiency based on
Figures 14, 15, and 16, which respectively compare total
energy consumption (Equation (12)), energy consumption
per data transmission (Equation (11)), and the number of
the ENs provisioned by each algorithm. All results are
accompanied by the 99.9 percent CI. Here, FLP acts as a
baseline that represents minimum possible energy con-
sumption to assess how close the algorithms are to the opti-
mum energy efficiency.

ARES is allowed to explore ENs farther from the stage-1
solution at each iteration of the stage-2. Therefore, Pareto
optimal locations gradually drift resulting in a slightly
higher total and per transmission energy consumption. The
increase from three- to seven- iteration versions are 1.4 and
6.6 percent for the two metrics, respectively. We also
observe that total energy consumption with ARES is only
between 4.5 to 6.0 percent higher than the optimum (FLP).
Since augmentation at each iteration can only replace the
ENs with their neighbors and cannot add or remove nodes,
the number of provisioned nodes does not change in ARES.

30B]J and STG1 achieve comparable total consumption to
the five- and three-iteration versions of ARES, respectively.
The differences are within the 99.9 percent CI in Figure 14.
The other two results of STG1 are also similar to three-itera-
tion ARES. This shows that reliability optimization at stage-2
does not cause a significant deterioration in energy efficiency,
especially with few iterations. 30BJ, on the other hand,
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Fig. 14. Total daily energy consumption.

IEEE TRANSACTIONS ON SUSTAINABLE COMPUTING, VOL. 7, NO. 4, OCTOBER-DECEMBER 2022

100
99.9
99.8
99.7
99.6
99.5
99.4
99.3
99.2
99.1

99

[

4 nines 5 nines

}

3 nines

< 2nines

Availability (%)

012345678910
Stage-2 Iterations

Fig. 13. Reliability versus number of iterations.

provisions 2.8 fewer ENs on average than ARES. This is not
reflected in total energy consumption because consumption
per transmission is 2.7 percent higher. The inclusion of the
third objective (reliability) results in a slight (0.5 percent)
increase in energy consumption with respect to STG1.

JEP outperforms all algorithms except energy-optimum
FLP in mean cumulative energy consumption (Figure 14)
because it provisions fewer (but more reliable) ENs. How-
ever, Cl is comparatively very large, which indicates ran-
domness in its energy efficiency performance. The reason is,
JEP ignores the location of provisioned nodes, which also
affects the energy consumption due to communication dis-
tance. This is clear in the per transmission results where it
has the worst performance and again large CI.

We consider fault-tolerance and transmission time in Fig-
ures 17 and 18, respectively. In line with the energy-effi-
ciency results, ARES suffers from a slight increase in
transmission time (7.8 percent from 3 to 7 iterations) but
achieves significant improvement in fault-tolerance (almost
25 times less unavailability) as more iterations are run. JFP
successfully finds provisionings with the targeted level of
availability (i.e., 99.8 percent) with low variance. However,
this results in substantially higher latency (34.3 percent
higher than ARES on average). Five and seven iteration ver-
sions of ARES achieve both higher reliability and lower
latency than JFP.

The transmission time of STGI, as its energy consump-
tion, is comparable to three-iteration ARES, however, its
unavailability is 2.7 times higher. Moreover, five- and
seven-iteration versions of ARES outperform STG1 by 6 and
65 times in terms of unavailability at the cost of a marginal
increase in responsiveness and energy-efficiency. Therefore,
we conclude that simply choosing the most reliable solution
on the Pareto front is not sufficient and solution augmenta-
tion (stage-2) is imperative. FLP has higher unavailability
than STG1 because it provisions significantly fewer ENSs.

ARES with 3 Stage-2
Iterations

I ARES with 5 Stage-2
Iterations & Baselines
ARES with 7 Stage-2
Iterations
99.9% Confidence Interval
of 100 Observations
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Fig. 15. Per transmission energy consumption.

In contrast to energy-efficiency results, 30B]J outperforms
STG1 in transmission time with 18.2 percent less latency.
This is because 30B]J solutions contain more ENs than the
STGI1 ones, in order to satisfy the reliability trade-off that is
not considered in STGI. In terms of fault-tolerance, on the
other hand, the inclusion of the third objective results in
40 percent less unavailability than STG1. However, even
this improved reliability value is at least two times higher
than those of JFP and ARES because 30BJ only evaluates
marginal failure probabilities and ignores the failure depen-
dencies between edge nodes. The results clearly show that
correlated failures play an important role in the reliability of
edge provisioning,.

8 RELATED WORK

A two-stage optimization method coding is defined in [36],
considering as objectives latency, reliability, and storage
size. The method, however, targets erasure coding, and it is
focused on Cloud resources rather than ENs. More similar
to our work, [37] focuses on optimization of ENs resource
allocation, considering as parameters QoS and reliability,
without considering energy. In [18], the authors focused on
multi-objective offline provisioning, focusing on energy and
cost efficiency rather than on reliability. Resource manage-
ment on ENs has been extensively discussed by [29], [32],
[38], [39], focusing more on the application and user per-
spective than on the provider side. From the WSN sides,
several optimization methods have been proposed, either
on the side of routing [40] or for the base stations provision-
ing in mobile cellular networks [16], without considering
energy efficiency and reliability of data processing.
Although essential for its success, failure resilience in
edge computing is still an open issue [41]. An early discus-
sion of reliability challenges in fog computing is presented
in [42]. However, few attempts are made to address these
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Fig. 17. Service reliability level.

challenges. Aral and Brandic introduce a technique that
exploits causal relationships between different types of fail-
ure and channel all QoS related parameters through VM
availability [43], [44]. Nebula [38], an edge-based computa-
tion and storage architecture, handles fault-tolerance of
compute nodes via re-execution. Although data is repli-
cated, availability is not a factor in replica site selection.
Cloud visitation platform [45], which copes with the hard-
ware heterogeneity problem in federated clouds and fog via
hardware awareness, solves failure resilience only at the
local level. When a server fails, deployed applications are
migrated to another one, possibly in a different node. Car-
dellini et al. [39] extend well known distributed stream pro-
cessor, Apache Storm, by adding QoS awareness capability.
The proposed scheduler chooses resources based on latency
as well as utilization and availability. Here, the recent avail-
ability of nodes is used instead of predicting future avail-
ability. FogStore [46], a distributed data store, handles
replica and consistency management. As only data blocks
are replicated, the focus of this work is on read and write
latency. Recently, a recovery scheme for edge computing
failures is proposed in [47]. However, only the failures that
are caused by overloaded resources are considered. Traffic
data is monitored to detect such nodes and their load is dis-
tributed. Odin platform [48] is a practical application of
fault-tolerance for distributed servers. It detects failures and
creates backups in CDNE.

The problem of energy-efficiency in WSN has been dis-
cussed by [49], mostly from the network side and not from
the data analytics side. The advantage of combining edge
analytics and WSN is discussed in [50], [51], [52], without
considering fault-tolerance and energy-efficiency. In [53],
authors discuss a clustering algorithm using ENs to foster
uniform energy utilization over the WSN, while in [40]
the problem is discussed from the point of view of rout-
ing inside the network. Provisioning of ENs considering
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analytics workload and energy-efficiency among different
objectives is discussed in [18], but in the context of mobile
offloading. Conversely, [54] focuses on the energy-efficiency
and fairness of processing applications in mobile WSN. In
the context of industrial WSN, [55] proposes the use of fog
computing to achieve energy-efficiency.

9 CONCLUSION AND FUTURE WORK

In this work, we propose ARES, a two-stage optimization
method for offline provisioning of ENs. In the first stage,
ARES uses NSGA-II multi-objective metaheuristic to
obtain a set of trade-off solutions for transmission time
and energy consumption; then, in the second stage, it
improves the solutions obtained in the first stage to
achieve the desired level of reliability. By means of this
two-stage optimization, ARES is capable of achieving sus-
tainable and reliable provisioning of ENs in an urban
area combining the reliability benefits of considering cor-
related failures with energy and transmission time opti-
mization. We evaluate the results of our method in
comparison to four state-of-the-art provisioning algo-
rithms using data coming from a real-world setting. The
results show that ARES is capable of achieving a better
trade-off between transmission time, energy consump-
tion, and reliability in a significantly shorter time.

As future work, we plan to include more coordination
and concurrency between the two stages, in order to further
reduce execution time. Additionally, we plan to minimize
the number of additional edge node provisionings and sus-
pensions during re-optimization after some changes in envi-
ronmental conditions. Finally, we plan to evaluate ARES in
an online setting and improve it accordingly.

ACKNOWLEDGMENTS

This work was supported in part by the Rucon project (Run-
time Control in Multi Clouds), Austrian Science Fund (FWF):
Y904-N31 START-Programm 2015, and 5G Use Case Challenge
InTraSafEd 5G (Increasing Traffic Safety with Edge and 5G)
funded by the City of Vienna. Atakan Aral and Vincenzo De
Maio contributed equally to this work and are first co-authors.

REFERENCES

[1] R. Taylor, D. Baron, and D. Schmidt, “The world in 2025 - predic-
tions for the next ten years,” in Proc. 10th Int. Microsystems,
Packag., Assem. Circuits Technol. Conf., 2015, pp. 192-195.

[2] J. Yick, B. Mukherjee, and D. Ghosal, “Wireless sensor network
survey,” Comput. Netw., vol. 52, no. 12, pp. 2292-2330, 2008.

[3] K. Piotrowski, P. Langendoerfer, and S. Peter, “How public key
cryptography influences wireless sensor node lifetime,” in Proc.
ACM Workshop Secur. Adhoc Sensor Netw., 2006, pp. 169-176.

[4] A.Li X. Yang, S. Kandula, and M. Zhang, “Cloudcmp: Compar-
ing public cloud providers,” in Proc. ACM SIGCOMM Conf. Inter-
net Meas., 2010, pp. 1-14.

[5] J. Gama and M. M. Gaber, Learning From Data Streams: Processing
Techniques in Sensor Networks. Berlin, Germany: Springer, 2007.

[6] A. Sorniotti, L. Gomez, K. Wrona, and L. Odorico, “Secure and
trusted in-network data processing in wireless sensor networks,”
J. Inf. Assurance and Secur., vol. 2, no. 3, pp. 189-199, 2007.

[7] M. Satyanarayanan, “The emergence of edge computing,” Com-
puter, vol. 50, no. 1, pp. 30-39, 2017.

[8] A. Aral and I Brandic, “Dependency mining for service
resilience at the edge,” in Proc. IEEE/ACM Symp. Edge Comput.,
2018, pp. 228-242.

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

IEEE TRANSACTIONS ON SUSTAINABLE COMPUTING, VOL. 7, NO. 4, OCTOBER-DECEMBER 2022

I. F. Akyildiz, W. Su, Y. Sankarasubramaniam, and E. Cayirci, “A
survey on sensor networks,” IEEE Commun. Magazine, vol. 40,
no. 8, pp. 102-114, Aug. 2002.

H. Yan, H. Huo, Y. Xu, and M. Gidlund, “Wireless sensor network
based e-health system,” IEEE Trans. Consum. Electron., vol. 56,
no. 4, pp. 2288-2295, Nov. 2010.

D. Chen, Z. Liu, L. Wang, M. Dou, ]. Chen, and H. Li, “Natural
disaster monitoring with wireless sensor networks: A case study
of data-intensive applications upon low-cost scalable systems,”
Mobile Netw. Appl., vol. 18, pp. 651-663, 2013.

G. S. Menon, M. V. Ramesh, and P. Divya, “A low cost WSN for
water quality monitoring in natural water bodies,” in Proc. IEEE
Global Humanitarian Technol. Conf., 2017, pp. 1-8.

Vienna Municipal Department 33, “Traffic lights with/without
audible signal devices in Vienna,” 2019, Open Data A-sterreich.
[Online]. Available: https:/ /www.data.gv.at/

S. B. Letaifa, “How to strategize smart cities: Revealing the smart
model,” J. Bus. Res., vol. 68, no. 7, pp. 1414-1419, 2015.

S. Fu and C.-Z. Xu, “Exploring event correlation for failure predic-
tion in coalitions of clusters,” in Proc. ACM/IEEE Conf. Supercom-
puting, 2007, Art. no. 41.

S. Govindasamy and I. Bergel, “Uplink performance of multi-
antenna cellular networks with co-operative base stations and
user-centric clustering,” IEEE Trans. Wireless Commun., vol. 17,
no. 4, pp. 2703-2717, Apr. 2018.

C. Pahl, S. Helmer, L. Miori, J. Sanin, and B. Lee, “A container-
based edge cloud PaaS architecture based on raspberry Pi
clusters,” in Proc. IEEE Int. Conf. Future Internet of Things Cloud
Workshops, 2016, pp. 117-124.

V. De Maio and L. Brandic, “Multi-objective mobile edge provi-
sioning in small cell clouds,” in Proc. ACM/SPEC Int. Conf.
Perform. Eng., 2019, pp. 127-138.

V. De Maio, G. Kecskemeti, and R. Prodan, “An improved model
for live migration in data centre simulators,” in Proc. Int. ACM
Conf. Utility Cloud Comput., 2016, pp. 108-117.

K. Deb, A. Pratap, S. Agarwal, and T. Meyarivan, “A fast and elit-
ist multiobjective genetic algorithm: NSGA-II,” IEEE Trans. Evol.
Comput., vol. 6, no. 2, pp. 182-197, Apr. 2002.

H. M. Fard, R. Prodan, and T. Fahringer, “Multi-objective list
scheduling of workflow applications in distributed computing
infrastructures,” J. Parallel Distrib. Comput., vol. 74, no. 3,
pp. 21522165, 2014.

J. Hao, Z. Jin-Hua, and C. L. Jun, “Multi-objective particle swarm
optimization algorithm based on enhanced e-dominance,” in Proc.
IEEE Int. Conf. Eng. Intell. Syst., 2006, pp. 1-5.

C. Zambrano-Vega, A. J. Nebro, J. Garcia-Nieto, and J. F. A. Montes,
“Comparing multi-objective metaheuristics for solving a three-objec-
tive formulation of multiple sequence alignment,” Progress Artif.
Intell., vol. 6, pp. 195-210, 2017.

N. Friedman, K. Murphy, and S. Russell, “Learning the structure
of dynamic probabilistic networks,” in Proc. Conf. Uncertainty
Artif. Intell., 1998, pp. 139-147.

H. Gupta, A. V. Dastjerdi, S. K. Ghosh, and R. Buyya, “iFogSim: A
toolkit for modeling and simulation of resource management
techniques in internet of things, edge and fog computing environ-
ments,” Softw., Pract. Exp., vol. 47, no. 9, pp. 1275-1296, 2017.
[Online]. Available: https://doi.org/10.1002/spe.2509

C. Sonmez, A. Ozgovde, and C. Ersoy, “EdgeCloudSim: An envi-
ronment for performance evaluation of edge computing systems,”
in Proc. Int. Conf. Fog Mobile Edge Comput., 2017, pp. 39-44.

J. J. Durillo and A. J. Nebro, “jMetal: A java framework for
multi-objective optimization,” Adv. Eng. Softw., vol. 42, no. 10,
pp. 760-771, 2011.

F. Bonomi, R. Milito, ]J. Zhu, and S. Addepalli, “Fog computing
and its role in the internet of things,” in Proc. Workshop Mobile
Cloud Comput., 2012, pp. 13-16.

A. Brogi, S. Forti, and A. Ibrahim, “How to best deploy your fog
applications, probably,” in Proc. IEEE Int. Conf. Fog Edge Comput.,
2017, pp. 105-114.

C. Reiss, ]. Wilkes, and J. L. Hellerstein, “Obfuscatory obscantur-
ism: Making workload traces of commercially-sensitive systems
safe to release,” in Proc. IEEE Netw. Operations Manage. Symp.,
2012, pp. 1279-1286.

B. Javadi, D. Kondo, J. Vincent, and D. Anderson, “Mining for sta-
tistical availability models in large-scale distributed systems: An
empirical study of SETI@home,” in Proc. ACM Int. Symp. Model-
ling Anal. Simul. Comput. Telecomm. Syst., 2009, pp. 1-10.


https://www.data.gv.at/
https://doi.org/10.1002/spe.2509

ARAL ETAL.: ARES: RELIABLE AND SUSTAINABLE EDGE PROVISIONING FOR WIRELESS SENSOR NETWORKS 773

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

[48]

[49]

[50]

[51]

[52]

[53]

[54]

[55]

V. De Maio and D. Kimovski, “Multi-objective scheduling of
extreme data scientific workflows in fog,” Future Gener. Comput.
Syst., vol. 106, pp. 171-184, 2020.

A. Aral and T. Ovatman, “A decentralized replica placement algo-
rithm for edge computing,” IEEE Trans. Netw. Service Manage.,
vol. 15, no. 2, pp. 516-529, Jun. 2018.

A. Domabhidi, E. Chu, and S. Boyd, “ECOS: An socp solver for
embedded systems,” in Proc. IEEE Eur. Control Conf., 2013,
pp- 3071-3076.

L. While, P. Hingston, L. Barone, and S. Huband, “A faster algo-
rithm for calculating hypervolume,” IEEE Trans. Evol. Comput.,
vol. 10, no. 1, pp. 29-38, Feb. 2006.

N. Saurabh, D. Kimovski, F. Gaetano, and R. Prodan, “A two-
stage multi-objective optimization of erasure coding in overlay
networks,” in Proc. IEEE[ACM Int. Symp. Cluster Cloud Grid Com-
put., 2017, pp. 150-159.

H. Sun, H. Yu, G. Fan, and L. Chen, “QoS-aware task placement
with fault-tolerance in the edge-cloud,” IEEE Access, vol. §,
pp- 77987-78003, 2020.

M. Ryden, K. Oh, A. Chandra, and J. Weissman, “Nebula: Distrib-
uted edge cloud for data intensive computing,” in Proc. IEEE Int.
Conf. Cloud Eng., 2014, pp. 57-66.

V. Cardellini, V. Grassi, F. L. Presti, and M. Nardelli, “On QoS-
aware scheduling of data stream applications over fog computing
infrastructures,” in Proc. IEEE Symp. Comput. Commun., 2015,
pp. 271-276.

C. Walker and A. Al-Anbuky, “LED-WSN: Light weight edge
computed dynamic wireless sensor network routing protocol,” in
Proc. Int. Telecommun. Netw. Appl. Conf., 2017, pp. 1-8.

R. Roman, J. Lopez, and M. Mambo, “Mobile edge computing, fog
et al., A survey and analysis of security threats and challenges,”
Future Gener. Comput. Syst., vol. 78, pp. 680-698, 2018.

H. Madsen, B. Burtschy, G. Albeanu, and F. Popentiu-Vladicescu,
“Reliability in the utility computing era: Towards reliable fog
computing,” in Proc. IEEE Int. Conf. Syst. Signals Image Process.,
2013, pp. 43—46.

A. Aral and I. Brandic, “Quality of service channelling for latency
sensitive edge applications,” in Proc. IEEE Int. Conf. Edge Comput.,
2017, pp. 166-173.

A. Aral and I. Brandic, “Learning spatiotemporal failure depen-
dencies for resilient edge computing services,” IEEE Trans. Parallel
Distrib. Syst., vol. 32, no. 7, Jul. 2021.

M. Zhanikeev, “A cloud visitation platform to facilitate cloud fed-
eration and fog comp,” Computer, vol. 48, no. 5, pp. 80-83, 2015.

R. Mayer, H. Gupta, E. Saurez, and U. Ramachandran, “Fogstore:
Toward a distributed data store for fog computing,” in Proc. IEEE
Fog World Congr., 2017, pp. 1-6.

D. Satria, D. Park, and M. Jo, “Recovery for overloaded mobile edge
computing,” Future Gener. Comput. Syst., vol. 70, pp. 138-147, 2017.
M. Calder et al., “Odin: Microsoft’s scalable fault-tolerant CDN
measurement system,” in Proc. USENIX Symp. Netw. Syst. Des.
Implementation, 2018, pp. 501-517.

T. Rault, A. Bouabdallah, and Y. Challal, “Energy efficiency in
wireless sensor networks: A top-down survey,” Comput. Netw.,
vol. 67, pp. 104-122, 2014.

K. Bhargava, S. Ivanov, W. Donnelly, and C. Kulatunga, “Using
edge analytics to improve data collection in precision dairy farm-
ing,” in Proc. IEEE Conf. Local Comput. Netw. Workshops, 2016,
pp. 137-144.

K. Bhargava, S. Ivanov, D. McSweeney, and W. Donnelly,
“Leveraging fog analytics for context-aware sensing in coopera-
tive wireless sensor networks,” ACM Trans. Sensor Netw., vol. 15,
no. 2, pp. 1-35, 2019.

S. Yang, “IoT stream processing and analytics in the fog,” IEEE
Commun. Magazine, vol. 55, no. 8, pp. 21-27, Aug. 2017.

M. Venkateswarlu, A. Kandasamy, and K. Chandrasekaran,
“An energy-efficient clustering algorithm for edge-based wireless
sensor networks,” Procedia Comput. Sci., vol. 89, pp. 7-16, 2016.

Z. Sheng, C. Mahapatra, V. M. Leung, M. Chen, and P. Sahu,
“Energy efficient cooperative computing in mobile WSNs,” IEEE
Trans. Cloud Comput., vol. 6, no. 1, pp. 114-126, First quarter 2018.
K. Suto, H. Nishiyama, N. Kato, and C. Huang, “An energy-
efficient and delay-aware wireless computing system for indus-
trial WSNs,” IEEE Access, vol. 3, pp. 1026-1035, 2015.

Atakan Aral received the dual MSc degree in
computer science and engineering from the Poli-
tecnico di Milano, in 2011, and Istanbul Technical
University (ITU), in 2012, and the PhD degree in
computer engineering from ITU, in 2016. He is
currently a postdoctoral research fellow with the
Vienna University of Technology. His research
interests include resource management for geo-
distributed and virtualized computing systems
such as intercloud and edge computing, as well
as optimization of the edge computing architec-
ture for Al services.

Vincenzo De Maio received the PhD from the
University of Innsbruck, Austria, in 2016. His
research interests include parallel and distributed
systems comprises energy-aware cloud comput-
ing and scheduling. Since 2017, he is a postdoc-
toral researcher at the Institute of Information
Systems Engineering of the Vienna University
of Technology. He authored different conference
and journal publications on the topic of energy
efficiency and modeling for cloud and edge
computing.

lvona Brandic received the PhD degree from the
Vienna University of Technology, in 2007. She is
currently a professor at the Vienna University of
Technology. In 2015, she was awarded the FWF
START prize, the highest Austrian award for early
career researchers. In 2017, she received the
Distinguished Young Scientist Award from the
Vienna University of Technology for her project
on the Holistic Energy Efficient Hybrid Clouds.
Her main research interests include cloud com-
puting, large scale distributed systems, energy
efficiency, quality of service, and autonomic
computing.

> For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/csdl.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


