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Abstract—The wireless networks beyond the fifth generation (5G) are envisioned to be the platform that will support a vast amount of

diversified data-driven applications with stringent requirements in terms of computational accuracy, delay, and energy efficiency. The

fulfillment of this objective can be achieved by the convergence of communication and computing networks, enabling the exploitation of

edge computing resources and the joint orchestration of the corresponding resources. Mobile edge computing (MEC), which refers to

the use of edge serves for offloading tasks from mobile devices, is a particularly promising approach to provide the required

computational performance for emerging internet-of-things applications, such as the smart grids, smart industry, healthcare, and smart

farming. In this work, we propose the use of an advanced multiple access technique and its joint design with adaptive task offloading, in

order to reduce delay and energy consumption. More specifically, the use of generalized hybrid orthogonal/non-orthogonal multiple

access (OMA/NOMA) for MEC is introduced, which is theoretically superior to other alternatives from the existing literature. In more

detail, the proposed scheme is based on the joint utilization of dynamic user scheduling among OMA/NOMA phases and variable

decoding order during the successive interference cancellation in NOMA phase. Also, the system’s orchestration is optimized for both

full and partial task offloading. Specifically, in full offloading scenario, the user scheduling, time allocation, and power control are jointly

optimized. Regarding partial offloading, the computational resources, i.e., the clock speed of the local processors and the number of

offloaded bits, are jointly optimized with the communication resources, taking into account the constraint of the energy that is consumed

for both local processing and task offloading, which is particularly challenging due to the non-convex nature of the corresponding

optimization problem. All optimization problems are efficiently solved by either using closed-form solutions that provide useful insights

or low-complexity algorithms. Finally, simulation results demonstrate the effectiveness of the proposed techniques and provide useful

insights on the system’s performance, in terms of average delay and energy consumption.

Index Terms—Mobile edge computing, task offloading, energy consumption, delay, multiple access

Ç

1 INTRODUCTION

THE main objective for both industry and academia
regarding wireless networks beyond the fifth generation

(5G) is to increase the networks’ capabilities to serve a mas-
sive amount of diversified mobile applications. Relative
examples could be several emerging applications supported
by artificial intelligence, such as smart grids, manufactur-
ing, transportation, healthcare, and smart farming [1], [2].
To this direction, the convergence of communication and
computing networks is envisioned, taking into account the
trade-off among computational accuracy, delay, and

efficient use of available energy [3]. This framework is based
on programmable and flexible architectures, which are
mainly based on edge-centric computing, network function
virtualization, and software defined networking [4], [5]. It
deserves to be mentioned that edge-centric computing is
one of the key technologies for the next generation internet-
of-things (IoT) [6]. Making data computation distributed
and data governance decentralized can offer important
advantages, mainly in terms of energy efficiency, delay, reli-
ability, and privacy.

A promising approach for facilitating the convergence
between wireless communication and computing is mobile
edge computing (MEC). The concept of MEC was first pro-
posed by the European Telecommunications Standard Insti-
tute (ETSI) in 2014, and was defined as a new platform that
“provides information technology and cloud computing
capabilities within the Radio Access Network (RAN) in
close proximity to mobile subscribers” [7]. The original defi-
nition of MEC refers to the use of base stations (BSs) for off-
loading computation tasks from mobile devices [8].
Emerging applications supported by artificial intelligence
demand low-latency and energy-efficient computing, while
MEC can substantially contribute to fulfilling this require-
ment [9]. Since mobile devices have limited computational
and energy resources, they may not be capable of complet-
ing computationally intensive tasks in the required
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deadline. To this end, MEC aims to employ computing facil-
ities at the edge of mobile networks, enabling mobile devi-
ces to offload their computation tasks in this edge server
[10], [11], [12], [13]. The efficient use of MEC depends on
two interrelated factors, namely the utilized multiple access
protocol and the efficient use of the computational and com-
munication resources [14], [15], [16]. Hence, their joint opti-
mization can lead to substantial improvement of the overall
performance, e.g., in terms of delay or energy consumption.

1.1 State-of-the-Art & Motivation

Energy sustainability of MEC can be improved by using
non-orthogonal multiple access (NOMA), which has been
recognized as an important technique for future wireless
networks [17]. Several different forms of NOMA have been
proposed, such as power-domain NOMA, multicarrier
NOMA, distributed uplink NOMA, sparse code multiple
access, pattern division multiple access, etc. However, all of
them are based on the same key concept, according to which
more than one users are served in each orthogonal resource
block, e.g., a time slot, a frequency channel, a spreading
code, or an orthogonal spatial degree of freedom [17], [18],
[19], [20]. Thus, in contrast to orthogonal multiple access
(OMA), e.g., time/frequency/code division multiple access,
where users that belong to the same cell are served by using
different resource blocks in order to avoid interference,
NOMA does not try to eliminate intra-cell interference. This
approach, if carefully designed and optimized, has the
potential to increase spectral efficiency and connectivity,
with the latter being crucial in IoT applications [17], [18],
[19]. These advantages are mainly due to the fact that
NOMA avoids the exclusive use of resource blocks by users
with poor channel conditions [18].

Among the different forms of NOMA, power-domain
NOMA has received considerable attention due to its poten-
tial to achieve the capacity of the broadcast and multiple
access channel, which correspond to downlink and uplink,
respectively [18], [21]. This technique is based on the trans-
mission of a superimposed mixture containing multiple
messages. Since the power domain is utilized to achieve
multiple access, multiuser detection techniques are required
to retrieve the sources’ signals at the receiver, such as suc-
cessive interference cancellation (SIC) [22], [23]. In SIC, the
signal of one user is decoded by treating the signals of other
users as interference, and subtracted from the received sig-
nals if successfully decoded. Therefore, SIC can mitigate the
interference due to simultaneous utilization of the system’s
resources. Interestingly, in uplink power-domain NOMA, it
has been shown that fairness in terms of data rate allocation
and energy efficiency can be improved when SIC with time-
sharing is used, which is able to achieve any point of the
capacity region of the multiple access channel [24], [25].
Thus, NOMA with time-sharing can be seen as a generaliza-
tion of uplink NOMA with fixed decoding order, so that a
user, whose message suffers from strong interference for a
specific decoding order, can experience a higher reception
reliability for another decoding order, during the imple-
mentation of SIC. Moreover, it deserves to be noticed that
due to the increasing complexity of SIC with the number of
multiplexed messages, a particularly interesting form of

power-domain NOMA is with hybrid user-pairing, where
up to two users can use the same resource block, while dif-
ferent pairs of users are multiplexed by using orthogonal
resources [26]. Note that scheduling two users to perform
NOMA is also aligned with how NOMA is implemented in
Long Term Evolution Advanced (LTE-A) [27].

As it has been shown in [28], [29], [30], [31] and, the
application of NOMA to MEC has the potential to assist in
reducing the energy consumption and avoiding severe
delay. However, it has been proved that the stand-alone use
of NOMA does not necessarily improve performance in
MEC computing systems, when the users do not have the
same delay requirement. Thus, the use of hybrid NOMA-
OMA schemes has been proposed [32], [33]. More specifi-
cally, in [32] and in [33], assuming a two users scenario and
focusing on the special case that the delay and the transmit
power for one of the two users is fixed, the delay and the
energy consumption of the delay-tolerant user was mini-
mized, respectively. To this end, in both works it was
assumed that each frame is divided in two consecutive
phases. In the first phase, both users transmit information
by using NOMA, while the second phase is allocated to the
delay-tolerant user in order to complete its offloading. Also,
solely fixed decoding order has been considered, assuming
that the message of the user with the fixed delay is decoded
last, during the SIC process, i.e., in the first phase, regard-
less of the channel conditions and its impact on both users’
performance.

Moreover, [28], [29], [32], [33] focused on a full offloading
scenario, where the whole task is executed at the edge
server. However, this is not always the case, since the task
can be partitioned into two parts, with one executed at the
device locally while the residual can be offloaded for edge
execution, i.e., partial-offloading [8]. Therefore, the full off-
loading strategy may not be the optimal for minimizing the
completion time of a task, since it may occur to increased
overhead due to the communication between the devices
and server. As a matter of fact, partial offloading has also
been considered as an alternative strategy for MEC systems.
Furthermore, partial offloading leverages the parallelism
between devices and edge server, which renders it suitable
for latency constrained applications [34]. For instance, in
[35], [36], [37], [38], the use of NOMA for minimizing the
energy consumption in MEC systems with offloading deci-
sion was examined. Furthermore, [39], [40] focused on mini-
mizing the completion time of tasks, in a NOMA-enabled
MEC network, by adopting the partial offloading technique.

Meanwhile, the device’s central processing unit (CPU)
clock speed for the local computation of a task’s part, can be
adaptively adjusted through the dynamic voltage scaling
technique [34]. Thus, by controlling the local computational
speed, it is possible to reduce the energy consumption or
shorten the computation completion time, while the trade-
off among these considered metrics can be balanced. The
authors in [34], [41] jointly optimized the offloading deci-
sions and resources, while they explored the trade-off
between task execution time and energy consumption, by
adaptively adjusting the CPU speed. Furthermore, in [42],
the weighted sum of energy consumption and delay was
minimized, in a device-to-device-assistedMECwith control-
lable computational speed. However, all the aforementioned
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works that focused on a NOMA-aided MEC system with
partial offloading considered a fixed computational speed of
the devices except [35], where it was shown that partial off-
loading with controllable CPU clock speed can reduce delay
[35]. More specifically, in [35] a multi-user, multi-antenna
MEC systemwithNOMAwas investigated, in order to mini-
mize theweighted sum energy consumption of users, subject
to their computation latency constraints. However, authors
did not consider a hybridNOMA scheme.

To the best of our knowledge, a hybrid NOMA configu-
ration for MEC systems, which exploits partial offloading
with controllable CPU clock speed, has not been yet inves-
tigated. Also, it is noted that all the aforementioned works
on MEC with hybrid NOMA focus on fixed decoding order
during the SIC process. However, the system’s perfor-
mance could be improved by using NOMA with time-shar-
ing. It is highlighted that when NOMA with time-sharing
is used, the resource allocation becomes more challenging
and substantially different to NOMA with fixed decoding
order. Moreover, exploiting a more efficient multiple
access scheme and its joint optimization with the use of
local computation resources has the potential to offer a
meaningful performance improvement. The considered
improvement, could be characterized in terms of average
sum delay or energy consumption for completing compu-
tationally intensive tasks. However, both criteria are of par-
amount importance in the general case that the delay and
the consumed energy are not predetermined for any of the
users, as in [32], [33], which is a scenario that has not been
taken into account in the optimal design of MEC with
hybrid NOMA.

1.2 Contribution

The main scope of this work is to improve the performance
of MEC in terms of task completion delay and energy con-
sumption. To this end, we introduce a novel generalized
hybrid NOMA protocol for MEC systems, while we jointly
optimize the orchestration of the available communication
and computation resources considering all the available
degrees of freedom. All optimization problems are effi-
ciently solved and useful insights are provided. More spe-
cifically, the contribution of this paper can be summarized
as follows:

� MEC with a novel generalized hybrid NOMA-OMA
protocol is proposed, according to which two phases
and time-sharing during the SIC process are used.
During the first phase both considered users can
transmit their messages by using NOMA with time-
sharing, while in the second phase solely one of the
users can transmit its information by using OMA.
The user that is scheduled to offload part of its task
at each phase is not predetermined, but is dynami-
cally assigned. In addition, the time that is allocated
to each phase and the corresponding transmit power
of each user are optimized. It is noted that hybrid
NOMA-OMA with fixed decoding order can be
viewed as a special case of the proposed protocol.
Also, since, compared to NOMA with fixed decod-
ing order, NOMA with time-sharing can achieve
every point of the rate region of the multiple access

channel, the proposed technique can serve in future
research as a performance upper bound in order to
evaluate MEC with other MA techniques.

� The weighted sum of users’ delay is minimized
when the proposed hybrid NOMA-OMA protocol is
used, taking into account the energy constraints of
the mobile users. Also, the extension of the provided
analysis to the case of users’ energy consumption
minimization is considered. Moreover, both full off-
loading and partial offloading are taken into account.
In the case of partial offloading, the CPU clock speed
of the local processors and the number of offloaded
bits are dynamically adjusted, which contributes in
achieving shorter task completion time, without con-
suming more energy. All optimization problems are
efficiently solved by either using closed-form solu-
tions that provide useful insights or low-complexity
algorithms. In more detail, as regards the full off-
loading scenario, first, we provide analytical solu-
tions for the delay minimization problem, as well as
interesting insights related with the values of the
Lagrange multipliers. Also, for the energy minimiza-
tion problem we show that the optimal energy con-
sumption of each user is determined by a two-
branch closed-form solution, with the decision func-
tion depending solely on the channel gains and the
weights that are associated with the users’ priority.
On the other hand, in order to solve the challenging
non-convex delay minimization problem for the case
of partial offloading, the initial problem is trans-
formed to an equivalent difference-of-convex (DC)
structured one, which is efficiently solved by a suc-
cessive convex approximation procedure. It deserves
to be noted that the proposed solving method has
the potential to facilitate the solution of similar prob-
lems in MEC computing with partial offloading.

� Finally, simulation results are provided which illus-
trate the effectiveness of the proposed techniques
and solutions and provide useful insights on the sys-
tem’s performance. For example, it is shown that the
use of generalized hybrid NOMA and partial off-
loading with control of local processors can lead to
substantial reduction of delay and energy consump-
tion compared to the use of NOMA with fixed
decoding order and full offloading, respectively.
Also, it is demonstrated that the average number of
iterations upon convergence of the successive convex
approximation procedure is particularly low, mak-
ing the proposed solving method suitable for practi-
cal implementation.

1.3 Structure

The rest of the paper is organized as follows. Section 2
describes the communication and task offloading model,
while it defines the number of bits that can be offloaded, the
delay, and the energy consumption. In Section 3, the case of
full offloading is optimized, considering both the weighted
sum delay and energy consumption minimization. In Sec-
tion 4, the weighted sum delay is minimized for the case of
partial offloading. Following that, in Section 5, the
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simulation results are demonstrated and discussed. Finally,
conclusions are summarized in Section 6.

2 SYSTEM MODEL AND PROPOSED PROTOCOL

An MEC offloading scenario is considered, in which two
users offload their computations to an MEC server in two
phases, as it is shown in Fig. 1. Perfect channel state infor-
mation is assumed at the MEC server, which also per-
forms the optimization. Let T1 and T2 denote the duration
of the 1-st and 2-nd phase, respectively. Also, ~gj ¼ jhjj2vj,
is the channel gain of jth user, 8j 2 f1; 2g, including both
small scale fading hj, and path-loss factor vj. Moreover,
pi;j and Nj, denote the transmit power of the ith user dur-
ing the ith phase and the number of bits that need to be
processed, respectively. Furthermore, in accordance to
Fig. 1, where the existence of a CPU at each user is also
depicted, two different cases for offloading are taken into
account, namely full offloading and partial offloading.
The time and the energy costs for the server to send the
outcomes of the tasks to the users are omitted, since the
size of the outcomes is typically very small. Moreover,
the energy consumption for the computation at the server
is also omitted, as the server is not energy constrained
[32].

2.1 Proposed Protocol

According to the proposed protocol, termed as generalized
hybrid NOMA-OMA, during the 1-st phase both users can
transmit their messages by using NOMAwith time-sharing,
according to which the order of decoding for the users can
change for specific fractions of the 1-st phase duration. On
the other hand, in the 2-nd phase solely one of the users can
transmit its information by using OMA. The subset of users
that is scheduled to offload part of its task at each phase is
not predetermined, but is dynamically assigned. In addi-
tion, the time that is allocated to each phase and the corre-
sponding transmit power of each user are optimized.
Taking into account the provided degrees of freedom, the

proposed protocol can be seen as a generalization of
NOMA and OMA. For the sake of clarity, it deserves to be
mentioned that in NOMA, both users offload their task
solely during the 1-st phase,while in OMA the 1-st phase is
solely accessed by one user. Also, the proposed protocol can
be seen as a generalization of hybrid NOMA-OMA with
fixed decoding both users transmit information during the
1-st phase, in which one of the user’s messages is always
decoded first regardless of the channel conditions or the
users’ requirements and energy constraints.

When NOMA with time-sharing is used during the 1-st
phase, the capacity of the multiple access channel is
achieved and the number of bits that can be offloaded by
the jth user, denoted by ~N1;j, is constrained by the capacity
region of multiple access channel [24], [43] and is given by

T1Blog 2 1þ gjp1;j
� �

� ~N1;j; 8j 2 f1; 2g;

T1Blog 2 1þ
X2
j¼1

gjp1;j

 !
�
X2
j¼1

~N1;j;
(1)

where gj ¼
~gj

BN0
is the normalized channel gain, with N0

being the power spectral density of the additive white
gaussian noise (AWGN), while B denotes the available
bandwidth. Moreover, the number of bits that can be off-
loaded by the jth user during the 2-nd phase, denoted by
~N2;j are constrained by

sjT2Blog 2ð1þ gjp2;jÞ � ~N2;j; (2)

where sj 2 f0; 1g; 8j 2 f1; 2g is a binary variable and

s1 þ s2 � 1; (3)

since solely one of the two users can offload data during the
2-nd phase. A specific example for the users scheduling is
provided in Fig. 1, according to which the 2-nd phase is
used by the 2-nd user, i.e., s1 ¼ 0; s2 ¼ 1. It is highlighted
though that in the considered analysis the value of sj; 8j 2
f1; 2g is subject to optimization. To what follows, the
expressions for the delay and the energy consumption that
correspond to the proposed protocol for both the cases of
full and partial offloading are discussed.

2.1.1 Full Offloading

In this scenario, it is assumed that the tasks of both users are
processed solely at the edge server. It is assumed that the
individual delay for each user is solely imposed by the off-
loading delay, i.e., TFO;j ¼ To;j, which is given by

To;j ¼ T1 þ sjT2; (4)

from which it becomes apparent that user j with sj 6¼ 0
experiences higher delay. Also, the energy that is consumed
by each user, i.e., EFO;j, corresponds to the energy consump-
tion for data offloading, which can be written as

Eo;j ¼ T1p1;j þ T2p2;j: (5)

Due to the fact that when full offloading is used, the
whole task needs to be offloaded, it must hold that

Fig. 1. An example for the users scheduling.
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~N1;j þ ~N2;j � Nj; (6)

which can be achieved when

~N1;j þ sjT2Blog 2ð1þ gjp2;jÞ � Nj: (7)

2.1.2 Partial Offloading

In this scenario, it is assumed that part of each user’s task
can be processed locally, with the rest being offloaded to
the server. The execution latency for the jth user’s sub-
task AjðLj;XjÞ that is processed locally can be calculated
as [8]

Tloc;j ¼
LjXj

fj
; (8)

where Lj is the sub-task input-data size in bits, fj is CPU
clock speed of the local processor, Xj (in CPU cycles per
bit) is the computation workload. Next, we assume that
each user is able to adaptively adjust its CPU clock
speed fj 2 ð0; fmax�; 8j 2 f1; 2g, by using the dynamic
voltage scaling technique. We further assume that users
can simultaneously offload and process tasks, consider-
ing that the data transmission between the users and the
edge server can be done in parallel with the local CPU
computation. Therefore, the delay for completing the jth
user’s task, is given by

TPO;j ¼ max To;j; Tloc;j

� �
; 8j 2 f1; 2g; (9)

since the total delay of a user is determined by the maxi-
mum duration of either the task’s offloading or local proc-
essing. Note that by setting the locally processed sub-task
Lj, as Lj ¼ 0, the full offloading scenario is being enforced,
since no computations are performed locally.

The energy consumption of a CPU cycle is given by kjf
2
j ,

where kj is a constant parameter related to the hardware
architecture. For the computation sub-task AjðLj;XjÞ, the
energy consumption can be derived by [8]

Eloc;j ¼ kjLjXjf
2
j ; 8j 2 f1; 2g: (10)

Thus, the total amount of energy that is consumed by each
user is given by

EPO;j ¼ Eo;j þ Eloc;j: (11)

Also, it is noted that when partial offloading is used, tak-
ing into account the number of bits that are processed
locally, the constraint in (6) is replaced by

~N1;j þ ~N2;j þ Lj � Nj: (12)

2.2 Optimization Objectives

We adopt two performance metrics to optimize the resour-
ces, namely the weighted sum of users’ delay and the weighted
sum of users’ energy consumption. The weighted sum of users’
delay is defined as

T m ¼
X

j2f1;2g
wjTm;j; (13)

where TPO;j and TFO;j denote the individual delay of user j
for the case of partial and full offloading, respectively, i.e.,
m 2 fPO;FOg. Also, 0 � wj � 1 is a positive constant pro-
vided by the upper layers that facilitates the assignment of
different priorities to different users and and provides cer-
tain notions of fairness. Furthermore, the weighted sum of
users’ energy consumption is defined as

Em ¼
X

j2f1;2g
wjEm;j; (14)

where Em;j is the amount of energy that is consumed by
each user.

3 FULL OFFLOADING

In these section, the case of full offloading is considered,
according to which each user’s delay and energy consump-
tion are given by (4) and (5), respectively. Also, two differ-
ent optimization objectives are taken into account, namely
energy-constrained delay minimization and delay-con-
strained energy minimization.

3.1 Energy-Constrained Delay Minimization

The weighted sum of users’ delay minimization can be for-
mulated as

min
T;p; ~N;s

T FO

s:t: C1 : T1Blog 2 1þ gjp1;j
� �

� ~N1;j;

8j 2 f1; 2g;

C2 : T1Blog 2 1þ
X2
j¼1

gjp1;j

 !
�
X2
j¼1

~N1;j;

C3 : ~N1;j þ sjT2Blog 2ð1þ gjp2;jÞ � Nj;

8j 2 f1; 2g;
C4 : Eo;j � Ej; 8j 2 f1; 2g;
C5 : sj 2 f0; 1g; 8j 2 f1; 2g;

C6 :
X2
j¼1

sj � 1;

C7 : pi;j; sj; Ti � 0; 8i; j 2 f1; 2g;

(15)

where T;p; ~N, and s denote the vectors that include the vari-
ables Ti, pi;j, ~Ni;j, and sj, respectively. Also, C1;C2; represent
the constrained number of offloaded bits in the 1-st phase,
as defined in (1), while C3 guarantees the successful offload-
ing of the whole users’ tasks until the end of the 2-nd phase.
Furthermore, C4 is associated with the maximum available
energy of each user, Ej. Finally, C6 implies that at most one
user is able to transmit information during T2.

After properly manipulating the constraints C1;C2 with
C3, the optimization problem in (15) can be rewritten as
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min
T;p;s

T FO

s:t: C1 : T1Blog 2 1þ gjp1;j
� �

þ T2sjlog 2ð1þ gjp2;jÞ � Nj;

8j 2 f1; 2g;

C2 : T1Blog 2 1þ
X2
j¼1

gjp1;j

 !

þ
X2
j¼1

sjT2log 2ð1þ gjp2;jÞ

�
X2
j¼1

Nj;

C3 : T1p1;j þ T2p2;j � Ej; 8j 2 f1; 2g;
C4 : sj 2 f0; 1g; 8j 2 f1; 2g;

C5 :
X2
j¼1

sj � 1;

C6 : pi;j; sj; Ti � 0; 8i; j 2 f1; 2g:

(16)

Next, to efficiently solve (16), we consider three different
cases, i.e., one for each possible deployment of the users’
scheduling in the two phases, which can be solved in
parallel.

3.1.1 Case 1: s1 ¼ s2 ¼ 0

In this case, both users solely transmit their messages in the
1-st phase, hence the pure NOMA scheme is only utilized.
Following that, the optimization problem can be written as

min
T1;p

T1

s:t: C1 : T1Blog 2 1þ gjp1;j
� �

� Nj; 8j 2 f1; 2g;

C2 : T1Blog 2 1þ
X2
j¼1

gjp1;j

 !
�
X2
j¼1

Nj;

C3 : T1p1;j � Ej; 8j 2 f1; 2g;
C4 : p1;j; T1 � 0; 8j 2 f1; 2g:

(17)

To solve (17), it is useful to notice that using the con-
straint C3 with equality preserves optimality. To give fur-
ther insight on this, let’s assume that there exists a solution
for p1;j which satisfies p01;j < p�1;j and T1p

0
1;j < Ej and

achieves lower delay. By observing C1, C2 and considering
that log 2ð�Þ is an ascending function with respect to p1;j, we
conclude that in order to fulfill the constraints, T 01 should
satisfy T 01 � T �1 . This contradicts to the assumption since the
goal is to minimize T1. Following that, the optimal T1 is
given by the most stringent constraint among C1 and C2,
when this holds with equality. Next, with direct calculations
we conclude that the optimal value of T1 is given by

T �1 ¼ max
k�l;k;l2f1;2g

� lnð2Þ
Pl

j¼k Nj

B W�1 �ak;lexpð�ak;lÞ
� �

þ ak;l
� �

 !
;

(18)

where ak;l is given by

ak;l ¼
Pl

j¼k Nj lnð2Þ
B
Pl

j¼k gjEj

; (19)

whileW�1ð�Þ is the secondary real branch of the Lambert W
function [44]. Moreover, it is noted that the optimal value
for p1;j is not necessarily unique. Specifically, the minimum
delay is achieved for

p�1;j ¼
Ej

T �1
; 8j 2 f1; 2g; (20)

as well as for any other value of p1;j that satisfies C1, C2, and
C3, by replacing T1 with the closed-form of T �1 , for which
case they become linear.

3.1.2 Case 2: s1 ¼ 1 and s2 ¼ 0

In this case, the optimization problem can be written as

min
T;p

T1ðw1 þ w2Þ þ T2w1

s:t: C1a : T1Blog 2 1þ g1p1;1
� �

þ T2Blog 2ð1þ g1p2;1Þ � N1;

C1b : T1Blog 2 1þ g2p1;2
� �

� N2;

C2 : T1Blog 2 1þ
X2
j¼1

gjp1;j

 !

þ T2Blog 2ð1þ g1p2;1Þ �
X2
j¼1

Nj;

C3a : T1p1;1 þ T2p2;1 � E1

C3b : T1p1;2 � E2;

C4 : p1;1; p2;1; p1;2; T1; T2 � 0:

(21)

The problem is non-convex, due to the coupling of T and p.
However, by setting, E1;1 ¼ T1p1;1, E2;1 ¼ T2p2;1, and E1;2 ¼
T1p1;2 the optimization problem in (21) can be rewritten as

min
T;E;z

T1ðw1 þ w2Þ þ T2w1

s:t: C1a : T1Blog 2 1þ g1
E1;1

T1

� �

þ T2Blog 2 1þ g1
E2;1

T2

� �
� N1;

C1b : T1Blog 2 1þ g2
E1;2

T1

� �
� N2;

C2 : T1Blog 2 1þ z

T1

� �

þ T2Blog 2 1þ g1
E2;1

T2

� �
�
X2
j¼1

Nj;

C3a : E1;1 þ E2;1 � E1

C3b : E1;2 � E2;

C4 : z ¼ g1E1;1 þ g2E1;2;

C5 : E1;1; E2;1; E1;2; T1; T2; z � 0:

(22)

where E denotes the vector that include the variables Ei;j

Also, in (22), the auxiliary variable z was introduced, which
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corresponds to the constraint C4. It’s easy to verify that
the problem in (22) is convex, since the objective func-
tion is linear while the constraints are convex or affine.
Furthermore, optimality requires that C3a and C3b hold
with equality. Following that, the Lagrange dual decom-
position will be applied [45], where the Lagrangian is
written as follows

LðT1; T2; E2;1; z; ��Þ ¼ T1ðw1 þ w2Þ þ w1T2 þ �1	

N1 � T1Blog 2 1þ g1
E1;1

T1

� �
� T2Blog 2 1þ g1

E2;1

T2

� �� �

þ �2 N2 � T1Blog 2 1þ g2
E2

T1

� �� �

þ �3

�
N1 þN2 � T1Blog 2 1þ z

T1

� �

� T2Blog 2 1þ g1
E2;1

T2

� ��
þ �4ðz� g1E1;1 � g2E1;2Þ;

(23)

where E1;1 ¼ E1 �E2;1, E1;2 ¼ E2 and �� ¼ ½�1; �2; �3; �4� is
the Lagrange multiplier vector, with �1; �2; �3; �4 � 0, corre-
sponding to the constraints C1a;C1b, C2 and C4 respectively.

Given the Lagrangian function in (23), the complemen-
tary slackness conditions require [45]

��1

 
N1 � T �1Blog 2 1þ g1

E�1;1
T �1

� �

� T �2Blog 2 1þ g1
E�2;1
T �2

� �!
¼ 0;

(24)

��2 N2 � T �1Blog 2 1þ g2
E2

T �1

� �� �
¼ 0; (25)

and

��3

�
N1 þN2 � T �1Blog 2 1þ z�

T �1

� �

� T �2Blog 2 1þ g1
E�2;1
T �2

� ��
¼ 0:

(26)

In addition, according to the Karush-Kuhn-Tucker condi-
tions, the optimal variables satisfy

rLðT �1 ; T �2 ; E�2;1; z�; ���Þ ¼ 0; (27)

z� ¼ g1ðE1 � E�2;1Þ þ g2E2: (28)

First, taking @L
@T2
¼ 0 yields to

w1 �Bð�1 þ �3Þ
� g1E2;1

T2
þ 1þ g1E2;1

T2

� �
ln 1þ g1E2;1

T2

� �

lnð2Þ 1þ g1E2;1

T2

� � ¼ 0;

(29)

while with direct calculations, the optimal value of T2 is
given by

T �2 ¼
g1E

�
2;1

a
; (30)

with a being given by

a ¼ �1� W0 �exp �1�
w1 lnð2Þ

Bð��1 þ ��3Þ

� �� �� 	�1
; (31)

and W0 being the principal real branch of the Lambert W
function. Following that, @L

@z ¼ 0; gives

z� ¼ B��3 � lnð2Þ��4
lnð2Þ��4

T �1 ; ��4 6¼ 0; (32)

while @L
@E2;1
¼ 0; gives

E�2;1 ¼
cE1g1 þ T �1 ðc�Bg1�

�
1Þ

cg1
; (33)

where

c ¼ ð��1 þ ��3Þ
Bg1
1þ a

þ g1�
�
4

� �
lnð2Þ: (34)

Next, we consider the case ��2 6¼ 0, which indicates that
the constraint C1b will be active. Therefore, from (25), we
conclude to

T �1Blog 2 1þ g2
E2

T �1

� �
¼ N2: (35)

Note that this case, implies that user 2 experiences no inter-
ference from user 1, as can been seen in (35). As a matter of
fact, user 2 will be decoded second for the whole T1 dura-
tion, which brings on the standard fixed decoding order sce-
nario. Hence, in this case, the time-sharing strategy is
reduced to the fixed decoding order. Next, we consider the
case ��2 ¼ 0. By combining (28) and (32), T �1 can be calcu-
lated. Therefore, taking into account the two aforemen-
tioned cases, i.e., �2 6¼ 0 and �2 ¼ 0, the optimal T �1 can be
written as

T �1 ¼
� N2E2g2 lnð2Þ

N2 lnð2ÞþBE2g2W�1ðbÞ ; ��2 6¼ 0;
cg1g2E2

cg1
B��

3
�lnð2Þ��

4
lnð2Þ��

4
þg1ðc�Bg1��1Þ

; ��2 ¼ 0;

8><
>: (36)

where

b ¼ �N2 lnð2Þ2
�N2
BE2g2

BE2g2
: (37)

It is noted that for the case of ��2 6¼ 0, closed-form solu-
tions in terms of the Lagrange multipliers have been
derived, while the Lagrange multipliers can be calculated
iteratively with the aid of the sub-gradient method [45], in
order to find E�2;1, T

�
2 and z�. Also, for the case of ��2 ¼ 0, we

will prove by contradiction that, ��1 and ��3 satisfy ��1 6¼ 0
and ��3 6¼ 0. First, let ��3 ¼ 0. From (32) we conclude to z� ¼
�T �1 , which holds only when z� ¼ T �1 ¼ 0, while this is an
infeasible solution. Thus, ��3 satisfies ��3 6¼ 0. Next, we
assume that ��1 ¼ 0. From (32) and (33), we derive
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z�

T �1
¼ a ¼ g1

E�2;1
T �2

; (38)

while @L
@T1
¼ 0, for ��2 ¼ ��1 ¼ 0, gives

X2
j¼1

wj �B��3

� z�
T�
1
þ 1þ z�

T�
1

� �
ln 1þ z�

T�
1

� �

lnð2Þ 1þ z�
T�
1

� � ¼ 0: (39)

From (29), (39), (38) we conclude to w2 ¼ 0, which is not
valid, since w2 is an arbitrary constant. Thus, ��1 6¼ 0. Since
��1 6¼ 0 and ��3 6¼ 0, by manipulating the complementary
slackness conditions (24), (26), we conclude to

T �1Blog 2 1þ g2E2

T �1 þ g1ðE1 � E�2;1Þ

 !
¼ N2: (40)

Given T �1 from the second branch of (36) and E�2;1 from (33),
(40) can be used in order to update the Lagrange multipliers
with the aid of the sub-gradient method and finally calcu-
late the optimal variables.

3.1.3 Case 3: s1 ¼ 0 and s2 ¼ 1

The solution is similar to the case 2, since the considered
problems exhibit symmetric structure.

3.2 Delay-Constrained Energy Minimization

It is noted that the analysis and all the optimization prob-
lems presented in this paper can easily be extended to the
case of energy minimization. As an example, the problem
for minimizing the weighted sum of users’ energy con-
sumption when full offloading is used, i.e., EFO, subject to
their latency constraints, by setting Ei;j ¼ Tipi;j as in (22),
can be formulated as follows

min
T;E;s

w1ðE1;1 þ s1E2;1Þ þ w2ðE1;2 þ s2E2;2Þ

s:t: C1 : T1Blog 2 1þ gj
E1;j

T1

� �

þ T2sjlog 2 1þ gj
E2;j

T2

� �
� Nj;

8j 2 f1; 2g;

C2 : T1Blog 2 1þ
X2
j¼1

gj
E1;j

T1

 !

þ
X2
j¼1

sjT2log 2 1þ gj
E2;j

T2

� �

�
X2
j¼1

Nj;

C3 : T1 þ sjT2 � T ðjÞ; 8j 2 f1; 2g;
C4 : sj 2 f0; 1g; 8j 2 f1; 2g;

C5 :
X2
j¼1

sj � 1;

C6 : Ei;j; sj; Ti � 0; 8i; j 2 f1; 2g;

(41)

where T ðjÞ denotes the delay deadline of the jth user.

This optimization problem can be solved similarly as the
one in (15). Thus, in order to avoid repetition solely the
closed-form solutions for the case of s1 ¼ s2 ¼ 0 will be pre-
sented, which is particularly interesting due to existence of
closed-form solutions. In this case, it can be rewritten as

min
T1;E

w1E1;1 þ w2E1;2

s:t: C1 : T1Blog 2 1þ gj
E1;j

T1

� �
� Nj; 8j 2 f1; 2g;

C2 : T1Blog 2 1þ
X2
j¼1

gj
E1;j

T1

 !
�
X2
j¼1

Nj;

C3 : T1 � T ðjÞ; 8j 2 f1; 2g;
C4 : E1;j; T1 � 0; 8j 2 f1; 2g;

(42)

To solve (42), first let’s assume that there exists an
optimal solution of T1, denoted by T 01, which satisfies
T 01 < T ðjÞ; 8j 2 f1; 2g. By observing C1, C2 and consider-
ing that the functions appearing in these constraints are
ascending with respect to T1, we conclude that in order
to fulfill the constraints E01;1 and E01;2 would increase.
This contradicts to the assumption since the goal is to
minimize the weighted sum of consumed energy. Thus,
T �1 is given by the most stringent inequality among the
ones in C3.

Next, we assume that C2 holds with equality, from which
it holds that

E1;1 ¼ T �1
2
N1þN2
T�
1
B � 1

g1
� g2E1;2

g1
: (43)

Thus, for given optimal T �1 and by using (43), the optimiza-
tion problem in (42) can be reformulated as

min
E1;2

w2 �
w1g2
g1

� �
E1;2

s:t: C1 : E1;2 �

�
2

N2
T�
1
B � 1

�
T �1

g2
;

C2 : E1;2 � 2
N1
T�
1
B

�
2

N2
T�
1
B � 1

�
T �1

g2
:

(44)

It’s easy to verify that the upper bound of E1;2 is always
greater than the lower one. Thus, when w2 � w1g2

g1
� 0, E�1;2

will be equal to the lower bound, while when w2 � w1g2
g1

< 0,
E�1;2 will be equal to the upper bound, in order to minimize
the objective.

Next, it is assumed that C2 holds with strict inequality.
We will show that this case leads to a non-optimal solution.
First, let C1 hold with equality, 8j 2 f1; 2g, i.e.,

E1;j ¼

�
2

Nj

T�
1
B � 1

�
T �1

gj
; 8j 2 f1; 2g: (45)
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By using (45) and C2, we conclude to

2
N1
T�
1
B � 1

� �
1� 2

N2
T�
1
B

� �
� 0; (46)

which is not valid, since this product is always negative for
N1; N2 6¼ 0. Hence, C1 cannot hold with equality, 8j 2
f1; 2g. Following that, let C1 hold with equality only for j ¼
1. Therefore, the solution for E1;1 is

E01;1 ¼

�
2

N1
T�
1
B � 1

�
T �1

g1
; (47)

and (42) can be reformulated as

min
E1;2

E1;2

s:t: C1 : E1;2 >

�
2

N2
T�
1
B � 1

�
T �1

g2
;

C2 : E1;2 > 2
N1
T�
1
B

�
2

N2
T�
1
B � 1

�
T �1

g2
:

(48)

Following that, we conclude that the optimal E01;2 should
satisfy

E01;2 > 2
N1
T�
1
B

�
2

N2
T�
1
B � 1

�
T �1

g2
: (49)

By comparing this solution with the one of (44) for w2 < w1g2
g1

,
it is obvious that is not optimal, since E01;1 ¼ E�1;1 and E01;2 >
E�1;2. Based on this, it becomes evident that the solution of E01;j
in (47) and (49) is suboptimal also for w2 � w1g2

g1
, since in this

case the solution of (44) forw2 < w1g2
g1

is dominated by the solu-
tion of (44) for w2 � w1g2

g1
. Similar conclusions can be drawn if

C1 holds with equality only for j ¼ 2. As a consequence, C2

will always holdwith equality.
In conclusion, the optimal values of T1 and E are

T �1 ¼ min
j2f1;2g

T ðjÞ
� �

; (50)

E�1;1 ¼
2

N2
T�
1
B

�
2

N1
T�
1
B�1

�
T�
1

g1
; w2 � w1g2

g1
;�

2

N1
T�
1
B�1

�
T�
1

g1
; w2 < w1g2

g1
;

8>>>>><
>>>>>:

(51)

and

E�1;2 ¼

�
2

N2
T�
1
B�1

�
T�
1

g2
; w2 � w1g2

g1
;

2
N1
T�
1
B

�
2

N2
T�
1
B�1

�
T�
1

g2
; w2 < w1g2

g1
:

8>>>>><
>>>>>:

(52)

The closed-form solutions in (51) and (52) are particularly inter-
esting, since it is proved that the decision function for optimiz-
ing the energy consumption for each user depends solely on

the channel gains (gj; j 2 f1; 2g) and the weights
(wj; j 2 f1; 2g). It is also noticed that the expression for the opti-
mal value for E�1;1 given in (51) has the same form with E�1;2 in
(52), in the case of the complementary event regarding the
ordering of theweighted channel gains.

4 PARTIAL OFFLOADING WITH CONTROLLABLE

CPU CLOCK SPEED

In these section, the case of partial offloading is considered,
according towhich each user’s delay and energy consumption
are given by (9) and (11), respectively. The main focus of the
provided analysis is on energy-constrained delay minimiza-
tion, however, the problem formulation and solution can eas-
ily be extended to the case of delay-constrained energy
minimization. Partial offloading is particularly interesting
because it calls for the joint optimization of different types of
resources, i.e., communications and computational resources,
and introduces some non-trivial trade-offs. For example, by
increasing the CPU speed of the local processor, fj, reduces
latency without increasing the energy that is used for informa-
tion transmission and potentially increasing interference, but
it also increases the energy that is consumed locally. The opti-
mization problem for minimizing the weighted sum delay of
completing the users’ tasks, when the partial offloading sce-
nario is considered, can be formallywritten as

min
T;p; ~N;s;L;f

T PO

s:t:C1 : T1Blog 2 1þ gjp1;j
� �

� ~N1;j; 8j 2 f1; 2g;

C2 : T1Blog 2 1þ
X2
j¼1

gjp1;j

 !
�
X2
j¼1

~N1;j;

C3 : ~N1;jþLjþsjT2Blog 2ð1þ gjp2;jÞ � Nj;

8j 2 f1; 2g;
C4 : EPO;j � Ej; 8j 2 f1; 2g;
C5 : sj 2 f0; 1g; 8j2f1; 2g;

C6 :
X2
j¼1

sj � 1;

C7 : pi;j; sj; Ti; fj � 0; 8i; j 2 f1; 2g;
C8 : fj � fmax; 8j 2 f1; 2g;

(53)

where L; f denote the vectors which correspond to the
variables, Lj; fj; 8j 2 f1; 2g; respectively. C3 guarantees
the successful processing of the whole users’ tasks until
the end of the 2-nd phase, taking into account that part
of which is performed locally. Also, C4 ensures that the
amount of the consumed energy for offloading computa-
tion tasks to the edge server, plus the consumed energy
for local processing of the residual tasks, cannot exceed
the available energy of the user, Ej; 8j 2 f1; 2g. It should
be noticed that the length of the locally processed sub-
task Aj is also subject to the optimization, specifying the
number of bits, i.e., Lj, that will be executed locally.
Finally, C8 indicates the maximum CPU clock speed that
each user can utilize.

Following that, the problem can be written in its equiva-
lent epigraph form as
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min
T;p;N;s;L;f;y

w1y1 þ w2y2

s:t: C1 : T1Blog 2 1þ rgjp1;j
� �

þ sjT2Blog 2ð1þ rgjp2;jÞ þ Lj � Nj;

8j 2 f1; 2g;

C2 : T1Blog 2 1þ r
X2
j¼1

gjp1;j

 !

þ
X2
j¼1

sjT2Blog 2ð1þ rgjp2;jÞ

þ
X2
j¼1

Lj �
X2
j¼1

Nj;

C3 :
X2
i¼1

Tipi;jþkjLjXjf
2
j � Ej;8j2f1; 2g;

C4 : sj2f0; 1g; 8j2f1; 2g;

C5 :
X2
j¼1

sj � 1;

C6 : pi;j; sj; Ti; fj � 0; 8i; j 2 f1; 2g
C7 : yj � T1 þ sjT2; 8j 2 f1; 2g

C8 : yj �
LjXj

fj
; 8j 2 f1; 2g

C9 : fj � fmax; 8j 2 f1; 2g;
(54)

where y ¼ fy1; y2g. The problem in (54) is non-convex, due
to the presence of the f2

j term in C3 and the coupling of p
and T in C1, C2. Therefore, by setting E1;j ¼ T1p1;j, E2;j ¼
T2p2;j, Lj ¼ expð ~LjÞ, and fj ¼ expð~fjÞ, the problem can be re-
formulated as follows

min
T;E;s;~L;~f;y

w1y1 þ w2y2

s:t: C1 : T1Blog 2 1þ gj
E1;j

T1

� �

þ sjT2Blog 2 1þ gj
E2;j

T2

� �
þ expð ~LjÞ

� Nj; 8j 2 f1; 2g;

C2 : T1Blog 2 1þ
X2
j¼1

gj
E1;j

T1

 !

þ
X2
j¼1

sjT2Blog 2 1þ gj
E2;j

T2

� �

þ
X2
j¼1

expð ~LjÞ �
X2
j¼1

Nj;

C3 : E1;j þ E2;j þ kjXjexpð ~Lj þ 2~fjÞ � Ej;

8j 2 f1; 2g;
C4 : sj 2 f0; 1g; 8j 2 f1; 2g;

C5 :
X2
j¼1

sj � 1;

C6 : Ei;j; sj; Ti � 0; 8i; j 2 f1; 2g;
C7 : yj � T1 þ sjT2; 8j 2 f1; 2g;
C8 : yj � expð ~Lj � ~fjÞXj; 8j 2 f1; 2g;
C9 : expð~fjÞ � fmax; 8j 2 f1; 2g;

(55)

and C3 is now convex. However, the problem is still non-
convex, even for fixed values of sj, since C1 and C2 are non-
convex. However, the left-hand-side term of C1 and C2 is
clearly a difference of concave (DC) functions, since expð ~LjÞ
can be written as �ð�expð ~LjÞÞ . To this end, by exploiting
the DC structure of the problem, we use successive convex
approximation procedure, that approximates the exponen-
tial term of ~Lj, by using its first order Taylor series approxi-
mation. Thus,

expð ~LjÞ ’ gð ~Lj; �LjÞ ¼ expð �LjÞð1þ ~Lj � �LjÞ; 8j 2 f1; 2g;
(56)

where gð ~Lj; �LjÞ is the first order Taylor series approximation
of the function expð ~LjÞ, around �Lj. Following that, expð ~LjÞ
can be replaced in C1 and C2 by gð ~Lj; �LjÞ.

Algorithm 1. Solution of Optimization Problem in (53)

1: Initialize A, �, �L
2: while A > � do
3: Solve problem in (55), for fixed s
4: Update ~L�

5: A ¼ k~L� � �Lk22
6: �L ~L�

7: end while
8: Output T�; E�; ~L�; ~f�; y�:

In the continue, we develop the Algorithm 1, which in a
practical scenario runs in the MEC server, which has the
required computing capabilities. To this end, the primary
non-convex problem in (53) is approximated iteratively by
convex optimization problems [46], given the DC transfor-
mation of the primary problem, to the one in (55). This algo-
rithm will be executed for all possible values of the user-
scheduling vector s, while the optimal case will be finally
saved. Moreover, in each iteration stage, standard convex-
optimization methods, such as interior point, may be
employed in order to solve (55). It is known that the interior
point method present a polynomial-time complexity [45].
Furthermore, the successive convex approximation, which
is executed throughout the “while” loop, has a linear con-
vergence rate [47]. Therefore, the algorithm presents a poly-
nomial-time complexity. In addition, the optimal primal
variables L� and f� are given by L� ¼ expð~L�Þ and f� ¼
expð~f�Þ, respectively.

5 SIMULATION RESULTS AND DISCUSSION

For the simulations results, we assume that the available
bandwidth B is 1MHz. We define the metric E0;j ¼

Ejvj
BN0

, as
the average received energy in each second, which incorpo-
rates the noise power spectral density and the path-loss fac-
tor vj. Next, we set E0 ¼ E0;1 ¼ E0;2, unless specified
otherwise, while in the Monte Carlo simulations the small
scale fading is given by the complex random variable hj 

CNð0; 1Þ. Finally, the weighting factors have been set as
w1 ¼ w2 ¼ 1.

Regarding the considered benchmark, the user schedul-
ing in each phase is predetermined while the decoding
order among users in the 1-st phase, is considered to be
fixed. In addition, without loss of generality, we assume for
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the benchmark that user 2 is scheduled to access the channel
for T1 time duration, while user 1 is able to transmit in both
phases, i.e., for a duration T1 þ T2. Although the considered
benchmark is based on [32], [33], its performance is supe-
rior. To give further insight on the selection of the consid-
ered benchmark, it is noted that since a fixed delay and
transmit power has been assumed for one of the users in
[32], [33], a direct comparison of the proposed protocol to
[32], [33] would be unfair against [32], [33] and would
heavily depend on the selection of the fixed value of delay.
Thus, compared to the considered benchmark as well as
[32], [33], in the proposed protocol the user which is sched-
uled to offload its tasks in each phase, is not predetermined.
Also, when NOMA scheme is utilized in T1 phase, the
decoding order among users is not fixed, while the time-
sharing technique is considered, which enlarges the users’
capacity region [24]. Moreover, it should be noted that the
fixed decoding order scheme, as illustrated in Fig. 2, is also
a special case of the proposed protocol, since it enables user
scheduling but not time-sharing. Table 1 summarizes the
characteristics of the proposed protocol and the baseline
schemes.

The illustrative example in Fig. 2 exhibits the two-fold
gain of the proposed protocol for a specific channels realiza-
tion. For this example, we set N1 ¼ N2 ¼ 0:5Mbit and
jh1j2 ¼ 0:1; jh2j2 ¼ 3. It can be observed, that the proposed
protocol overlaps with the fixed decoding order one (red
line), when E0 > 24dB. This, lies to the fact that the maxi-
mum performance can be achieved by using the decoding
order that corresponds to one of the corner points of the
capacity region, i.e., by using a fixed decoding order. Hence,
the performance gain of the proposed protocol over the
benchmark, is achieved only due to the user scheduling. On

the other hand, for values lower than 24dB the delay is
minimized for an intermediate point of the capacity
region, which can achieved by altering the decoding
order within a frame, by using the time-sharing tech-
nique. Therefore, the proposed protocol’s gain may occur
due to both the dynamic user scheduling and the decod-
ing order strategy.

Moreover, to generalize the conclusions that have been
derived form from Fig. 2 regarding the comparison of the
proposed protocol to the benchmark, Fig. 3 is provided. In
more detail, Fig. 3 demonstrates the performance of the pro-
posed protocol in comparison with the benchmark protocol,
which have been extracted via Monte Carlo simulations.
From Fig. 3, it is observed, the proposed protocol outper-
forms the benchmark, in terms of minimum average delay
deadline. We further observe that, as the number of user’s 1
offloaded bits increases, the performance gain of the pro-
posed protocol is being reduced. This is reasonable, since
user 1 is more likely to be scheduled for transmission in
both phases, similarly to the benchmark protocol, owing
this to the increased number of bits to be offloaded. Finally,
it is a general observation that as the energy consumption
requirement becomes more stringent, the average sum
delay increases. This is due to the fact that the number of
offloaded-bits is an increasing function of both the time
delay and the consumed energy. Thus, in order to offload
the same number of bits with reduced energy consumption,
the time delay increases.

Next, the impact of users’ distance from the BS is investi-
gated via Monte Carlo simulations. Specifically, we assume
that the user which is closer to the BS, has an average
received energy E0, while for the far user it has been set as
E0=4. In this case, the number of offloaded bits isN1 ¼ N2 ¼
0:5Mbit. From Fig. 4, we observe that the proposed proto-
col’s offloading delay is identical, for both cases of users
location, and is less than the benchmark’s one. This hap-
pens because in the proposed protocol the scheduling of
the users in each phase is enabled, in contrast to the
benchmark where the pre-assignment of a specific user
to the 2-nd phase in combination with the use of fixed
decoding order during the 1-st phase increases the sum
delay, especially if the channel gain of the user that can
solely perform task offloading during the 1-st phase is

TABLE 1
Characteristics of the Proposed Protocol and Benchmarks

Characteristics Proposed
Protocol

Fixed decoding
order (in Fig. 2)

Benchmark

User Scheduling between
NOMA and OMA phases

@ @ 	

Variable decoding order
during NOMA phase

@ 	 	

Fig. 3. Sum delay of the full offloading scenario.Fig. 2. The two-fold gain of the proposed protocol in terms of delay
reduction for the full offloading scenario.
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relatively low. Hence, the benchmark’s delay is more
prone to the case where user 1 is located closer to the BS.

In Fig. 5, the sum energy consumption versus the delay
deadline is demonstrated, via Monte Carlo simulations. It is
considered that both users present equal delay deadline, i.e,
T ð1Þ ¼ T ð2Þ. Once again, the prevalence of the proposed pro-
tocol for various cases of offloading workload, is clearly
seen.

In the continue, the performance of partial offloading sce-
nario of the proposed protocol is examined. For the CPU
clock speed of users, it is assumed that fj 2 ð0; fmax�. Fig. 6,
illustrates the performance of partial offloading for various
values of fmax, which correspond to the use of mobile devi-
ces with relatively limited computational capabilities. The
speed of local processor has been set X ¼ 1500 cycles
per bit [10]. In addition, the value of constant parameter
kj, normalized by the product of the noise power spec-
tral density and the path-loss factor, has been set as
kj

BN0
¼ 10�26. The number of the computation tasks’ bits is

N1 ¼ N2 ¼ 0:5Mbit, while the fading channel coefficients
are jh1j2 ¼ jh2j2 ¼ 1. Following that, we observe that par-
tial offloading can achieve shorter delay deadline, com-
pared to the full offloading scheme. This outcome was
expected, considering that full offloading is a sub-case of
partial offloading. It is also worth noticing, that the
sweeping of the maximum clock speed fmax, from

1:6GHz to 2GHz, has almost no impact in the perfor-
mance. This implies, that the optimal operational CPU
clock speed is not necessarily the highest available one.
As can been seen, by fixing the clock speed at f ¼ 2GHz,
there is no contribution to the performance gain in the
lower regime of E0. This observation lies to the fact that
computation tasks, which are executed with higher CPU
clock speed, are more energy-intensive, while devices
are energy constrained. Hence, the significance of
dynamically regulating the CPU clock speed is
corroborated.

Finally, Fig. 7, illustrates the evolution of the average
minimum delay in the partial offloading scenario that is
derived by using Monte Carlo, when Algorithm 1 is exe-
cuted, with tolerance � ¼ 10�6. The number of iterations
refers to the execution of the “while” loop in Algorithm 1.
We observe that the algorithm presents a relatively fast con-
vergence to the optimal solution. This fact validates the
effectiveness of the proposed algorithm, which is based on
successive convex approximation, as an efficient method for
solving the non-convex problem in (53).

6 CONCLUSION

In this paper, we have investigated and optimized the per-
formance ofmobile edge computingwith generalized hybrid

Fig. 4. Impact of users’ position on delay for the full offloading scenario.

Fig. 5. Average sum energy consumption versus delay for the full offload-
ing scenario.

Fig. 6. Sum delay of full offloading and partial offloading.

Fig. 7. Convergence evaluation of Algorithm 1.
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NOMA. More specifically, the weighted sum of users’ delay
was minimized, with respect to their energy constraints. The
system’s orchestration has been optimized for both full and
partial offloading, in which case, apart from the user sched-
uling, power control, and time allocation, each user’s CPU
clock speed was also optimized. All optimization problems
were efficiently solved by either using closed-form solutions
or efficient algorithms. Moreover, the extension of the analy-
sis to the case of energy minimization has also been consid-
ered. Finally, the effectiveness of the proposed techniques
has been verified by simulation results, which also provided
useful insights on the system’s performance. For the case of
full offloading, it was shown that the joint use of dynamic
user scheduling and time-sharing during the successive
interference cancellation process can lead to substantial
reduction of delay compared to the considered benchmarks,
especially when energy consumption is retained relatively
low. Moreover, the application of the proposed protocol
becomes very efficient when combined with partial offload-
ing and offers important gains compared to the case of full
offloading, especially when each user’s CPU clock speed and
the resources that are used for communication purposes are
jointly optimized.

In general, this work has showcased that the joint orches-
tration of advanced communication protocols and comput-
ing resources can offer substantial improvement in terms of
delay and energy consumption reduction. It is highlighted
that since the proposed generalized hybrid multiple access
scheme is theoretically superior to other alternatives, it can
serve in future research as a performance upper bound in
order to evaluate MEC with other multiple access techni-
ques. Also, the proposed solving approach has the potential
to facilitate the solution of similar problems in MEC systems
with partial offloading. Moreover, the introduced multiple
access scheme could serve as a baseline for more complex
network configurations, such as multi-user multi-carrier
systems. Finally, the investigation of the proposed protocol
can be extended to the case that different users are inter-
ested to different and potentially conflicting performance
metrics.
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