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Abstract—The decomposition of light transport into direct and global components, diffuse and specular interreflections, and subsurface

scattering allows for new visualizations of light in everyday scenes. In particular, indirect light contains amyriad of information about the

complex appearance of materials useful for computer vision and inverse rendering applications. In this paper, we present a new imaging

technique that captures and analyzes components of indirect light via light transport using a synchronized projector-camera system. The

rectified system illuminates the scenewith epipolar planes corresponding to projector rows, and we vary two key parameters to capture

plane-to-ray light transport between projector row and camera pixel: (1) the offset between projector row and camera row in the rolling

shutter (implemented as synchronization delay), and (2) the exposure of the camera row.We describe how this synchronized rolling

shutter performs illuminationmultiplexing, and develop a nonlinear optimization algorithm to demultiplex the resulting 3D light transport

operator. Using our system, we are able to capture live short and long-range non-epipolar indirect light transport, disambiguate

subsurface scattering, diffuse and specular interreflections, and distinguishmaterials according to their subsurface scattering properties.

In particular, we show the utility of indirect imaging for capturing and analyzing the hidden structure of veins in human skin.

Index Terms—Light transport, indirect light, synchronized projector-camera system, computational photography

Ç

1 INTRODUCTION

LIGHT transport describes the transfer of radiant energy in
a scene between illumination sources and detectors.

Light can follow a direct path from illumination source to
scene object to camera or undergo multiple, indirect boun-
ces in the scene, and all these paths contribute to the final
image captured by the camera. Selective capture of these
different light transport components has many useful appli-
cations in computer graphics and vision. Direct light allows
for accurate estimation of depth and surface normals for
structured light, time-of-flight, active and photometric ste-
reo [1], [2], [3]. Knowledge of indirect light can perform
inverse rendering for subsurface scattering materials such
as wax and human skin [4]. Emerging applications utilize

multi-bounce indirect light to image objects outside the
line-of-sight of the camera [5].

One particular application of interest for this paper is
using indirect light to visualize the hidden structure of
blood vessels in human skin. Skin features strong subsur-
face scattering that reduces the contrast necessary to image
these features. By capturing indirect light, one can enhance
the signal-to-noise ratio for the blood vessels of interest.
This has numerous biomedical and clinical applications
including helping physicians and nurses locate blood ves-
sels for injections and surgical procedures. This skin imag-
ing should be non-destructive, perform in both indoor and
outdoor environments, and not require expensive or high-
powered technology.

Acquisition of the full light transport in a scene typically
requires a prohibitively large number of images. To allevi-
ate this, imaging methods to selectively capture light trans-
port components efficiently have been invented. These
include direct-global separation [6], and short and long-
range indirect light separation via primal-dual imaging [7],
[8]. Recent work has linked light transport to the epipolar
geometry of projector-camera systems [8], [9]. In this formu-
lation, epipolar light is defined as light paths on the same epi-
polar plane aligned with the rows of a rectified projector-
camera system, and non-epipolar light is all the indirect light
paths not on the same epipolar plane.

In this paper, we further explore the relationship
between epipolar geometry of a projector-camera system
and light transport, particularly for indirect light transport.
By doing so, we show how this system can acquire indi-
rect light transport, and that it has varied applications in
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computational relighting and material recognition. In
particular, we demonstrate that this imaging system is a
robust platform for real-time imaging of blood vessels in
human skin with excellent contrast visibility and resil-
ience to ambient illumination.

Our imaging technique exploits the light transport
between the projector’s epipolar planes of illumination and
camera pixels for capturing and analyzing non-epipolar
indirect light paths. In our system, a projector illuminates a
plane of light corresponding to a projector row as shown in
Fig. 1. This light is captured by exposed rows of the cam-
era’s rolling shutter. Since the camera and projector are rec-
tified in an epipolar configuration, the difference between
epipolar and non-epipolar light paths is determined by the
vertical separation between projector and camera rows
shown in Fig. 1. By controlling light transport from illumi-
nation plane to camera ray, we can selectively acquire these
non-epipolar indirect light paths.

Each camera ray is determined by the transport of 1D
planar illumination from the projector to a 2D pixel. We
observe that a rolling shutter camera, synchronized to the
projector and in an epipolar configuration, performs illumi-
nation multiplexing of this transport using the parameters
of (1) synchronization delay or row offset between the illumi-
nated projector row and exposed camera row, and (2) expo-
sure of the camera row itself. Throughout this paper, we
refer to synchronization delay or row offset interchange-
ably. Note that this delay is not equivalent to the temporal
delay commonly used in transient imaging.

In our new imaging technique, we capture image stacks
of varying sync delay and exposure to analyze and capture
different light transport paths in the scene. In particular, we
make the following contributions:

� Capture of short and long-range non-epipolar indi-
rect light in real-time with our system.

� Modeling and analysis of the illumination multiplex-
ing performed by the synchronized rolling shutter.

� A nonlinear optimization algorithm to demultiplex
this illumination and recover 3D light transport
between the projector and camera.

� Analysis of delay profiles for subsurface scattering,
diffuse and specular interreflections.

� Enhanced skin imaging including real-time visuali-
zation, robustness to ambient light, and algorithms

for contrast-enhancement and improved pulse extra-
ction using motion magnification on non-epipolar
indirect light.

Wedemonstrate applications including sharpened (coarse-
to-fine) epipolar imaging, subsurface scattering material
recognition, and real-time vein visualization in human skin.
We validate our ideas on real experimental data from the epi-
polar imaging system Episcan3D (the system was first pre-
sented in Section 5 of [8]). This research allows for parametric
control for these active illumination systems through the
knobs of sync delay and exposure. This enables even more
selectivity of the light transport pathswe probe and capture.

A preliminary version of this paper appeared at the Inter-
national Conference on Computational Photography (ICCP)
2018 [10]. This paper extends the conference version in
Section 5 via analyzing our illumination demultiplexing
algorithm including its performance for a subsurface scat-
tering model, as well as presenting extensive new results
for skin imaging in Section 10. These new results include (1)
real-time imaging of non-epipolar indirect light from blood
vessels in skin, including comparison to a state-of-the-art
medical imaging device under strong ambient light condi-
tions, (2) an algorithm to enhance the contrast for skin imag-
ing, and (3) motion magnification to extract blood pulse
from these vessels.

2 BACKGROUND AND RELATED WORK

Light transport matrices [11], [12], [13] model the linear rela-
tionship between illumination sources and detectors. Given
P light sources represented with vector ~p, and N detectors
represented by vector ~i, a light transport matrix T is a
N � P matrix satisfying: ~i ¼ T~p: Each element T ½a; b�
describes the ratio of radiant energy sent through a set of
light paths from light source b to detector pixel a. Efficient
acquisition for light transport matrices includes compres-
sive sensing at reduced measurements [14], [15], approxi-
mation via symmetry [16], and optical computing via
matrix-vector products [17]. Methods have also decom-
posed light transport into bounces of light [18] and its sub-
components of light [19].

There also has been much interest in acquiring specific
components or slices of the light transport matrix directly
using imaging systems. The seminal work by Nayar
et al. [6] showed that direct light whose light paths bounce
only once in a scene between illumination source and detec-
tor could be separated from global light whose light paths
bounce more than once in the scene. Global light is the sum
of indirect light components, including short and long range
indirect light. The separation was achieved by projecting
high spatial frequency illumination patterns (e.g., a checker-
board pattern), and then performing a per-pixel equation to
calculate direct and global images. A minimum of 2 images
is theoretically required, but in practice tens of images are
utilized for robust performance. This separation could be
shown even for subsurface scattering materials with a high
spatial frequency. Further research extended direct-global
separation to account for motion compensation [20] and
multiple light sources [21], and primal-dual coding has
been used to enable live video separation [7], [9].

Fig. 1. A rectified projector-camera system to implement plane-to-ray
light transport. The laser projector illuminates the scene with a plane
that is swept vertically. The camera synchronizes its rolling shutter to a
fixed row-offset from the illumination plane. As each projector row
advances, so does the exposed camera row. By varying both the delay
between synced camera and projector rows as well as the camera row
exposure, we can capture live various components of epipolar and non-
epipolar light transport.
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Beyond direct/global separation, researchers have
explored even finer-grained decompositions of light trans-
port. Global light has been decomposed further into short
and long-range indirect light, corresponding to effects such
as subsurface scattering (short) and diffuse interreflections
(long). Reddy et al. used frequency analysis of spatially
varying illumination to capture short and long-range indi-
rect light [22] while O’Toole et al. utilized homogeneous
codes for a primal-dual imaging system [8] to capture these
effects in a single exposure. In addition, diffuse and specu-
lar reflections have been separated using color and polariza-
tion cues [23], [24], [25], [26]. Diffuse light transport has
been partially decomposed while keeping consistent inter-
reflections in the scene [27]. Similar to our paper but with
time-resolved measurements, Wu et al. used temporal delay
profiles to analyze indirect light transport and material
properties [28].

Multiplexed Illumination and Exposure. One fundamental
limitation for capturing finer-grained components of light
transport is the low signal-to-noise (SNR) ratio of detectors
with low light. To solve this issue,most imaging schemes uti-
lize illumination multiplexing where multiple light sources
are turned on, and then later decoded into their individual
contribution in post-processing. This effectively boosts the
SNR at acquisition time due tomore light. For general illumi-
nationmultiplexing, it has been shown that Hadamard codes
maximize SNR with respect to a generic signal-independent
noise model [29], and further optimal codes can be derived
when considering realistic Poisson-distributed photon noise
and sensor saturation [30].

Several methods have been introduced to multiplex illu-
mination for light transport acquisition. Sen et al. use an
adaptive light multiplexing algorithm to efficiently capture
light transport matrices [31]. On the camera side, coded
exposure methods enable motion deblurring [32], video
from a single coded exposure [33], rolling shutter photogra-
phy [34], and space-time voxels [35].

Imaging Systems for Light Transport Acquisition. The light
stage uses a large installation of light sources and cameras
to acquire light transport for human subjects [11], [36], [37],
[38], [39]. At a smaller scale, several smaller prototype sys-
tems have been created including regular projector-camera
systems [31], coded exposure [33], [35], and primal-dual
coding via digital micromirror devices [7]. Researchers have
acquired light transport for translucent materials using a
scanning laser over rotated samples [40]. For temporally
synced projector-camera systems, researchers have modi-
fied DLP projectors for fast projection [41].

Imaging Systems for Skin Imaging. There have been recent
advances to visualize blood vessels using infrared wave-
lengths which penetrate skin deeper than visible light [42]
and active illumination techniques including Laser Speckle
Contrast Imaging (LSCI) [43] and Sidestream Dark Field
(SDF) Imaging [44]. Direct/global separation has also been
applied for enhancing contrast for visualizing blood ves-
sels and flow [45], [46]. Facial reflectance has been cap-
tured by modeling light scattering in skin [47]. In addition,
there has been several works on extracting blood pulse
using photoplethysmography (PPG) [48], [49] as well as
motion magnification [50]. In this paper, we show that
indirect light capture using our imaging system can also

reveal the inner structure of blood vessels in human skin
in real-time capture.

Epipolar Imaging and Light Transport. The work most simi-
lar to ours is O’Toole et al. [8] who specified the epipolar
geometry of a rectified projector-camera system. In Fig. 1,
the projector and camera are rectified so that their rows are
aligned on the same epipolar plane. Intuitively, this divides
the scene into a stack of epipolar planes, each of which con-
tains the epipolar line connecting the projector and camera
centers as well as a unique projector/camera row.

The relationship between light transport and epipolar
geometry is determined by this alignment [8], [9]. Direct
light, which must lie on the same epipolar plane since it is
defined by the intersection of the projector and camera rays,
can only travel from projector row i to the same camera row
i. Indirect light, which has undergone multiple bounces,
can travel from projector row i to any camera row j. How-
ever, the amount of indirect light on the epipolar plane,
light that has undergone multiple bounces but still travels
from projector row i to camera row i, is a small percentage
of the total indirect light (unless there are strong specular
interreflections in the scene).

O’Toole et al. [8] invented Episcan3D as a hardware imple-
mentation of epipolar imaging. Episcan3D is also the main
hardware platform we utilize in this paper. Episcan3D uses
the syncing between a laser projector and the rolling shutter
of a camera to selectively capture epipolar lightwhen the roll-
ing shutter only exposes camera rows on the same plane as
the illuminated projector row, and non-epipolar light when
the rolling shutter exposes all camera rows except the row on
the same plane as the illuminated projector row [8]. This
decomposition of epipolar and non-epipolar light is done
in real-time. Epipolar imaging was later extended to a time-
of-flight device to obtain more accurate depth measurements
and robustness to ambient light [3].

We note that the synchronization of the camera’s rolling
shutter to a raster-scanning projector to capture epipolar
and non-epipolar light is the contribution of [8]. However,
the insight that this mechanism can be interpreted as illumi-
nation multiplexing, and we can utilize delay-exposure
stacks to demultiplex and recover 3D light transport is novel
to this paper. Further, we show new applications of epipolar
imaging including epipolar sharpening, synthetic 1D
relighting, enhanced direct/global separation, material rec-
ognition for subsurface scattering, and real-time blood ves-
sel imaging in human skin.

3 PLANE-TO-RAY LIGHT TRANSPORT

In this section, we describe the principles of our imaging
modality. We first exposit planar illumination and its light
transport. We then show how light multiplexing occurs
using the delay and exposure of a temporally-synced pro-
jector and rolling shutter camera system. We derive expres-
sions for these parameters, and use them to model the
illumination function and image stack formation.

As stated in the previous section, we follow the formula-
tion of O’Toole et al. [8] for epipolar geometry of a projec-
tor-camera system and light transport. Epipolar imaging
captures light paths that travel from projector row i to recti-
fied camera row i. Non-epipolar imaging captures indirect
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light traveling from projector row i to any camera row j 6¼ i.
Thus, the planar light transport from projector to camera is
parameterized by the relative offset between projector row i
and camera row j, and controlled by the synchronization
delay, the timing difference between the synchronized
projector scanning and camera rolling shutter. In addition,
the exposure of the camera row determines the amount of
integrated light at each camera row. The light transport
operator describes the transfer of radiant energy from pro-
jector row to camera pixel, hence we title this plane-to-ray
light transport.

In an ideal planar illumination system, one could capture
the light transport by projecting one line at a time and tak-
ing an image. However, this impulse scanning suffers from
low SNR due to low light levels [29], especially for subsur-
face scattering and long-range indirect light. In addition, in
a real system, the laser itself has a temporal jitter, which
may cause light to leak into neighboring rows as noticed
in [8]. To solve these issues, we use the key insight that the
rolling shutter, synchronized to the projector, performs light
multiplexing of this planar illumination. This light multi-
plexing increases the SNR for light transport acquisition.
Thus we describe this light multiplexing using the parame-
ters of delay and exposure in a rolling shutter system, and
propose an algorithm to demultiplex and recover the 3D
light transport in the subsequent section.

3.1 Light Multiplexing Using Delay and Exposure

For a rolling shutter camera synchronized to the epipolar
illumination of the projector, we can control the delay and
exposure of this shutter to perform light multiplexing. The
exposure determines the number of rows being exposed
with larger exposures leading to larger sets of rows being
exposed. The delay is the distance between the illuminated
projector row and the center of the exposed rows.

The rolling shutter of the camera can be synchronized to
the projector illumination, as described in [8]. In particular,
this means the pixel clock is fixed and focal length of the lens
adjusted so that the projector rows and camera rows change
with the same vertical velocity. In epipolar imagingmode, the
delay is zero, so that the band of exposed camera rows is on
the same epipolar plane as the light being projected, while in
non-epipolar mode, the band of exposed camera rows does
not include the epipolar plane where the light is. Light multi-
plexing occurs since each row gets light frommultiple projec-
tor lines due to the width of the exposure and the value of the
delay. To describe the demultiplexing algorithm in Section 4
necessary to estimate 3D light transport, we first must derive
the relationship between delay and exposure, and use it to
model the illumination.

Relationship Between Delay and Exposure. We use the same
notation as [8] to parametrize delay and exposure in a roll-
ing shutter system. Let tp denote the amount of time for
which the projector illuminates a single scanline (with some
finite band width), te be the exposure time which corre-
sponds to a contiguous block of rows being exposed, and to
denote the time offset of synchronization between the pro-
jector and camera. Additionally, we denote t0o as the time
difference between the start of exposure and when the pro-
jector illuminates that row of pixels. Please see Fig. 3 for a
visual description of these parameters.

As we change to, this changes t0o, and thus we express
delay: td as the difference between the center times of expo-
sure and illumination, as following:

td ¼ 1

2
te � 1

2
tp � t0o: (1)

Positive td > te=2means the camera row receives light from
a vertically lower epipolar plane. Similarly, negative
td < �te=2 means the light arrives from a vertically higher
epipolar plane. If 0 � jtdj � te=2, then the exposed row
receives a majority of illuminated light from the same epi-
polar plane. Typically, epipolar imaging operates with
td ¼ 0 and te as short as possible (as shown in Fig. 3c).

Illumination Model.We formulate a model for the illumina-
tion as a function of delay and exposure. Using calibration,
we obtain the speed of the projector scanline vp sec/line in the
scene. Given this, we express illumination band width Iw and
its center location Id by the following equations:

IwðteÞ ¼ vpte; IdðtdÞ ¼ vptd: (2)

Let v denote a row of the projector plane. We then define
the illumination function Lðv; td; teÞ

Lðv; td; teÞ ¼ 1; if kv� IdðtdÞk < 1
2 IwðteÞ;

0; otherwise :

�
(3)

Note that we define themaximum intensity of the projector as
1. We will use this illumination function to estimate 3D light
transport amongst rows of the projector/camera in Section 4.

4 3D LIGHT TRANSPORT ESTIMATION VIA

DEMULTIPLEXING

In the previous section, we formulated the light multiplex-
ing caused by the rolling shutter parameterized by delay
and exposure. We now develop a demultiplexing algorithm
to estimate the plane-to-ray light transport.

Delay-Exposure Image Stacks. We first capture a series of
images while varying delay td and exposure te. We typi-
cally use uniformly sampled points between minimum
and maximum values for both delay and exposure as part
of our sweep.

By controlling the delay and exposure, we have the abil-
ity to capture short and long-range non-epipolar light. As
the delay increases, light from the illumination plane has to
travel a longer vertical distance to reach the camera row.
This gives a minimum bound of the optical path length trav-
eled by the indirect light. By controlling the exposure, we
can allow more or less amount of light that has traveled this
minimum bound, thus creating a band of non-epipolar light.
This corresponds to banded diagonals off the main diagonal
in a light transport matrix [8], [9]. In Section 7 we demon-
strate results of this banded imaging.

Optimization. For given td and te, the observation I at
pixel ðs; tÞ is given by the product of the illumination with
the light transport operator, integrated over the projector
rows v, to form the final image

Iðs; tÞ ¼
Z

Lðv; td; teÞT ðv; s; tÞdv: (4)
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Note that, T ðv; s; tÞ is 3D light transport from row v to a
pixelðs; tÞ. This relationship is illustrated in Fig. 2. We note
that this equation can be discretized to the standard matrix-
vector product of light transport.

We can write the epipolar and non-epipolar images by
the following equations:

Ieðs; tÞ ¼
Z

dðt� vÞT ðv; s; tÞdv; (5)

Inðs; tÞ ¼
Z

ð1� dðt� vÞÞT ðv; s; tÞdv: (6)

Hence, if we can estimate T from the image stack of varying
td and te, we can synthesize epipolar and non-epipolar
images. We denote the i-th image with delay td;i and expo-
sure te;i. Thus we estimate the light transport T � as the solu-
tion to the following optimization problem:

argmin
T ðv;s;tÞ

XN
i

kIi �
Z

Lðv; td;i; te;iÞT ðv; s; tÞdvk22 þ aEc þ bEs;

subject to T � 0; 8v; Ec ¼ @

@v
T

����
����
2

2

; Es ¼ kTk1:

We use additional regularization for smoothness and
sparsity in the light transport: a and b are coefficients of
smoothness and sparsity respectively. This helps with the
optimization to reduce noise and other image artifacts. The
total number of images in the stack is N . In practice, we uti-
lize a ¼ 0:01, b ¼ 0:01, andN ¼ 75:

Since the formulation is per-pixel, the optimization is eas-
ily parallelizable. We use the CVXPY framework for convex
optimization to solve this [51]. We feed most delay-exposure
images to the solver except for those delay images which lie
on the boundary between epipolar and non-epipolar imag-
ing (td 	 te=2), which have significant horizontal artifacts
due to synchronization problems.

The main limitations of our algorithm is the enforce-
ment of smoothness and sparsity conditions on the light
transport we recover. This prevents us from recovering
very small intensity visual effects (as the sparsity condition
will drive these light paths to zero) or handling long-range
indirect light paths due to the smoothness condition on
the light transport. However, without these regularization
terms, the optimization algorithm does not converge
to a meaningful light transport operator as the inverse
problem is under-determined and requires constraints to
help solve this.

5 ANALYSIS OF ILLUMINATION DEMULTIPLEXING

In this section, we analyze the performance of our illumination
demultiplexing algorithm. We first compare and contrast
between ourmultiplexed illumination strategywhich requires
an epipolar (synced and aligned) projector-camera versus
more traditional projector-camera algorithms via spatially-
varied lighting. We then simulate the performance of our
optimization algorithm with respect to noise for recovering
subsurface scattering profiles, and empirically validate the
choice of regularization and constraints in our optimization.

5.1 Comparison to Traditional Projector-Camera
Systems

A traditional projector-camera system can perform direct-
global separation as shown in [6]. Thus it is natural to ask
how an epipolar projector-camera system can be more
advantageous for illumination demultiplexing. An epipolar
system requires two additional setup complexities: (1) the
need for epipolar rectification via optical alignment and (2)
synchronization for controlling the exposure/delay. We
analyze both of these conditions and their trade-off with
respect to conventional projector-camera acquisition.

While direct-global separation can be performed digitally
with a traditional projector-camera system, epipolar/non-
epipolar separation is only possible by optically aligning
the projector and camera to be rectified [8]. Epipolar separa-
tion has more robust performance on specular and shiny

Fig. 2. Illustration of plane-to-ray 3D light transport T ðv; s; tÞ from row v in
projector plane to a camera pixel ðs; tÞ.

Fig. 3. Timing diagram of projector illumination and camera rolling shutter
for epipolar imaging.
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materials, which are challenging for conventional direct-
global separation with its frequency assumptions [6]. Once
a projector-camera is optically rectified, it is possible to digi-
tally perform our method of illumination multiplexing to
capture epipolar and non-epipolar images. We project a
horizontal band of light of a certain width into the scene,
and only a certain row of pixels offset a distance away from
this illumination bar (delay td) would be extracted and
retained. We then shift this horizontal illumination one row
down, and extract the next row of pixels from the previous
row extracted. By sweeping this illumination with multiple
images, we can synthesize a single image of fixed delay td.
This mimics the epipolar illumination configuration used in
Episcan3D in post-processing. In Fig. 4, we implement this
method, and compare the direct images with and without
synchronization. Note that the images look qualitatively
similar, although the direct image without synchronization
has slightly softer highlights for the reflections and some
color difference as compared to synchronization.

The advantage of this digital illumination method is that
it allows exposure to be decoupled from acquiring delay
images, which could boost signal for very low light images.
However, the main caveat is that multiple images must be
acquired to form a single delay image if the system is not
sychronized. Synchronization allows for real-time selective
light transport imaging such as epipolar, non-epipolar
imaging and the delay imaging for skin-visualization
shown in Section 10. We do note that spatial multiplexing
of these illumination patterns could reduce this acquisition
cost, especially since our demultiplexing algorithm does
not consider long-range indirect light effects. This is an
interesting avenue of future work to determine the trade-
offs between spatial illumination multiplexing, setup com-
plexity, and exposure/delay control for epipolar systems.

5.2 Demultiplexing Performance

To validate the performance of our illumination demulti-
plexing, we perform simulations where we recover the light
transport for a subsurface scattering model. We simulate
our forward imaging equation with an additive noise model

Iðs; tÞ ¼
Z

Lðv; td; teÞT ðv; s; tÞdvþ h;

where noise h is normally distributed with zero mean. For
our simulations, we illuminate a single pixel in the center
(the projector is orthogonal to the material surface), and
measure the scattering profile in a column of camera pixels

using a Monte Carlo simulation. This 1D scattering profile
is then used to simulate illumination multiplexing, which
we then recover via our demultiplexing algorithm.

For light transport T ðvÞ at a pixel, we utilize a subsurface
scattering model for layered surfaces that is simplified to
one-dimensional light transport theory [52]. This model
assumes the object is comprised of homogeneous participat-
ing media parameterized by absorption coefficient sa, scat-
tering coefficient ss, and Henyey-Greenstein phase function

pðuÞ ¼ 1

4p

1� g2

ð1þ g2 � 2g cos uÞ3=2
;

where u is the angle between incident and outgoing light,
and g is the mean cosine for the scattered light. Note that
g ¼ 0 gives isotropic scattering, g > 0 is forward scattering,
and g < 0 is back scattering. We use the bidirectional path
tracing algorithm to render the material in the Mitsuba
renderer [53].

We note to the reader that this is a simplified model for
subsurface scattering, and that more advanced BSSRDFs
that take into account incident direction [54] or more com-
plex scattering [55] can be considered. However, we felt this
model had sufficient complexity for the forward scattering
materials we consider, and to show evidence that the
demultiplexing can recover light transport. In Section 8, we
validate that our method works on real subsurface scatter-
ing materials including milk, soap, and toothpaste.

Since our illumination demultiplexing algorithm is novel
due to the configuration of our imaging system, there are no
direct related work or competing methods from the litera-
ture to perform the demultiplexing. Instead, we compare
against standard optimization techniques including the
pseudo-inverse and a least-squares with non-negative con-
straint T � 0. In Fig. 5a, we reconstruct the light transport of
the scattering material comparing standard optimization
techniques against our least-squares with non-negative con-
straints and regularization as formulated in Section 4. Note
how the pseudo-inverse yields negative values for the esti-
mated light transport, and thus motivated the need for non-
negative constraints. The addition of regularization terms
helped improve the performance of the optimization algo-
rithm. In Fig. 5b, we simulate the performance of these dif-
ferent reconstruction techniques as we increase the strength
of the noise. While the pseudo-inverse can sometimes yield
lower MSE than our full optimization with regularization
(especially at low noise levels), it should be noted that its
solution is incorrect due to the presence of negative values.

Fig. 4. Comparison between an optically rectified projector-camera system with and without synchronization. Note that by illuminating one row at
a time as shown in (b) and digitally extracting pixel rows in post-processing, we can create qualitatively similar results for selective light transport
capture. However, synchronization allows for real-time imaging for epipolar and non-epipolar light components that is not possible using digital
post-processing methods.
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At high noise levels, our least squares with non-negative
constraint and regularization performs the best.

In Fig. 6, we show reconstruction performance as a func-
tion of the scattering, absorption, and g coefficients. Note
that for scattering and absorption coefficients in a strongly
forward scattering regime g ¼ 0:9, our method performs
better than methods without regularization. Fig. 6b corre-
sponds to making the material darker as the absorption
increases, as all other tests are performed with white materi-
als of absorption zero. For g, our method performs better for
g > 0, and starts to perform worse for g < �0:25 backscat-
tering. However, we note that most materials of interest we
consider such as milk are forward scattering [56], and thus
our method works well for these materials (also verified in
our experimental results in Section 8).

6 HARDWARE IMPLEMENTATION

To implement our ideas, we utilize the Episcan3D system
described in [8]. We also discuss calibration and acquisition
process for capturing delay-exposure image stacks.

Prototype. We utilize similar prototypes to the Episcan
system [8] and shown in Fig. 7. We use a Celluon PicoPro as
a projector with display resolution 1280 � 720, and either an
IDS UI-3250CP-C-HQ color camera or IDS UI-3250CP
monochrome camera with both global and rolling shutter
capabilities. The shutter is triggered by the VSYNC signal
generated by the projector, and also can be delayed by the
camera using to. We refer the reader to the supplemental
material, which can be found on the Computer Society Digi-
tal Library at http://doi.ieeecomputersociety.org/10.1109/
TVCG.2019.2946812, of [8] about the support circuitry and
physical alignment required for the prototype.

Calibration. For our calibration procedure, it is necessary
to determine the illumination bandwidth Iw and center

location Id with respect to te. From Equation (2), we see that
we need to estimate vp. To do this, we project a single-pixel
horizontal white line on a black background, and sweep the
line vertically from top to bottom. We image this sweep in
global shutter mode with te ¼ 500 microseconds,. By count-
ing the number of visible lines nv, we obtain the projector
scanline velocity vp ¼ nv=te. Typically we observe 27 lines in
500 microseconds, exposure observation, so we calculate
vp ¼ 27=ð500� 10�3Þ = 54,000 lines/sec.

Acquisition. To acquire images, we use 12 bit capture
and average 8 images for each delay and exposure. We
captured images without gamma correction, and verified
that the resulting image measurements were linear by
measuring the camera response curve. For a typical
sweep, we used delay td ¼ �1500 to 1500 microseconds
with step size 187.5 microseconds, and exposure te ¼ 600
�1200 microseconds with step size of 150 microseconds.
The ability to control the rolling shutter’s delay and
exposure was given by the IDS software of the camera
manufacturer through their API.

Fig. 5. (a) Result of reconstruction algorithms for a simulated T modeled by subsurface scattering with Henyey-Greenstein phase function [52],
with a close-up of the peak in (b). (c) Performance of reconstruction algorithms for different noise levels h. All simulations use ss ¼ 1; sa ¼ 0; g ¼ 0:9;
h ¼ 0:05 when a parameter is not being swept as their default configuration.

Fig. 6. (a) MSE as the scattering coefficient s
0
s changes, (b) MSE with respect to the absorption coefficient sa (c) MSE for differing values of g in the

phase function. All simulations use ss ¼ 1; sa ¼ 0; g ¼ 0:9; h ¼ 0:05 when a parameter is not being swept as their default configuration.

Fig. 7. The Episcan3D prototype [8] which we use for our epipolar
imaging system.
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Total acquisition time is as follows: Calibration takes
approximately 4 minutes (one-time only process), acquisi-
tion for 75 images (a typical delay-exposure stack) takes
approximately 2 minutes where each image is an average of
8 frames, and it takes 9 minutes to demultiplex these images
for 128 � 128 resolution.

7 RESULTS: DELAY-EXPOSURE IMAGING

As described earlier, controlling the delay and exposure can
selectively image bands of non-epipolar indirect light in a
scene. We captured several image stacks sweeping exposure
and delay with uniform increments. In Fig. 8, we visualize
the specular interreflections of a disco ball shifting vertically
as the delay changes.

As you can see in cross-sections of Fig. 8, with td ¼ 0
microseconds, mostly direct light is captured, but more
indirect light leaks in as the exposure is increased from 600
microseconds, to 1,200 microseconds,. We note that this
effect is particularly noticeable due to the brightness of
specular interreflections of the disco ball, and other diffuse
interreflections cannot have tight indirect bands due to low
exposure. Please view a video of sweeping the band in the
supplemental material, available online.

Noise is primarily determined by the amount of light
reaching the pixels (although there are synchronization
artifacts at very short exposure times due to jitter in the
laser raster scan). For indirect imaging, specular interreflec-
tions (such as the disco-ball reflections) are brighter and
thus less noisy than diffuse interreflection or subsurface
scattering effects. Since exposure is coupled to the band of
light received by the rolling shutter, there is a trade-off
between integrating more light and the tightness of the

band of indirect light (i.e., the resolution of the illumina-
tion function).

8 RESULTS: DELAY PROFILES AND MATERIAL

RECOGNITION

Delay Profiles. For each pixel, we can plot the pixel intensity
as a function of the delay td. We call this a delay profile, and
it yields information about the scattering of light with
respect to the planar illumination of the projector. Delay
profiles look qualitatively different for subsurface scattering
and diffuse interreflections, which are short-range indirect
light effects, versus specular interreflection that has long
range. We note that Wu et al. performed a similar analysis
using temporal delay for time-of-flight imaging [28].

In Fig. 9, we image a scene with a variety of these effects
and show their delay profiles. Note how specular interre-
flections from the mirror ball (blue) have two peaks in their
delay profile. This is due to a diffuse reflection from the
page at td ¼ 0 coupled with a peak from the specular reflec-
tion of the mirror ball. For the near corner of the book (red)
and candle (yellow), their broadened delay profiles are due
to subsurface scattering. The more translucent the object,
the more broader its delay profile (see also milk results in
Section 8). Note that the delay profiles are not symmetric
around zero as one would expect, but are affected by the
surface geometry/surface normal at those points. This rela-
tionship between symmetry and surface normal is a subject
of further investigation.

Material Recognition of Subsurface Scattering. The use of
delay and exposure can yield fundamental new information
about light scattering in materials, particularly subsurface
scattering. Previous researchers have used time-of-flight
measurements to achieve a similar result [28], [57]. Consider

Fig. 8. An image stack of varying delay on the x-axis and exposure on the y-axis, with values ðtd; teÞ in microseconds. Epipolar images occur when
jtdj < te=2, and non-epipolar or indirect light otherwise, and are denoted by the red boxes. Notice how the specular interreflections of the disco ball
move vertically as delay increases in one row corresponding to indirect light paths jumping from illumination to received plane. The size of the interre-
flections band is controlled by exposure. All images are equally brightened for visualization.

2428 IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 27, NO. 4, APRIL 2021



the delay profile for a given material. We expect the maxi-
mum of this plot to be at td ¼ 0. However, our intuition is
that the more subsurface scattering present in the material,
the more spread out the delay profile will be.

In Fig. 10, we tested this hypothesis and its usefulness for
material recognition of subsurface scattering in common
household items. Using Episcan3D, we imaged containers
of different material samples from above as shown in
Fig. 10a. The materials we tested were three varieties of
milk (fat free, 2 percent, and whole), toothpaste, and liquid
soap. All of these items were white in color, and difficult to
identify with RGB information alone. We plotted their aver-
age delay profiles for a set of their pixels shown in Fig. 10b.
We normalized these delay profiles using the area under
the curve to cancel out the effects of albedo.

Using training and test images, we trained a support vector
machine (SVM) with nonlinear kernel (radial Gaussian basis
function) to get a per-pixel semantic segmentation of the

materials (Fig. 10c) and a confusion matrix (Fig. 10d). We
achieved over 90 percent recognition for all the materials.
We note that the only errors occurred for pixels near the
edge of the container, where possibly the scattering profile
changes for the materials due to the asymmetry of a boundary
condition. This is an interesting avenue of future research
to use delay profiles to better model or inverse render subsur-
face scattering. This application is not meant for robust
instance-level material recognition, but highlights the useful-
ness of delay profiles for understanding subsurface scattering
inmaterials.

9 RESULTS: ILLUMINATION DEMULTIPLEXING

Sharpening Epipolar Imaging. In epipolar imaging, there is an
inherent trade-off between the amount of non-epipolar or
indirect light that leaks into the signal and exposure te. As
noted earlier, a larger exposure value, typically te > 500
microseconds, will allowmore short-range indirect light to be
captured. This indirect component can be reduced by reduc-
ing or “tightening” the exposure to a smaller time, thus only
exposing the epipolar row during capture. However, decreas-
ing the exposure also increases overall noise in the images.

To solve this trade-off, we utilize our illumination demulti-
plexing algorithm to synthesize a “sharper” epipolar image
that has the SNR of a large exposure, but reduced indirect
component of a tight/short exposure. This is done by resolv-
ing light transport to a fine resolution in projector rows v in
Equation (5). We can computationally render an epipolar
image to the limit of the light’s illuminationwidth Iw.

In Fig. 11, we image a rose candle made of translucent
wax. We synthesize in Fig. 11c a tighter epipolar image than
a regular epipolar image with exposure te ¼ 600 microsec-
onds, shown in Fig. 11b. Note how the regular epipolar
image cannot remove the subsurface scattering of the can-
dle, but the sharpened epipolar image removes all these
effects. Looking at the cross-section pixel values in Fig. 11d,
the sharper epipolar image has more contrast amongst its
rose petals. This sharpening has applications for when the
system has a large exposure, and thus needs computation to
generate a tighter epipolar image.

Relighting. In addition, 1D light transport allows us to
synthesize novel images. For instance, we can render a new
image with a novel illumination pattern of any linear combi-
nation of projector rows using the T operator. In Fig. 12, we
synthesize relighting from a single line illumination for the

Fig. 9. We perform a delay sweep of the scene shown in (a), and plot the
delay profiles for selected pixels in the image (b). Note how subsurface
scattering material like the candle has a wide broadening profile (orange),
while diffuse interreflection in the near corner has a steeper profile (red).
The diffuse reflection from the book page itself has an unimodal peak
(green), but the specular interreflection has a bimodal peak (blue).

Fig. 10. Using varying delay, we can perform recognition and analysis of subsurface scattering materials. In (a), fat free, 2 percent, whole milk, tooth-
paste, and liquid soap were imaged. Note that all materials are white in color, and difficult to distinguish visually. Their average pixel delay profiles
are shown in (b). We use a nonlinear SVM to help perform semantic classification (c) and show the results of the confusion matrix (d). Note that all
materials were correctly identified with most pixels semantically segmented correctly.
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imaged rose. Please see the supplemental material, available
online, for a video of this relighting effect.

For this single line relighting of the scene, we compare
our method in Fig. 12b versus conventional imaging techni-
ques. We show the comparison against a single projected
line with exposure of 16 milliseconds in Fig. 12c, and a sin-
gle line projection with exposure of 800 milliseconds in
Fig. 12d. Note that our method achieves better noise perfor-
mance than Fig. 12c since we utilize multiplexed illumina-
tion to capture our delay-exposure stack. Our method
achieves similar performance to Fig. 12d in terms of noise,
but requires multiple images and does not capture the long
range light transport effects for far away rows due to the
sparsity assumption in our optimization.

10 RESULTS: VISUALIZING BLOOD VESSELS

THROUGH SKIN

For many biomedical and clinical applications, visible non-
destructive imaging through skin to see blood vessels and
structures is important. In particular, peripheral venous
access for the basilic and cephalic vein in the inner arm is
used for blood draws and intravenous drips. Visualizing
these also helps with identification and diagnoses of symp-
toms such as varicose veins in patients. However, skin fea-
tures strong subsurface scattering that reduces the contrast
necessary to image these blood vessels. This is particularly

difficult for darker skin tones or dehydrated patients where
signal is relatively low from scattering.

In addition, there is a need for low power and low
cost imaging hardware to perform skin imaging. Many
patients do not have access to a local hospital particu-
larly in underdeveloped countries, and thus the imaging
hardware needs to be portable, work out in the field
under varying ambient illumination (e.g., in the sun).
We argue that our projector-camera system with indirect
imaging is well-suited to solve these issues for robust
skin imaging. Note that a particularly compelling advan-
tage of our method is that it can be performed in real-
time, without the need for optimization or post-process-
ing to perform vein visualization.

To image blood vessels embedded in the skin, we require
capturing short-range indirect light that is the light scat-
tered from a certain depth in the tissue. In our experiments,
we utilize a delay of 400–600 microseconds, to capture
images for a target that is approximately 0.5 meters away.
In Fig. 16, we show the results for various different places
on the body. To provide a reference for our results, we also
show the images from a commercial medical imaging
device known as Statvein. Statvein projects red and infrared
light onto the target, and then overlays a visualization of the
veins underneath onto the projection. We note that this is
not a direct comparison as Statvein performs in-situ visuali-
zation, while our method presents the visualization on a
separate screen.

Fig. 11. Imaging a wax rose candle in epipolar mode (b) with an exposure of 600 ms does not remove the subsurface scattering. Demultiplexing the
image stack to recover 3D light transport, we synthesize a tighter epipolar image in (c) which preserves sharp features and highlights while removing
the subsurface scattering from the epipolar image. In (d), we plot pixel values for a single scan line for comparison, note how the tighter epipolar
image has larger contrast.

Fig. 12. Relighting under virtual single line illumination of a wax rose (a) Since the signal of the single line illumination is too weak, we brightened both
synthesized (b) and actual observation (c) by an equal amount for visualization. Note that the synthesized result (b) has much better noise properties
than an actual single line projection at exposure 16 ms (c). Our method achieves similar noise performance to (d) a 800 ms exposure, but is limited
to short light transport effects due to our assumption of sparsity in optimization.
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In Fig. 16, we compared our method of capturing short-
range indirect light using a specific delay versus several
baselines including global light and Statvein. We tested
against a variety of body parts including arm, elbow, face,
and leg, as well as testing a lighter and darker skin tone.
Note how short-range indirect imaging preserves more
blood vessel structures than global or Statvein, and is even
able to recover some blood vessels in the darker skin. This
shows the energy-efficiency of this imaging method by only
collecting photons along the desired light transport paths.
Statvein uses re-projection to visualize blood vessels
directly on the skin, and thus suffers from difficulty when
there is a lot of hair or curvature present as in the outer arm
for darker skin. Episcan3D using short-range indirect
(delay) imaging can identify structures like the basilic and
cephalic veins in the inner forearm, which corresponds to
imaging 1-5 millimeters deep. We emphasize again that the
indirect delay imaging can be captured and visualized in
real-time, please refer to the supplemental material, avail-
able online, for videos. We also anticipate that if the light
source was changed to infrared, we would see even deeper
structures in human skin, or if the resolution of the camera
was higher, we could visualize micro-vessels such as
capillaries.

We also tested our method’s robustness to strong ambi-
ent light. This is a common medical situation due to bright
lights that are present for surgical procedures or bright sun-
light for outdoor medical procedures in the field. We tested
both these environments in Fig. 13. Here, we see that the
contrast of global light is completely lost as it is overpow-
ered by the ambient light, and Statvein can only identify
major blood vessels in the arm. However short-range indi-
rect imaging is robust to this ambient illumination, and still
recovers finer blood vessel structure than any of the other
methods. We believe these are promising results for this
device for skin imaging in varying illumination conditions.

Contrast-Enhancement. We present an algorithm for a con-
trast-enhanced image computed in post-processing on a
stack of varying delay images. Since different veins appear
at different depths in the skin, we wish to fuse local spatial
regions from different delay images to maximize the con-
trast displayed.

We first collect a sweep of delay images for the scene. To
process, we take spatial regions or patches of size 200 � 200
at a time. We found that this patch size gave us the best
results to measure local contrast. Each patch is then filtered
using a bilateral filter [58] to enhance edge sharpness while
reducing noise. Then for each patch, we calculate

td
�ðs; tÞ ¼ argmax

td

jjrItd jj; (7)

where jjrItd jj is the gradient image of the patch for a
given delay, and ðs; tÞ is the coordinate for the pixel in the
patch. Thus for each pixel, we get the delay td

� with the
maximum local contrast, that preserves the image. We can
compose these patches together to form a heat map of delay
indices. As a final step, we blur this heat map to avoid sharp
transitions in delay that results in image artifacts. The final
contrast-enhanced image is formed by Iðs; tÞ ¼ Itd� ðs; tÞ. In
Fig. 14, we can see the contrast enhancement using this algo-
rithm versus capturing a single delay image alone.

Pulse Rate Extraction Using Motion Magnification. Regular,
non-invasive monitoring of pulse rate and other vital signs
has many clinical applications. We show that our method of
indirect imaging for veins improves the extraction of pulse
rate including a better signal-to-noise ratio. In previous
work, researchers invented the technique of motion magni-
fication to visualize subtle movements or changes in color at
certain temporal frequencies [50], [59]. This algorithm uses
a spatial pyramid for the image, and then applies a temporal
filter to select a temporal signal per pixel to amplify. We use
this algorithm to magnify the changes in indirect light due
to blood flow. In Fig. 15a, you can see the extracted blood
pulse from the short-range indirect light images. We recov-
ered a blood pulse of 71.25 bpm approximately, while a
ground truth heart rate monitor from the Xiaomi Mi Band 2
smartwatch measured 73 bpm. We also compared in
Fig. 15b signals from a single pixel from a vein in the images
with regular, direct, global, and indirect light as well as with
no motion magnification. We used motion magnification
using an ideal temporal filter with flow ¼ 0:5Hz and
fhigh ¼ 2Hz, and a magnification factor a ¼ 50 and 4 pyra-
mid levels for all our results. Further advanced motion mag-
nification algorithms such as [60] could potentially yield

Fig. 13. Blood vessel visualization under strong ambient light both indoors (a) and outdoors (b). Note that the global component loses contrast and
vessel structure due to ambient light in (d) and (j), yet the short-range indirect imaging maintains ambient light rejection to recover these vessels in
(e) and (k).
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even more accurate results, which is an avenue of future
work. Note how the indirect light has the most amplitude
swing after motion magnification, and the blood pulse was
calculated to 75 beats per minute. Please see the supple-
mental videos, available online, for visualizing the motion-
magnified indirect light from the pulse.

11 DISCUSSION

We have presented a new imaging modality that exploits
the 3D light transport between planar illumination and
camera pixels. Using the observation that the synchronized
rolling shutter of an epipolar projector-camera system per-
forms illumination multiplexing, we formulate a forward
imaging model for capturing images of varying delay and
exposure. With these delay-exposure image stacks, we per-
form demultiplexing with a convex optimization algorithm
to estimate 3D light transport.

Imaging using varying delay and exposure affords a
compelling set of visual applications. Delay is particularly
useful as it allows visualization of short and long-range
indirect light, analysis of the characteristic type (subsurface
scattering, specular and diffuse interreflection) using delay
profiles, and helps with material recognition of visually
indistinguishable materials by the shape of their subsurface
scattering kernels. In addition, estimated 3D light transport
from projector allows epipolar sharpening and relighting,
giving a level of software control in the imaging process for
post-capture editing.

The most exciting application from our perspective is the
ability to see blood vessels in human skin with real-time
capture and visualization. Our method is robust to strong
ambient illumination, varying curvature of the target,
obstructions such as hair on the skin, and works for even
darker skin tones. Our Episcan3D prototype used for these
results is approximately 20 cm � 15 cm, and can be easily
used for portable monitoring of blood vessels deployed in
the field.

Limitations. However, there are some limitations for the
proposed imaging acquisition and algorithms in this paper.
The demultiplexing algorithm is not real-time, requiring
80–100 images in the delay-exposure stack for acquisition,
and taking several minutes to estimate the light transport.
Further, this light transport is limited to 3D since our imag-
ing model assumes projector illumination as impulse rows
rather than the full 4D light transport. This affects our
relighting to one-dimensional lighting directions. Of course,
this limitation can be mitigated by utilizing spatial coding
in the projector [31], but would increase the number of
acquisition images and processing time.

In several of our applications, we are unable to cap-
ture short-range indirect light which is very near to the
epipolar plane. This is due to synchronization effects
such as laser jitter and alignment issues in the experi-
mental prototype. This precise optical calibration limits
the ability for the projector to be physically decoupled
from the camera, preventing diverse viewpoints from
either the projector or camera.

Fig. 14. Using our contrast-enhancement algorithm, we are able to find a delay per local spatial region which maximizes the spatial contrast. This
results in a enhanced blood vessel visualization (b) as compared to capturing a single delay image as in (a).

Fig. 15. Using motion magnification [50], we can extract the pulse from a single pixel on the vein of the arm in (a) from the short-range indirect light
captured by Episcan3D. The approximate beats per minute extracted is 71.25 bpm, while the ground truth beats per minute measured using a Xiaomi
Mi Band 2 smart-watch sensor is 73 bpm. In a different experiment (b), we plot the amplitudes for the signals for regular, direct, global, and indirect
light as well as indirect light with no motion magnification. Note how only global and indirect light are able to recover pulse when motion magnified,
and further indirect light has better SNR when magnified.
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Future Work. One interesting avenue of future research
is to identify the connection between delay defined in
this paper and temporal delay related to time-of-flight
imaging. Our delay clearly sets a lower bound on the
time-of-flight, namely the minimum optical path length
from two-bounce light (e.g., projector row i to scene
point 1 to scene point 2 to camera pixel in row j). In
principle, it may be possible to obtain the transient
image of a scene if one can obtain accurate synchroniza-
tion timings for the device. Our method can be extended
to imaging systems where exposure is decoupled from
delay/row-offset as in ROI systems like EpiTOF [3]. This

would allow tighter isolation of key light transport com-
ponents such as bands of indirect light at higher SNR. In
addition, it would be useful to have control over the pro-
jector’s raster scanning behavior, and estimate 4D light
transport from this illumination. Such programmability
has recently been shown to be useful for performing dis-
parity gating and capturing complex geometric light
transport paths [61], [62]. Parametric analysis of epipolar
and non-epipolar light using delay and exposure and
possibly other hardware mechanisms can lead to future
insights into the physical nature of these visual effects.
We hope that our research shows a path forward for

Fig. 16. Comparing visualizations for blood vessels for a variety of body parts and skin tones. Notice capturing short-range indirect light using delay
imaging yields more vein structure than the direct component, and with higher contrast than the global component. We also note that it is robust to
hair and darker skin as compared to Statvein, a commercial medical imaging device.
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temporal synchronization between projectors and cam-
eras to selectively capture many different components of
light transport.
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