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Lenslet VR: Thin, Flat and Wide-FOV Virtual Reality Display Using
Fresnel Lens and Lenslet Array

Kiseung Bang, Youngjin Jo, Minseok Chae and Byoungho Lee, Fellow, IEEE

102˚ horizontal FOV
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Fig. 1. (Left and right top) VR glasses prototype. (Right bottom) The monocular module of VR glasses prototype. The total thickness,
including all optical components, required space, and the LCD is 8.8 mm. (Middle) Captured result of display experiment with the
monocular benchtop prototype. The prototype covers a 102° x 102° FOV. The photo was taken with Samsung Galaxy S10 5G
smartphone ultra-wide-angle camera ( f /2.2, 1.8 mm), which has a 104°x 88°FOV. The photo is a single frame in a video. Captured
video result is provided in supplementary media. Video by HDVMaster on Motion Elements.

Abstract—We propose a new thin and flat virtual reality (VR) display design using a Fresnel lenslet array, a Fresnel lens, and a
polarization-based optical folding technique. The proposed optical system has a wide field of view (FOV) of 102˚×102˚, a wide eye-box
of 8.8 mm, and an ergonomic eye-relief of 20 mm. Simultaneously, only 3.3 mm of physical distance is required between the display
panel and the lens, so that the integrated VR display can have a compact form factor like sunglasses. Moreover, since all lenslet of the
lenslet array is designed to operate under on-axis condition with low aberration, the discontinuous pupil swim distortion between the
lenslets is hardly observed. In addition, all on-axis lenslets can be designed identically, reducing production cost, and even off-the-shelf
Fresnel optics can be used. In this paper, we introduce how we design system parameters and analyze system performance. Finally,
we demonstrate two prototypes and experimentally verify that the proposed VR display system has the expected performance while
having a glasses-like form factor.

Index Terms—Virtual reality, Near-eye display, Lenslet array, Fresnel lens

1 INTRODUCTION

Virtual reality (VR) technology has attracted much attention because
of its huge potential applications such as entertainment, education,
training, fine arts, and social communication. However, although several
decades have passed since the first commercialized product came out,
VR has not yet reached the mainstream. VR fans who use VR for a
long time in their daily life are still few. According to a survey of VR
experts [17], the biggest hindrance in current VR is the discomfort
due to heavy and bulky headset-type hardware rather than high price
or insufficient content. However, ironically, it is the empty space that
currently takes up most of the volume in commercial VR devices. This
space is required by the optical design using a single floating lens for
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each eye. This primitive optical design has been used without drastic
changes since the early days of VR. While many other VR technologies,
such as real-time tracking and rendering, show the rapid growth, the
development of optical system design has been stagnant. The slow
development of optical design has been a bottleneck for the explosive
expansion of VR. In order to widen this bottleneck and open a new
page of the VR market, the next-level VR optics is required.

Recently, two important approaches have been proposed to make
a compact VR display system. First, Ratcliff et al. proposed a VR
display system with a 180° field of view (FOV) using a curved lenslet
array [33]. Thanks to the short focal length of the lenslet array, their
VR design requires a shorter distance to float the display image. In
addition, the curvature of the lenslet array enlarges the FOV and creates
an eyebox at an appropriate distance. However, their system requires
a curved display and a lenslet array with an individually optimized
lenslet, which is quite complicated to implement. Also, the prototype
they demonstrated had a 40 mm thickness, which is still not small
enough.

Second, Maimone and Wang proposed a flat VR display system
using a polarization-based optical folding technique and a holographic
lens [25]. They demonstrated a sunglasses-sized prototype with 9 mm
thickness and 90° horizontal FOV thanks to the very low f-number
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Fig. 2. (Left) Conventional VR optics using a floating lens. (Right) Pro-
posed VR optics using a lenslet array and a collecting lens. Polaization-
based optical folding technique is applied for further shortening the
thickess. QWP: quarter wave plate, BS: beam splitter, PBS: Polarization
beam splitter.

of the holographic lens and the folded path length. However, since
holographic lenses in their systems are highly dispersive, complex
systems such as R, G, B laser sources and multiplexed holographic
lenses are required for full-color display. Also, holographic lenses
have high angular selectivity, limiting the system’s eye-box. Most
importantly, the immature fabrication technology of the holographic
lens is very detrimental to display uniformity.

We propose a new VR display design as an advanced combination
of the above two approaches. The new VR design is composed of a
Fresnel lenslet array and a Fresnel lens. In this system, we reduce the
required space using both the lenslet array and the polarization-based
optical folding technique. As a result, the proposed design requires
only 3.3 mm of spacing. Simultaneously, due to the additional Fresnel
lens, the proposed design has a wide field of view (FOV) of 102° x
102° and a wide eye-box of 8.8 mm, and an ergonomic eye-relief of
20 mm, while having a flat structure. Since all optical elements in this
system operate in an on-axis condition, the proposed system can be
made with off-the-shelf on-axis optics without additional optimizations.
Moreover, the lenslet’s on-axis operation provides a continuous pupil
swim distortion within the eye-box.

In this paper, we introduce the overall principle of VR optical design.
We clarify the problem of the conventional VR display; we start to
design the proposed system as a solution to the problem. We derive a
proper specification of the optical system, and finally, we demonstrate
a glasses-sized wide-FOV, wide-eye-box, and full-color VR display
prototype. The total thickness of our optical module, including the
display panel, is 8.8 mm. If only the redundant thickness of commercial
optical elements is reduced, it is possible to implement a 6.3 mm-thick
system. Through the display experiments, we confirm that the prototype
has excellent performance as designed.

1.1 Contributions
The contribution of our work is as follows:

• To the best of our knowledge, we first optimized a lenslet-array-
based flat VR design even further considering FOV, eye-box,
eye-relief, resolution and system thickness. Our novel VR design
requires only 3.3 mm of a short physical distance inside the system
while having a state-of-the-art level of FOV (102° x 102° for each
eye), wide eye-box (8.8 mm x 8.8 mm), uniform color image and
even suitable for mass production.

• The proposed VR optical system has a wider design space than the
conventional VR design. We derived optical system parameters
that simultaneously satisfy wide FOV, sufficient eyebox, proper
eye-relief, and thin form factor.

• We analyzed the effect of the optical aberration of Fresnel optics
on the image distortion and usable eye-box of the proposed system
and confirmed it through experiments.

• We demonstrated the benchtop prototype and VR glass prototype
and confirmed the feasibility of the proposed design.

2 RELATED WORKS

2.1 Conventional VR optics
Currently, most commercialized VR devices have conventional VR
optics systems using a single lens per eye [19, 37]. The conventional
system has a trade-off relationship between FOV and system size.
Popular products usually have a binocular FOV of 90° to 110° and have
a headset shape with a thickness of about 5 cm and a width of about
15 cm [2, 6]. On the other hand, there are also VR headset products
that have a wide binocular FOV of 180° to 210°. It is advantageous in
providing an immersive experience, but these have a large system size
with a thickness of around 10 cm and a width of around 30 cm. [4, 5, 7].
Our proposed system can break the conventional trade-off between the
form factor and the FOV and achieve both simultaneously, which is
explained in Section 3.

2.2 Pancake VR optics
There are many studies to reduce the size of VR optical systems. Among
them, the optical path folding technique, which is called a pancake lens,
can make the system’s optical path length longer than the physical
distance [29, 42]. In the pancake lens system, light bounces back and
forth between the curved surfaces with polarization-dependent coating,
resulting in shortening the required physical distance. A recently demon-
strated prototype showed a goggle-like form factor with a thickness of
3 to 4 cm [3]. Recently, Maimone and Wang applied the principle of a
pancake lens to a flat VR system using a holographic lens. They demon-
strated a sunglasses shaped prototype with a sub-centimeter thickness.
Our proposed system is also a flat structure, so this method can be
applied as it is, which is explained in detail in Section 3.4.

2.3 Lenslet array and light field near-eye display
The lenslet array can have a short focal length due to the small aperture
of each lenslet. Many researchers have proposed a compact near-eye
display using a lenslet array [10, 12, 15, 21, 22, 30, 35, 38, 40, 43–45].
However, many of the studies focused more on 3D display capability
rather than display performance, and their systems did not have a
sufficient FOV, resolution and a proper eye-relief. Recently, Ratcliff et
al. demonstrated a 180° FOV prototype using a curved lenslet array [33].
They enlarged the FOV by forming an eye-box in the center of the
curvature. The main idea of our proposed system is similar. However,
we use an additional collecting lens instead of curvature. It has a similar
effect of enlarging the FOV while having a flat and simple structure.
Some researchers have proposed a light field near-eye display using a
pinhole array instead of a lenslet array [8, 9, 16, 24]. It can implement a
wide FOV system, but it has the disadvantages of pinpoint eye-box size
and limited resolution due to pinhole diffraction.

2.4 Waveguide near-eye displays
Waveguide near-eye displays have been studied a lot for augmented
reality (AR) display rather than VR display [11, 19, 23, 32, 36, 47]. It
has a very thin form factor of 1 to 2 mm and provides a very wide
eyebox due to an exit-pupil expanding effect. However, since an optical
lens power cannot be provided in the waveguide display, it has only
a limited FOV equal to the waveguide’s angular bandwidth. Recent
commercial products in the market have a diagonal FOV of 40 to 50
degrees, which is not sufficient for VR applications yet [1, 20].

3 DESIGN APPROACH

3.1 Why conventional VR is bulky
Before introducing the new design, we clarify why the conventional
VR systems have a large volume because the new design originated as
a solution to the conventional system’s fundamental problem.
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Fig. 3. Simplified optical structure layouts. (Left) Conventional VR optics.
(Middle) Off-axis lenslet system (Right) On-axis lenslet system. Green
solid lines are the chief rays or central chief rays.

A combination of the two reasons explains the cause of the problem.
First, the conventional VR optical system is composed of a single lens,
as shown in Fig. 2 (left), which has the role of floating the display panel
to a long distance. Because of this role, the required optical system
distance t between the lens and the display panel must be equal to the
lens focal length f . (See Fig. 3 (left))

t = f . (1)

Second, the lens also has the role of collecting light from the display
panel to the user’s eye. In other words, it forms an eye-box in which
the user’s eye should be placed to observe the image. For VR users’
comfortable wearability, the eye-relief e, which is the distance from
the last lens surface to the eye-box, should not be too short or too long.
Approximately 20 mm is an ergonomically typical target. The eye-relief
e is determined by the focal length f and the converging distance c of
the chief rays from the lens.

1/e = 1/ f +1/c. (2)

Since the eye-relief e has an ergonomically determined optimal
value, for a shorter optical system distance t, which is equal to the focal
length f by Eq. (1), it would be advantageous to have a negative value
of c, which means diverging chief rays. However, due to the following
FOV equation, it cannot be a practical solution. The FOV of the system
is limited by the eye-relief e and the lens aperture D.

FOV < 2tan−1(D/2e) = 2tan−1
(

1
2
(D/ f +D/c)

)
. (3)

The right side of the equation is the result of the substitution of Eq. (2).
Note that D/ f in the right-hand side is the f-number of the lens. There
is a practical limitation on the f-number of a single lens. In order to
have a low f-number, the lens must be very thick and simultaneously
have severe optical aberration. Therefore, if c has a negative value, the
system will have a smaller FOV with the same lens. In other words,
conventional VR design has an unavoidable trade-off relation that wider
FOV causes a thicker system.

Most VR designers selected wide FOV rather than the thin sys-
tem with converging chief rays and positive value c. In this case, the
following equation is valid.

e < f = t. (4)

Although this analysis has many assumptions and simplifications, Eq.
(4) fully explains the fundamental reason why the conventional VR
design has to be a thicker system than the eye-relief distance.

3.2 Lenslet array and collecting lens
3.2.1 Thinner system
The reason for the disadvantageous relationship between eye-relief and
optical system distance in Eq. (4) is that both values are related to
the focal length f of the lens in Eqs. (1) and (2). In other words, the
conventional VR design is thick because the single lens performs two
different functions at the same time:

1. To float the display panel at a far distance or infinity.

2. To collect the light from the display panel to the eye-box

We try to solve the problem by breaking the link between these two
functions. Instead of a single lens, our proposed system consists of a
lenslet array and a collecting lens, as shown in Fig. 3 (center). The
display panel and the lenslet array are parallel to each other with an
optical system distance of t, and the collecting lens is attached as close
as possible to the lenslet array. The lenslet array is in charge of the first
function, and the collecting lens is in charge of the second function.
In this system, the optical system distance t and the eye-relief e are
determined as follows.

1/t = 1/ f1 +1/ f2, (5)

1/e = 1/ f2 +1/c, (6)

where f1 and f2 are the focal lengths of the lenslet array and collecting
lens, respectively. At this time, the displayed image should be divided
into multiple areas corresponding to each lenslet. Here we define central
chief rays as the rays passing through both the center of lenslets and
the center of the eye-box. c is the converging distance of the central
chief rays starting from the center of each divided area of the display
panel. Looking at Eqs. (5) and (6), the number of system parameters
we can control is no longer one ( f ), but two ( f1 and f2), which is equal
to the number of the system performance values t and e. In other words,
in this proposed system, we can set the optical system distance t and
eye-relief e independently without a trade-off relation. Therefore, the
proposed system can have a much shorter optical system distance than
the eye-relief.

3.2.2 Less aberration

We also want this system to be advantageous in terms of optical aber-
ration. We present two simple comparisons. First, we can compare
the conventional lens system and lenslet array system shown in Fig.
(3) (left) and (middle). In general, a single optical lens shows its best
imaging performance in the center. However, in the conventional lens
system, since the light from a peripheral display pixel is incident on the
lens’s peripheral region, the imaging quality is lower than that of the
center.

On the other hand, in the lenslet system, even light from a peripheral
display pixel is incident at the corresponding lenslet’s center. Also,
each peripheral lenslet can be independently optimized to have the least
aberration. In other words, there is a room for localized optimization.
Therefore, the lenslet system can have less aberration in the peripheral
sight than the conventional lens system. It is also necessary to consider
the peripheral aberration of the collecting lens. However, note that if
two systems have the same system distance, the focal length of the
collecting lens in the lenslet system is longer and has less aberration.

Secondly, we compare two cases where the lenslet system has con-
verging central chief rays and parallel central chief rays, as shown
in Figs. 3(middle) and (right). In a converging system, each lenslet
operates in off-axis conditions. Even if well optimized for the off-axis
condition, the imaging quality in each lenslet’s peripheral area will
decrease dramatically compared to the lenslet center.

On the other hand, in the parallel system, since all lenslets operate
in on-axis conditions, better image quality can be provided in each
lenslet’s peripheral region. Besides, since all on-axis lenslets are identi-
cal, unlike in the off-axis condition, it also has the advantage that it is
not necessary to optimize each lenslet individually. Also, since many
commercial lenses on the market are designed for the on-axis operation,
we can utilize already developed resources. As a result, we selected the
on-axis lenslet design with parallel central chief rays. In this case, c in
Eq. (6) becomes infinity, and the following equation holds instead.

e = f2. (7)
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Fig. 2. (Left) Conventional VR optics using a floating lens. (Right) Pro-
posed VR optics using a lenslet array and a collecting lens. Polaization-
based optical folding technique is applied for further shortening the
thickess. QWP: quarter wave plate, BS: beam splitter, PBS: Polarization
beam splitter.

of the holographic lens and the folded path length. However, since
holographic lenses in their systems are highly dispersive, complex
systems such as R, G, B laser sources and multiplexed holographic
lenses are required for full-color display. Also, holographic lenses
have high angular selectivity, limiting the system’s eye-box. Most
importantly, the immature fabrication technology of the holographic
lens is very detrimental to display uniformity.

We propose a new VR display design as an advanced combination
of the above two approaches. The new VR design is composed of a
Fresnel lenslet array and a Fresnel lens. In this system, we reduce the
required space using both the lenslet array and the polarization-based
optical folding technique. As a result, the proposed design requires
only 3.3 mm of spacing. Simultaneously, due to the additional Fresnel
lens, the proposed design has a wide field of view (FOV) of 102° x
102° and a wide eye-box of 8.8 mm, and an ergonomic eye-relief of
20 mm, while having a flat structure. Since all optical elements in this
system operate in an on-axis condition, the proposed system can be
made with off-the-shelf on-axis optics without additional optimizations.
Moreover, the lenslet’s on-axis operation provides a continuous pupil
swim distortion within the eye-box.

In this paper, we introduce the overall principle of VR optical design.
We clarify the problem of the conventional VR display; we start to
design the proposed system as a solution to the problem. We derive a
proper specification of the optical system, and finally, we demonstrate
a glasses-sized wide-FOV, wide-eye-box, and full-color VR display
prototype. The total thickness of our optical module, including the
display panel, is 8.8 mm. If only the redundant thickness of commercial
optical elements is reduced, it is possible to implement a 6.3 mm-thick
system. Through the display experiments, we confirm that the prototype
has excellent performance as designed.

1.1 Contributions
The contribution of our work is as follows:

• To the best of our knowledge, we first optimized a lenslet-array-
based flat VR design even further considering FOV, eye-box,
eye-relief, resolution and system thickness. Our novel VR design
requires only 3.3 mm of a short physical distance inside the system
while having a state-of-the-art level of FOV (102° x 102° for each
eye), wide eye-box (8.8 mm x 8.8 mm), uniform color image and
even suitable for mass production.

• The proposed VR optical system has a wider design space than the
conventional VR design. We derived optical system parameters
that simultaneously satisfy wide FOV, sufficient eyebox, proper
eye-relief, and thin form factor.

• We analyzed the effect of the optical aberration of Fresnel optics
on the image distortion and usable eye-box of the proposed system
and confirmed it through experiments.

• We demonstrated the benchtop prototype and VR glass prototype
and confirmed the feasibility of the proposed design.

2 RELATED WORKS

2.1 Conventional VR optics
Currently, most commercialized VR devices have conventional VR
optics systems using a single lens per eye [19, 37]. The conventional
system has a trade-off relationship between FOV and system size.
Popular products usually have a binocular FOV of 90° to 110° and have
a headset shape with a thickness of about 5 cm and a width of about
15 cm [2, 6]. On the other hand, there are also VR headset products
that have a wide binocular FOV of 180° to 210°. It is advantageous in
providing an immersive experience, but these have a large system size
with a thickness of around 10 cm and a width of around 30 cm. [4, 5, 7].
Our proposed system can break the conventional trade-off between the
form factor and the FOV and achieve both simultaneously, which is
explained in Section 3.

2.2 Pancake VR optics
There are many studies to reduce the size of VR optical systems. Among
them, the optical path folding technique, which is called a pancake lens,
can make the system’s optical path length longer than the physical
distance [29, 42]. In the pancake lens system, light bounces back and
forth between the curved surfaces with polarization-dependent coating,
resulting in shortening the required physical distance. A recently demon-
strated prototype showed a goggle-like form factor with a thickness of
3 to 4 cm [3]. Recently, Maimone and Wang applied the principle of a
pancake lens to a flat VR system using a holographic lens. They demon-
strated a sunglasses shaped prototype with a sub-centimeter thickness.
Our proposed system is also a flat structure, so this method can be
applied as it is, which is explained in detail in Section 3.4.

2.3 Lenslet array and light field near-eye display
The lenslet array can have a short focal length due to the small aperture
of each lenslet. Many researchers have proposed a compact near-eye
display using a lenslet array [10, 12, 15, 21, 22, 30, 35, 38, 40, 43–45].
However, many of the studies focused more on 3D display capability
rather than display performance, and their systems did not have a
sufficient FOV, resolution and a proper eye-relief. Recently, Ratcliff et
al. demonstrated a 180° FOV prototype using a curved lenslet array [33].
They enlarged the FOV by forming an eye-box in the center of the
curvature. The main idea of our proposed system is similar. However,
we use an additional collecting lens instead of curvature. It has a similar
effect of enlarging the FOV while having a flat and simple structure.
Some researchers have proposed a light field near-eye display using a
pinhole array instead of a lenslet array [8, 9, 16, 24]. It can implement a
wide FOV system, but it has the disadvantages of pinpoint eye-box size
and limited resolution due to pinhole diffraction.

2.4 Waveguide near-eye displays
Waveguide near-eye displays have been studied a lot for augmented
reality (AR) display rather than VR display [11, 19, 23, 32, 36, 47]. It
has a very thin form factor of 1 to 2 mm and provides a very wide
eyebox due to an exit-pupil expanding effect. However, since an optical
lens power cannot be provided in the waveguide display, it has only
a limited FOV equal to the waveguide’s angular bandwidth. Recent
commercial products in the market have a diagonal FOV of 40 to 50
degrees, which is not sufficient for VR applications yet [1, 20].

3 DESIGN APPROACH

3.1 Why conventional VR is bulky
Before introducing the new design, we clarify why the conventional
VR systems have a large volume because the new design originated as
a solution to the conventional system’s fundamental problem.
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A combination of the two reasons explains the cause of the problem.
First, the conventional VR optical system is composed of a single lens,
as shown in Fig. 2 (left), which has the role of floating the display panel
to a long distance. Because of this role, the required optical system
distance t between the lens and the display panel must be equal to the
lens focal length f . (See Fig. 3 (left))

t = f . (1)

Second, the lens also has the role of collecting light from the display
panel to the user’s eye. In other words, it forms an eye-box in which
the user’s eye should be placed to observe the image. For VR users’
comfortable wearability, the eye-relief e, which is the distance from
the last lens surface to the eye-box, should not be too short or too long.
Approximately 20 mm is an ergonomically typical target. The eye-relief
e is determined by the focal length f and the converging distance c of
the chief rays from the lens.

1/e = 1/ f +1/c. (2)

Since the eye-relief e has an ergonomically determined optimal
value, for a shorter optical system distance t, which is equal to the focal
length f by Eq. (1), it would be advantageous to have a negative value
of c, which means diverging chief rays. However, due to the following
FOV equation, it cannot be a practical solution. The FOV of the system
is limited by the eye-relief e and the lens aperture D.

FOV < 2tan−1(D/2e) = 2tan−1
(

1
2
(D/ f +D/c)

)
. (3)

The right side of the equation is the result of the substitution of Eq. (2).
Note that D/ f in the right-hand side is the f-number of the lens. There
is a practical limitation on the f-number of a single lens. In order to
have a low f-number, the lens must be very thick and simultaneously
have severe optical aberration. Therefore, if c has a negative value, the
system will have a smaller FOV with the same lens. In other words,
conventional VR design has an unavoidable trade-off relation that wider
FOV causes a thicker system.

Most VR designers selected wide FOV rather than the thin sys-
tem with converging chief rays and positive value c. In this case, the
following equation is valid.

e < f = t. (4)

Although this analysis has many assumptions and simplifications, Eq.
(4) fully explains the fundamental reason why the conventional VR
design has to be a thicker system than the eye-relief distance.

3.2 Lenslet array and collecting lens
3.2.1 Thinner system
The reason for the disadvantageous relationship between eye-relief and
optical system distance in Eq. (4) is that both values are related to
the focal length f of the lens in Eqs. (1) and (2). In other words, the
conventional VR design is thick because the single lens performs two
different functions at the same time:

1. To float the display panel at a far distance or infinity.

2. To collect the light from the display panel to the eye-box

We try to solve the problem by breaking the link between these two
functions. Instead of a single lens, our proposed system consists of a
lenslet array and a collecting lens, as shown in Fig. 3 (center). The
display panel and the lenslet array are parallel to each other with an
optical system distance of t, and the collecting lens is attached as close
as possible to the lenslet array. The lenslet array is in charge of the first
function, and the collecting lens is in charge of the second function.
In this system, the optical system distance t and the eye-relief e are
determined as follows.

1/t = 1/ f1 +1/ f2, (5)

1/e = 1/ f2 +1/c, (6)

where f1 and f2 are the focal lengths of the lenslet array and collecting
lens, respectively. At this time, the displayed image should be divided
into multiple areas corresponding to each lenslet. Here we define central
chief rays as the rays passing through both the center of lenslets and
the center of the eye-box. c is the converging distance of the central
chief rays starting from the center of each divided area of the display
panel. Looking at Eqs. (5) and (6), the number of system parameters
we can control is no longer one ( f ), but two ( f1 and f2), which is equal
to the number of the system performance values t and e. In other words,
in this proposed system, we can set the optical system distance t and
eye-relief e independently without a trade-off relation. Therefore, the
proposed system can have a much shorter optical system distance than
the eye-relief.

3.2.2 Less aberration

We also want this system to be advantageous in terms of optical aber-
ration. We present two simple comparisons. First, we can compare
the conventional lens system and lenslet array system shown in Fig.
(3) (left) and (middle). In general, a single optical lens shows its best
imaging performance in the center. However, in the conventional lens
system, since the light from a peripheral display pixel is incident on the
lens’s peripheral region, the imaging quality is lower than that of the
center.

On the other hand, in the lenslet system, even light from a peripheral
display pixel is incident at the corresponding lenslet’s center. Also,
each peripheral lenslet can be independently optimized to have the least
aberration. In other words, there is a room for localized optimization.
Therefore, the lenslet system can have less aberration in the peripheral
sight than the conventional lens system. It is also necessary to consider
the peripheral aberration of the collecting lens. However, note that if
two systems have the same system distance, the focal length of the
collecting lens in the lenslet system is longer and has less aberration.

Secondly, we compare two cases where the lenslet system has con-
verging central chief rays and parallel central chief rays, as shown
in Figs. 3(middle) and (right). In a converging system, each lenslet
operates in off-axis conditions. Even if well optimized for the off-axis
condition, the imaging quality in each lenslet’s peripheral area will
decrease dramatically compared to the lenslet center.

On the other hand, in the parallel system, since all lenslets operate
in on-axis conditions, better image quality can be provided in each
lenslet’s peripheral region. Besides, since all on-axis lenslets are identi-
cal, unlike in the off-axis condition, it also has the advantage that it is
not necessary to optimize each lenslet individually. Also, since many
commercial lenses on the market are designed for the on-axis operation,
we can utilize already developed resources. As a result, we selected the
on-axis lenslet design with parallel central chief rays. In this case, c in
Eq. (6) becomes infinity, and the following equation holds instead.

e = f2. (7)
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3.3 Fresnel lens
Lenslet system reduces the required optical system distance in VR
display system. However, to achieve a sunglasses size, each optical
component must also be thin. Therefore, a conventional thick lens or
lenslet array is not the right choice, especially when a low f-number is
required for wide FOV. As a thin low f-number lens, we can consider a
Fresnel lens, surface relief grating (SRG), volume hologram, etc. We
compare the characteristics of these optical elements and select the
proper one for the system.

First, SRG and volume hologram are classified as diffractive optical
elements (DOEs) because they deflect light using diffraction. When the
transmittance, refractive index, or surface shape of a substrate medium
changes with a specific period, the diffraction angle θd is determined
by the period Λ and the wavelength of light λ .

θd = sin−1
(

sinθin +m
λ
Λ

)
, (8)

where θin is the incident angle and m is an integer number. Since both
SRG and volume hologram have no limit to the range of deflection angle
and only need micrometer-level thickness, it is suitable for realizing a
thin and low-f-number lens. However, since the diffraction angle is too
highly dependent on the wavelength, DOE has highly dispersive optical
properties (e.g., focal length). With a broad spectrum light source, it
will have severe chromatic aberration. Therefore, for full-color display,
at least three laser sources corresponding to R/G/B color must be used,
and three DOEs responding to each wavelength must be multiplexed,
which makes the system quite bulky and complicated.

Also, the diffraction efficiency of DOEs rapidly decreases as the
incidence angle moves away from the designed central angle, which
is called angular selectivity. The angular selectivity limits the DOE’s
numerical aperture (NA), resulting in limited eye-box size and uniform
efficiency even within the limited size. Moreover, when the diffraction
efficiency is lower than 100%, the light of the remaining energy passes
through the DOE as if it is a glass plate, which may cause severe
background noise in the VR display system.

On the other hand, Fresnel lenses have many advantages. Fresnel
lenses deflect light using the refraction principle like a prism, so they
are classified as refractive optical elements (ROEs). The Fresnel lenses
have dense sawtooth-shaped prism arrays on the surface, which have
optimized surface angles to deflect the incident light at the desired
angle. When the light propagates from air into the prism array, the
refraction angle θr is determined by the refractive index of the medium
n, which is the Snell’s law.

θr = N(θin) = sin−1
(

1
n

sinθin

)
. (9)

The refraction is also dispersive because the refractive index of the
medium n varies depending on the wavelength. However, the amount
of variance in the visible range is relatively very small. Therefore, it has
much less chromatic aberration compared to DOE, and the full-color
display can be made with a single Fresnel lens and a broad spectrum
display source.

Also, the efficiency of refraction is very high and uniform over
almost all angular ranges. Therefore, a Fresnel lens has no NA limitation
caused by a lack of efficiency, and it is possible to implement a display
with uniform brightness. Besides, the Fresnel lens has an advantage in
background noise because un-refracted light does not transmit through
the surface. For the reasons listed above, we chose to use a Fresnel
lenslet array and a Fresnel lens in this design.

3.4 Polarization-based optical folding (Pancake lens)
As briefly introduced in Section 2, the polarization-based optical folding
technique, which is called a pancake lens, can be applied to our lenslet
VR system [25]. This technique allows light to bounce back and forth
between interfaces, making the effective optical path longer than the
physical distance. It is very beneficial in reducing the thickness of VR
devices. Using this, we can additionally reduce the physical system
distance to be 1/3 of the required optical system distance.
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Fig. 4. The structure of polarization-based optical folding system. QWP:
quarter wave plate, BS: beam splitter, PBS: polarization beam splitter

The structure of the pancake lens system is shown in Fig. 4. It
consists of four additional planar surfaces: a quarter-wave plate (QWP),
a beam splitter (BS), another QWP, and a polarization beam splitter
(PBS) in order from the display panel to the lenslet array. First, the light
emitted from a single pixel of the LCD panel is linearly-polarized. As
this light passes through the QWP, BS, and another orthogonally aligned
QWP, its polarization state is changed to the initial linear-polarization,
and reflected by the PBS. After that, the light is reflected by the BS
and then again incident on the PBS. In the meantime, the light passes
through the single QWP twice and changes to the orthogonal linearly-
polarized light. At this time, it passes through the PBS and propagates
toward the lenslet array.

Since the light from the display panel repeatedly propagates between
the BS surface and PBS surface three times, it is optically equivalent to
the light from a farther distance by twice the distance between them.
Since the QWP is very thin and the PBS and BS are closely attached
to the LCD and the lenslet array, we can obtain an effective optical
path three times longer than the physical system distance between the
display panel and the lenslet array. That is, the physically required
system distance can be reduced to 1/3 of the required optical system
distance.

On the other hand, the pancake lens system has a disadvantage
in terms of light efficiency. In the process of BS reflection and BS
transmission, each 50% of light loss occurs. Therefore, the total light
efficiency is theoretically only up to 25%.

4 DESIGN SPACE

In this section, the specification of optical elements is selected so that
the proposed system has a wide FOV, wide eye-box, ergonomic eye-
relief, and thin form factor. In this section, we assume ideal lenses rather
than practical Fresnel lenses for intuitive understanding. An analysis of
the practical Fresnel lens is followed in Section 5.

4.1 Light field analysis

Unlike the conventional VR design, understanding the propagation of
light in the proposed lenslet VR design is not straightforward. The main
reason is that the exit pupil cannot be clearly defined. By definition,
each lenslet’s exit pupil is the aperture of each lenslet itself, but in a
combined system, the problem becomes complex. The most appropriate
way to explain this is to use the light field. In the light field analysis,
a ray on a certain plane is expressed as a vector containing the 2-
dimensional position and 2-dimensional direction. An optical system
can be analyzed with the vector set of all rays. However, for simplicity,
we only focus on a single dimension among two dimensions in the
plane because both axes will have an identical light field due to our
design’s symmetry. So, we define the light field as an ordered pair
(2-dimensional vector) of position x and angle θ .

When all the light field in a certain plane are known, we can calculate
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Fig. 5. The ray-tracing result of the proposed system. The light propa-
gates from the LCD to the eye-box plane. The optical folding system and
cross-talk between adjacent lenslets are omitted for simplicity. Lenslet
array and collecting lens are assumed to have an ideal lens function.
Each pixel of the LCD panel is distinguished by color, and so are the
beams from each pixel.

the light field after the propagation by a distance of z as follows.
(

x′
tanθ ′

)
=

(
1 z
0 1

)(
x

tanθ

)
. (10)

And the light field right after passing through an ideal lens of focal
length f is calculated by the following equation.

(
x′

tanθ ′

)
=

(
1 0

−1/ f 1

)(
x

tanθ

)
. (11)

These two equations are all we need to analyze our system. Since tanθ
is used in both equations, in this paper we will use (x, tanθ) instead of
(x,θ) to express the light field.

Fig. 5 is the ray-tracing result in the proposed VR system. Each light
originates from a single pixel on the LCD plane, and the light from each
pixel is color-coded. We can derive the light field in each plane step
by step from the LCD to the eye-box. First, Fig. 6(a) shows the light
field in the LCD plane. The light field has a rectangular shape because
it emits rays in all directions within the x range of the LCD size. Note
that indicated by black lines are sets of light field originating from the
sampled pixels. The light field after the propagation by the distance t
is shown in Fig. 6(b). By Eq. (10), the rectangle is transformed into
a parallelogram. However, we removed the light field incident on the
adjacent lenslets from each LCD area. This is to remove the rays that
cause cross-talk in advance. In other words, the cross-talk will be
observed beyond this light field area. After that, the light field after
passing through the lenslet array and collecting lens can be calculated as
shown in Figs. 6(c) and (d) using Eq. (11). Finally, after the propagation
by eye-relief distance e, the light field in the eye-box plane is calculated
as shown in Fig. 6(e).

The result in Fig. 6(e) provides some good intuitions of the system.
First, the result shows the parallelogram of light field that can be ob-
served without the cross-talk. Suppose that the user’s pupil is at x0 in
x-axis. Then, the corresponding vertical line in the light field is x = x0.
In order not to include cross-talk on the vertical line, x0 must exist
within the range indicated by the green double-sided arrow, which be-
comes the eye-box. The usable light field within this eye-box is marked
with a green parallelogram. The vertical height of the parallelogram
becomes the FOV. The range of FOV varies depending on the pupil po-
sition x0, but the size remains the same in a tangential manner. Besides,
the resultant black lines from each pixel become horizontal lines, which
means the light becomes plane beam from the infinite focus distance
at the eye-box. Note that multiple black lines from each pixel are com-
bined to form a single black line within the available light field area,

At LCD 
(𝑧𝑧 = −10 mm)

Usable 
light-field A plane beam 

by multiple 
LCD pixels

2tan 𝐹𝐹𝐹𝐹𝐹𝐹
2

Eye-box 
width

Before lenslet array
(𝑧𝑧 = 0 mm)

After lenslet array
(𝑧𝑧 = 0 mm)

After colleting lens
(𝑧𝑧 = 0 mm)

(e) At eye-box plane (𝑧𝑧 = +20 mm)

(a) (b)

(c) (d)

Fig. 6. The two-dimensional light field simulation results on each plane.
The horizontal axis represents the position of rays, and the vertical
axis represents the tangent value of the angle of rays. The light field
originating from a single pixel of the LCD has the same color. To further
emphasize this, the light field of the sampled pixels in a regular interval
is marked in black.

as highlighted by a red dotted line. It means that several LCD pixels
are used together to form one VR pixel. In other words, this system can
deliver only a smaller number of VR pixels than the number of LCD
pixels. In Section 4.2, we determine the specific system specification
using this result.

4.2 Design parameter selection
The variables we can determine in this system are the focal length of
the lenslet array f1, the pitch of each lenslet p, the number of lenslets
N (along a single axis), and the focal length of the collecting lens
f2. However, f2 should be equal to eye-relief by Eq. (7). We selected
f2 = e= 20 mm. The objective functions of the system performance are
eye-box EB, optical system distance t, and LCD resolution utilization
rate R (along single axis). These are expressed as follows.

EB = f2 p/ f1, (12)

t = 1/(1/ f1 +1/ f2), (13)

R = f1/( f1 + f2), (14)

FOV = 2tan−1(N p/2 f2). (15)

Among these, the eye-box, physical system distance, and LCD res-
olution utilization rate are plotted as a function of f1 and f2 in Fig. 7.
Here, the physical system distance is calculated as t/3, considering the
reduction using the optical path folding technique. We set the target
LCD resolution utilization rate to 50% and the target eye-box to 10 mm.
A red dotted line indicates these two conditions in Fig. 7. The shortest
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3.3 Fresnel lens
Lenslet system reduces the required optical system distance in VR
display system. However, to achieve a sunglasses size, each optical
component must also be thin. Therefore, a conventional thick lens or
lenslet array is not the right choice, especially when a low f-number is
required for wide FOV. As a thin low f-number lens, we can consider a
Fresnel lens, surface relief grating (SRG), volume hologram, etc. We
compare the characteristics of these optical elements and select the
proper one for the system.

First, SRG and volume hologram are classified as diffractive optical
elements (DOEs) because they deflect light using diffraction. When the
transmittance, refractive index, or surface shape of a substrate medium
changes with a specific period, the diffraction angle θd is determined
by the period Λ and the wavelength of light λ .

θd = sin−1
(

sinθin +m
λ
Λ

)
, (8)

where θin is the incident angle and m is an integer number. Since both
SRG and volume hologram have no limit to the range of deflection angle
and only need micrometer-level thickness, it is suitable for realizing a
thin and low-f-number lens. However, since the diffraction angle is too
highly dependent on the wavelength, DOE has highly dispersive optical
properties (e.g., focal length). With a broad spectrum light source, it
will have severe chromatic aberration. Therefore, for full-color display,
at least three laser sources corresponding to R/G/B color must be used,
and three DOEs responding to each wavelength must be multiplexed,
which makes the system quite bulky and complicated.

Also, the diffraction efficiency of DOEs rapidly decreases as the
incidence angle moves away from the designed central angle, which
is called angular selectivity. The angular selectivity limits the DOE’s
numerical aperture (NA), resulting in limited eye-box size and uniform
efficiency even within the limited size. Moreover, when the diffraction
efficiency is lower than 100%, the light of the remaining energy passes
through the DOE as if it is a glass plate, which may cause severe
background noise in the VR display system.

On the other hand, Fresnel lenses have many advantages. Fresnel
lenses deflect light using the refraction principle like a prism, so they
are classified as refractive optical elements (ROEs). The Fresnel lenses
have dense sawtooth-shaped prism arrays on the surface, which have
optimized surface angles to deflect the incident light at the desired
angle. When the light propagates from air into the prism array, the
refraction angle θr is determined by the refractive index of the medium
n, which is the Snell’s law.

θr = N(θin) = sin−1
(

1
n

sinθin

)
. (9)

The refraction is also dispersive because the refractive index of the
medium n varies depending on the wavelength. However, the amount
of variance in the visible range is relatively very small. Therefore, it has
much less chromatic aberration compared to DOE, and the full-color
display can be made with a single Fresnel lens and a broad spectrum
display source.

Also, the efficiency of refraction is very high and uniform over
almost all angular ranges. Therefore, a Fresnel lens has no NA limitation
caused by a lack of efficiency, and it is possible to implement a display
with uniform brightness. Besides, the Fresnel lens has an advantage in
background noise because un-refracted light does not transmit through
the surface. For the reasons listed above, we chose to use a Fresnel
lenslet array and a Fresnel lens in this design.

3.4 Polarization-based optical folding (Pancake lens)
As briefly introduced in Section 2, the polarization-based optical folding
technique, which is called a pancake lens, can be applied to our lenslet
VR system [25]. This technique allows light to bounce back and forth
between interfaces, making the effective optical path longer than the
physical distance. It is very beneficial in reducing the thickness of VR
devices. Using this, we can additionally reduce the physical system
distance to be 1/3 of the required optical system distance.
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Fig. 4. The structure of polarization-based optical folding system. QWP:
quarter wave plate, BS: beam splitter, PBS: polarization beam splitter

The structure of the pancake lens system is shown in Fig. 4. It
consists of four additional planar surfaces: a quarter-wave plate (QWP),
a beam splitter (BS), another QWP, and a polarization beam splitter
(PBS) in order from the display panel to the lenslet array. First, the light
emitted from a single pixel of the LCD panel is linearly-polarized. As
this light passes through the QWP, BS, and another orthogonally aligned
QWP, its polarization state is changed to the initial linear-polarization,
and reflected by the PBS. After that, the light is reflected by the BS
and then again incident on the PBS. In the meantime, the light passes
through the single QWP twice and changes to the orthogonal linearly-
polarized light. At this time, it passes through the PBS and propagates
toward the lenslet array.

Since the light from the display panel repeatedly propagates between
the BS surface and PBS surface three times, it is optically equivalent to
the light from a farther distance by twice the distance between them.
Since the QWP is very thin and the PBS and BS are closely attached
to the LCD and the lenslet array, we can obtain an effective optical
path three times longer than the physical system distance between the
display panel and the lenslet array. That is, the physically required
system distance can be reduced to 1/3 of the required optical system
distance.

On the other hand, the pancake lens system has a disadvantage
in terms of light efficiency. In the process of BS reflection and BS
transmission, each 50% of light loss occurs. Therefore, the total light
efficiency is theoretically only up to 25%.

4 DESIGN SPACE

In this section, the specification of optical elements is selected so that
the proposed system has a wide FOV, wide eye-box, ergonomic eye-
relief, and thin form factor. In this section, we assume ideal lenses rather
than practical Fresnel lenses for intuitive understanding. An analysis of
the practical Fresnel lens is followed in Section 5.

4.1 Light field analysis

Unlike the conventional VR design, understanding the propagation of
light in the proposed lenslet VR design is not straightforward. The main
reason is that the exit pupil cannot be clearly defined. By definition,
each lenslet’s exit pupil is the aperture of each lenslet itself, but in a
combined system, the problem becomes complex. The most appropriate
way to explain this is to use the light field. In the light field analysis,
a ray on a certain plane is expressed as a vector containing the 2-
dimensional position and 2-dimensional direction. An optical system
can be analyzed with the vector set of all rays. However, for simplicity,
we only focus on a single dimension among two dimensions in the
plane because both axes will have an identical light field due to our
design’s symmetry. So, we define the light field as an ordered pair
(2-dimensional vector) of position x and angle θ .

When all the light field in a certain plane are known, we can calculate
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Fig. 5. The ray-tracing result of the proposed system. The light propa-
gates from the LCD to the eye-box plane. The optical folding system and
cross-talk between adjacent lenslets are omitted for simplicity. Lenslet
array and collecting lens are assumed to have an ideal lens function.
Each pixel of the LCD panel is distinguished by color, and so are the
beams from each pixel.

the light field after the propagation by a distance of z as follows.
(

x′
tanθ ′

)
=

(
1 z
0 1

)(
x

tanθ

)
. (10)

And the light field right after passing through an ideal lens of focal
length f is calculated by the following equation.

(
x′

tanθ ′

)
=

(
1 0

−1/ f 1

)(
x

tanθ

)
. (11)

These two equations are all we need to analyze our system. Since tanθ
is used in both equations, in this paper we will use (x, tanθ) instead of
(x,θ) to express the light field.

Fig. 5 is the ray-tracing result in the proposed VR system. Each light
originates from a single pixel on the LCD plane, and the light from each
pixel is color-coded. We can derive the light field in each plane step
by step from the LCD to the eye-box. First, Fig. 6(a) shows the light
field in the LCD plane. The light field has a rectangular shape because
it emits rays in all directions within the x range of the LCD size. Note
that indicated by black lines are sets of light field originating from the
sampled pixels. The light field after the propagation by the distance t
is shown in Fig. 6(b). By Eq. (10), the rectangle is transformed into
a parallelogram. However, we removed the light field incident on the
adjacent lenslets from each LCD area. This is to remove the rays that
cause cross-talk in advance. In other words, the cross-talk will be
observed beyond this light field area. After that, the light field after
passing through the lenslet array and collecting lens can be calculated as
shown in Figs. 6(c) and (d) using Eq. (11). Finally, after the propagation
by eye-relief distance e, the light field in the eye-box plane is calculated
as shown in Fig. 6(e).

The result in Fig. 6(e) provides some good intuitions of the system.
First, the result shows the parallelogram of light field that can be ob-
served without the cross-talk. Suppose that the user’s pupil is at x0 in
x-axis. Then, the corresponding vertical line in the light field is x = x0.
In order not to include cross-talk on the vertical line, x0 must exist
within the range indicated by the green double-sided arrow, which be-
comes the eye-box. The usable light field within this eye-box is marked
with a green parallelogram. The vertical height of the parallelogram
becomes the FOV. The range of FOV varies depending on the pupil po-
sition x0, but the size remains the same in a tangential manner. Besides,
the resultant black lines from each pixel become horizontal lines, which
means the light becomes plane beam from the infinite focus distance
at the eye-box. Note that multiple black lines from each pixel are com-
bined to form a single black line within the available light field area,
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Fig. 6. The two-dimensional light field simulation results on each plane.
The horizontal axis represents the position of rays, and the vertical
axis represents the tangent value of the angle of rays. The light field
originating from a single pixel of the LCD has the same color. To further
emphasize this, the light field of the sampled pixels in a regular interval
is marked in black.

as highlighted by a red dotted line. It means that several LCD pixels
are used together to form one VR pixel. In other words, this system can
deliver only a smaller number of VR pixels than the number of LCD
pixels. In Section 4.2, we determine the specific system specification
using this result.

4.2 Design parameter selection
The variables we can determine in this system are the focal length of
the lenslet array f1, the pitch of each lenslet p, the number of lenslets
N (along a single axis), and the focal length of the collecting lens
f2. However, f2 should be equal to eye-relief by Eq. (7). We selected
f2 = e= 20 mm. The objective functions of the system performance are
eye-box EB, optical system distance t, and LCD resolution utilization
rate R (along single axis). These are expressed as follows.

EB = f2 p/ f1, (12)

t = 1/(1/ f1 +1/ f2), (13)

R = f1/( f1 + f2), (14)

FOV = 2tan−1(N p/2 f2). (15)

Among these, the eye-box, physical system distance, and LCD res-
olution utilization rate are plotted as a function of f1 and f2 in Fig. 7.
Here, the physical system distance is calculated as t/3, considering the
reduction using the optical path folding technique. We set the target
LCD resolution utilization rate to 50% and the target eye-box to 10 mm.
A red dotted line indicates these two conditions in Fig. 7. The shortest
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Fig. 7. Design space of the proposed system.

physical system distance t/3 while achieving these targets is 3.3 mm at
the circled condition where f1 is 20 mm, p = 10 mm.

Looking at Eq. (15), FOV alone is a function of N. Therefore, the
number of lenslets, N and FOV have no trade-off relation nor limitation.
However, it may be difficult to secure an appropriate interpupillary
distance (IPD) if the total width of the lenslet array is too wide. Consid-
ering the average IPD of 63 mm, we set N = 5 so that the total width
of the lenslet array is 50 mm. Then, the FOV is 102.7°.

In this section, we assumed an ideal lens and lenslet array, so in
many ways it will differ from the actual system. If the aberration of the
actual Fresnel lens is considered, there will be more restrictions on the
eye-box. This further analysis is continued in following section.

5 ABERRATION ANALYSIS

Unfortunately, we could not find a perfect lens with a thin structure, as
assumed in Section 4. Instead, we analyze the aberration of the system
using Fresnel lenses. The aberration of the Fresnel lens will distort the
system’s light field, which may affect the system’s FOV and eye-box.
In this section, we determine the Fresnel lens structure and analyze the
distortion.

5.1 Fresnel lens selection
Fresnel lenses can be thought of as a collection of fine prism pieces
arranged on a plane. The optical properties of a Fresnel lens depend on
many factors: the refractive index of the medium of the Fresnel lens, the
surface angle of each prism piece, the angle of the sidewall, the groove
density, the height of each prism and so on [13]. Here, the sidewall
means the angle of the surface connecting two adjacent prism surfaces.
However, if we assume that we are using a very thin and flat Fresnel
lens with a very dense groove, which is quite correct in the experiment,
the effect of other factors is negligible, and only the refractive index and
surface angle of the medium matters. In this assumption, a deflected
ray starts at the same position as the incident position without spatial
shift inside the Fresnel lens. Therefore, we only focus on the angle of
the deflection.

Fig. 8 (Left) shows the cross-sections of Fresnel lenses. Depending
on whether the light is designed to be incident on the grooved face or
the planar face, they are called groove-in and groove-out Fresnel lenses,
respectively. In a groove-in Fresnel lens, the relationship between the
incidence angle on the grooved face θg and the deflection angle on the
planar face θp is calculated as the following equation with the Snell’s
law function N(θ) in Eq. (9).

θp = N−1(N(θg −φ)+φ). (16)

Here, φ is the surface angle of the prism piece at the incidence position.
On the other hand, in a groove-out Fresnel lens, the incidence angle is
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Fig. 8. (Left) Cross-section of a groove-in Fresnel lens and a groove-out
Fresnel lens. (Right) The graph of the deflection angle according to the
incidence angle in a groove-in Fresnel lens and a groove-out Fresnel
lens. Marked as focusing means that the lens is designed to deflect the
normal incident light (0°) to +30°, and collimating means −30° to the
normal angle (0°).

θp, the deflection angle is θg, and by reciprocity, it becomes the inverse
function of Eq. (16).

θg = N−1(N(θp)−φ)+φ . (17)

We have to decide whether to design the lenslet array and collecting
lens in a groove-in type or a groove-out type. In the proposed design,
the lenslet array should mainly collimate the light emitted from the
LCD pixel, and the collecting lens should focus the parallel central
chief rays toward the eye. Therefore, we compare which structure is
more suitable for collimating and focusing, respectively.

For example, within a focusing lens, suppose that a normal incident
ray should be deflected to +30° at a certain local position. The surface
angle φ required for each groove-in and groove-out cases can be calcu-
lated by solving Eqs. (16) and (17). In each case, the deflection angle
according to the incidence angle is plotted as a bold blue curve and an
orange curve in Fig. 8 (Left). The black dashed line is the deflection
angle in an ideal lens designed for the same purpose. Near the normal
incidence, the groove-in Fresnel lens operates more similar to the ideal
lens. That is, the focusing lens has much less aberration when designed
in a groove-in Fresnel lens structure. Similarly, we can assume that
the incidence ray at -30° should be deflected to the normal direction
in a certain local position in a collimating lens. Then we can see that
the collimating lens has less aberration when designed in the groove-
out structure. Therefore, we decided to construct the prototype system
using a groove-out collimating Fresnel lenslet array and a groove-in
focusing Fresnel lens, as shown in Fig. 9. Note that both off-the-shelf
products are readily available in the market.

5.2 Image distortion
Fig. 10 shows the light field in the eye-box plane, considering the
actual Fresnel lenses’ optical properties. Compared to the light field
in the ideal lens system in Fig. 6(e), it is significantly distorted overall.
However, there is no significant difference in the usable light field area
indicated by the green parallelogram. It has the same 102° FOV as the
ideal case and 8.8 mm eye-box width, which is only 12% less than
the ideal case. It is because the distortion near the eye-box center is
minimal, even when Fresnel lenses are used.

We can see the reason for low distortion by backtraced rays from the
eye-box center, indicated by red lines in Fig. 9. First, since the focusing
Fresnel lens is designed to change the on-axis parallel beam into the
on-axis converging beam focused on the eye-box center, by reciprocity,
it changes the backtraced rays to perfectly parallel rays. Also, since
each collimating Fresnel lenslet is designed to change the on-axis di-
verging beam into the on-axis parallel beam, the backtraced parallel
rays eventually converge to points at each lenslet’s focal length. Note

Center of eye-box

Groove-in focusing
Fresnel collecting lens

Groove-out collimating
Fresnel lenslet array

LCD

Fig. 9. The optimized Fresnel lens structure of the proposed design. The
optical folding is omitted, and the gap between the lenslet array and the
collecting lens is drawn exaggeratively large for intuitive visualization.
The red lines are the reversely traced rays from the center of the eye-
box to the LCD. Since both the lenslet array and the collecting lens are
designed to have a planar beam on the grooved face, the traced rays
have no distortion and are well focused on each virtual focal spot.

Usable light field area

8.8 mm eye-box
102˚ FOV

Fig. 10. Two-dimensional light field simulation results in the eye-box
plane. The aberration of the Fresnel lens is considered in the calculation.

that despite the use of off-the-shelf optical elements, there is no aber-
ration in all of these processes because each optical element operates
under the designed conditions. When the pupil is at the center of the
eyebox, the user will observe the image section where the backtraced
rays meet the display panel plane. In other words, the user can observe
the zero-distortion image without a specially optimized pre-distortion.

6 IMPLEMENTATION

6.1 Benchtop prototype
We demonstrate two kinds of prototypes. The first is the benchtop proto-
type shown in Fig. 11. This setup consists of an LCD, a Fresnel lenslet
array, and a Fresnel lens. The LCD panel (Sharp, LS029B3SX02) has a
1440 × 1440 resolution, 36 µm pixel pitch and a thickness of 1.4 mm.
As designed in Section 4, the Fresnel lenslet array (Fresnel Technolo-
gies, Inc.) has a 10 mm lenslet pitch and a 20 mm focal length. The
Fresnel lens (Edmund Optics, 13-457) has a 20 mm focal length. Both
Fresnel optics are made of an acrylic substrate and are designed to have
a plane wave in the grooved face direction and a spherical wave in the
planar face direction, as designed in Section 5. The Fresnel lenslet array
and Fresnel lens have regularly spaced grooves, and the groove density
for each is 80 grooves/cm and 98 grooves/cm. The thickness of each is
1.8 mm and 2.0 mm, respectively. Both were cut to 60 mm × 60 mm,
while the actively used area was 50 mm × 50 mm. The Fresnel lenslet
array and the Fresnel lens are attached closely with the grooved faces
inside. The Fresnel optics is positioned 10 mm away from the LCD.

The image displayed on the LCD is calculated in a very simple
way. As explained in Section 5.2, the proposed system can provide a
distortion-free image, so there is no need for a complicated calculation
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Fig. 11. The benchtop prototype consists of an LCD, a Fresnel lenslet
array, and a Fresnel collecting lens. The optical folding system was not
included.

process such as ray-tracing. We only need to crop and paste the corre-
sponding part of the target image into each display area divided by the
lenslet size. Therefore, the converting algorithm from a target image to
the image to be displayed can be processed in real-time operation.

6.2 VR glasses prototype
Secondly, we demonstrated the VR glasses prototype. This setup in-
cludes a polarization-based optical folding system, in addition to the
same LCD, Fresnel lens, and Fresnel lenslet array used in the benchtop
prototype. The optical folding system includes a BS plate and 2 QWP
films, wire grid film as a PBS. Here, the wire grid film was attached to
an additional 0.5-mm-thick glass plate to maintain a flat structure, and
a spacer was used to make the gap between BS and PBS. All optical
elements were cut to have a size of 6 cm x 6 cm. As shown in Fig. 1
(Right bottom), we made a monocular VR module by fixing the LCD,
spacer, and optical elements in a holder we made. Finally, we made the
VR glasses prototype by connecting two identical modules, as shown
in Fig. 1 (Right top). The thickness of the QWP films and the wire grid
film is 80 µm. The thickness of the spacer is 1.8 mm. The system’s
total thickness from the backplane of the LCD to the front plane of the
Fresnel lens was measured to be 8.8 mm.

Considering the folded optical path and the refractive index n, the
total effective optical path t from the LCD plane to the Fresnel lenslet
array’s grooved face is calculated as follows.

t = 3tspacer +(3tglass +4tQWP +3tBS + tPBS + tlenslet)/n. (18)

Here, tspacer, tglass, tQWP, tBS, tPBS, and tlenslet mean the thickness
of the spacer, glass plate, QWP film, BS plate, wire grid film, and
Fresnel lenslet array, respectively, and all media were assumed to have
a refractive index n = 1.5. The result of addition coincides with the
designed value of 10 mm.

7 DISPLAY RESULT

In this section, we experimentally confirm that the proposed system
shows good performance consistent with the analysis.

7.1 Camera
In order to capture the same sight as the VR user will see, the camera
must have a wide FOV of more than 100 degrees, and the entrance
pupil must not be located too deep from the lens surface. For example,
a fisheye lens has a very wide FOV, but its too deeply located entrance
pupil cannot be located at the short eye-relief distance, resulting in a
severe vignetting problem due to pupil mismatch. So, we used an ultra-
wide-angle camera of Samsung Galaxy S10 5G smartphone, which
has f /2.2, 1.8 mm focal length, 1.0 um pixel pitch, and 4608 × 3456
resolution. The FOV of the camera is 104.0° × 87.7° and confirmed
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Fig. 7. Design space of the proposed system.

physical system distance t/3 while achieving these targets is 3.3 mm at
the circled condition where f1 is 20 mm, p = 10 mm.

Looking at Eq. (15), FOV alone is a function of N. Therefore, the
number of lenslets, N and FOV have no trade-off relation nor limitation.
However, it may be difficult to secure an appropriate interpupillary
distance (IPD) if the total width of the lenslet array is too wide. Consid-
ering the average IPD of 63 mm, we set N = 5 so that the total width
of the lenslet array is 50 mm. Then, the FOV is 102.7°.

In this section, we assumed an ideal lens and lenslet array, so in
many ways it will differ from the actual system. If the aberration of the
actual Fresnel lens is considered, there will be more restrictions on the
eye-box. This further analysis is continued in following section.

5 ABERRATION ANALYSIS

Unfortunately, we could not find a perfect lens with a thin structure, as
assumed in Section 4. Instead, we analyze the aberration of the system
using Fresnel lenses. The aberration of the Fresnel lens will distort the
system’s light field, which may affect the system’s FOV and eye-box.
In this section, we determine the Fresnel lens structure and analyze the
distortion.

5.1 Fresnel lens selection
Fresnel lenses can be thought of as a collection of fine prism pieces
arranged on a plane. The optical properties of a Fresnel lens depend on
many factors: the refractive index of the medium of the Fresnel lens, the
surface angle of each prism piece, the angle of the sidewall, the groove
density, the height of each prism and so on [13]. Here, the sidewall
means the angle of the surface connecting two adjacent prism surfaces.
However, if we assume that we are using a very thin and flat Fresnel
lens with a very dense groove, which is quite correct in the experiment,
the effect of other factors is negligible, and only the refractive index and
surface angle of the medium matters. In this assumption, a deflected
ray starts at the same position as the incident position without spatial
shift inside the Fresnel lens. Therefore, we only focus on the angle of
the deflection.

Fig. 8 (Left) shows the cross-sections of Fresnel lenses. Depending
on whether the light is designed to be incident on the grooved face or
the planar face, they are called groove-in and groove-out Fresnel lenses,
respectively. In a groove-in Fresnel lens, the relationship between the
incidence angle on the grooved face θg and the deflection angle on the
planar face θp is calculated as the following equation with the Snell’s
law function N(θ) in Eq. (9).

θp = N−1(N(θg −φ)+φ). (16)

Here, φ is the surface angle of the prism piece at the incidence position.
On the other hand, in a groove-out Fresnel lens, the incidence angle is
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Fig. 8. (Left) Cross-section of a groove-in Fresnel lens and a groove-out
Fresnel lens. (Right) The graph of the deflection angle according to the
incidence angle in a groove-in Fresnel lens and a groove-out Fresnel
lens. Marked as focusing means that the lens is designed to deflect the
normal incident light (0°) to +30°, and collimating means −30° to the
normal angle (0°).

θp, the deflection angle is θg, and by reciprocity, it becomes the inverse
function of Eq. (16).

θg = N−1(N(θp)−φ)+φ . (17)

We have to decide whether to design the lenslet array and collecting
lens in a groove-in type or a groove-out type. In the proposed design,
the lenslet array should mainly collimate the light emitted from the
LCD pixel, and the collecting lens should focus the parallel central
chief rays toward the eye. Therefore, we compare which structure is
more suitable for collimating and focusing, respectively.

For example, within a focusing lens, suppose that a normal incident
ray should be deflected to +30° at a certain local position. The surface
angle φ required for each groove-in and groove-out cases can be calcu-
lated by solving Eqs. (16) and (17). In each case, the deflection angle
according to the incidence angle is plotted as a bold blue curve and an
orange curve in Fig. 8 (Left). The black dashed line is the deflection
angle in an ideal lens designed for the same purpose. Near the normal
incidence, the groove-in Fresnel lens operates more similar to the ideal
lens. That is, the focusing lens has much less aberration when designed
in a groove-in Fresnel lens structure. Similarly, we can assume that
the incidence ray at -30° should be deflected to the normal direction
in a certain local position in a collimating lens. Then we can see that
the collimating lens has less aberration when designed in the groove-
out structure. Therefore, we decided to construct the prototype system
using a groove-out collimating Fresnel lenslet array and a groove-in
focusing Fresnel lens, as shown in Fig. 9. Note that both off-the-shelf
products are readily available in the market.

5.2 Image distortion
Fig. 10 shows the light field in the eye-box plane, considering the
actual Fresnel lenses’ optical properties. Compared to the light field
in the ideal lens system in Fig. 6(e), it is significantly distorted overall.
However, there is no significant difference in the usable light field area
indicated by the green parallelogram. It has the same 102° FOV as the
ideal case and 8.8 mm eye-box width, which is only 12% less than
the ideal case. It is because the distortion near the eye-box center is
minimal, even when Fresnel lenses are used.

We can see the reason for low distortion by backtraced rays from the
eye-box center, indicated by red lines in Fig. 9. First, since the focusing
Fresnel lens is designed to change the on-axis parallel beam into the
on-axis converging beam focused on the eye-box center, by reciprocity,
it changes the backtraced rays to perfectly parallel rays. Also, since
each collimating Fresnel lenslet is designed to change the on-axis di-
verging beam into the on-axis parallel beam, the backtraced parallel
rays eventually converge to points at each lenslet’s focal length. Note
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Fresnel collecting lens

Groove-out collimating
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Fig. 9. The optimized Fresnel lens structure of the proposed design. The
optical folding is omitted, and the gap between the lenslet array and the
collecting lens is drawn exaggeratively large for intuitive visualization.
The red lines are the reversely traced rays from the center of the eye-
box to the LCD. Since both the lenslet array and the collecting lens are
designed to have a planar beam on the grooved face, the traced rays
have no distortion and are well focused on each virtual focal spot.

Usable light field area

8.8 mm eye-box
102˚ FOV

Fig. 10. Two-dimensional light field simulation results in the eye-box
plane. The aberration of the Fresnel lens is considered in the calculation.

that despite the use of off-the-shelf optical elements, there is no aber-
ration in all of these processes because each optical element operates
under the designed conditions. When the pupil is at the center of the
eyebox, the user will observe the image section where the backtraced
rays meet the display panel plane. In other words, the user can observe
the zero-distortion image without a specially optimized pre-distortion.

6 IMPLEMENTATION

6.1 Benchtop prototype
We demonstrate two kinds of prototypes. The first is the benchtop proto-
type shown in Fig. 11. This setup consists of an LCD, a Fresnel lenslet
array, and a Fresnel lens. The LCD panel (Sharp, LS029B3SX02) has a
1440 × 1440 resolution, 36 µm pixel pitch and a thickness of 1.4 mm.
As designed in Section 4, the Fresnel lenslet array (Fresnel Technolo-
gies, Inc.) has a 10 mm lenslet pitch and a 20 mm focal length. The
Fresnel lens (Edmund Optics, 13-457) has a 20 mm focal length. Both
Fresnel optics are made of an acrylic substrate and are designed to have
a plane wave in the grooved face direction and a spherical wave in the
planar face direction, as designed in Section 5. The Fresnel lenslet array
and Fresnel lens have regularly spaced grooves, and the groove density
for each is 80 grooves/cm and 98 grooves/cm. The thickness of each is
1.8 mm and 2.0 mm, respectively. Both were cut to 60 mm × 60 mm,
while the actively used area was 50 mm × 50 mm. The Fresnel lenslet
array and the Fresnel lens are attached closely with the grooved faces
inside. The Fresnel optics is positioned 10 mm away from the LCD.

The image displayed on the LCD is calculated in a very simple
way. As explained in Section 5.2, the proposed system can provide a
distortion-free image, so there is no need for a complicated calculation
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Fig. 11. The benchtop prototype consists of an LCD, a Fresnel lenslet
array, and a Fresnel collecting lens. The optical folding system was not
included.

process such as ray-tracing. We only need to crop and paste the corre-
sponding part of the target image into each display area divided by the
lenslet size. Therefore, the converting algorithm from a target image to
the image to be displayed can be processed in real-time operation.

6.2 VR glasses prototype
Secondly, we demonstrated the VR glasses prototype. This setup in-
cludes a polarization-based optical folding system, in addition to the
same LCD, Fresnel lens, and Fresnel lenslet array used in the benchtop
prototype. The optical folding system includes a BS plate and 2 QWP
films, wire grid film as a PBS. Here, the wire grid film was attached to
an additional 0.5-mm-thick glass plate to maintain a flat structure, and
a spacer was used to make the gap between BS and PBS. All optical
elements were cut to have a size of 6 cm x 6 cm. As shown in Fig. 1
(Right bottom), we made a monocular VR module by fixing the LCD,
spacer, and optical elements in a holder we made. Finally, we made the
VR glasses prototype by connecting two identical modules, as shown
in Fig. 1 (Right top). The thickness of the QWP films and the wire grid
film is 80 µm. The thickness of the spacer is 1.8 mm. The system’s
total thickness from the backplane of the LCD to the front plane of the
Fresnel lens was measured to be 8.8 mm.

Considering the folded optical path and the refractive index n, the
total effective optical path t from the LCD plane to the Fresnel lenslet
array’s grooved face is calculated as follows.

t = 3tspacer +(3tglass +4tQWP +3tBS + tPBS + tlenslet)/n. (18)

Here, tspacer, tglass, tQWP, tBS, tPBS, and tlenslet mean the thickness
of the spacer, glass plate, QWP film, BS plate, wire grid film, and
Fresnel lenslet array, respectively, and all media were assumed to have
a refractive index n = 1.5. The result of addition coincides with the
designed value of 10 mm.

7 DISPLAY RESULT

In this section, we experimentally confirm that the proposed system
shows good performance consistent with the analysis.

7.1 Camera
In order to capture the same sight as the VR user will see, the camera
must have a wide FOV of more than 100 degrees, and the entrance
pupil must not be located too deep from the lens surface. For example,
a fisheye lens has a very wide FOV, but its too deeply located entrance
pupil cannot be located at the short eye-relief distance, resulting in a
severe vignetting problem due to pupil mismatch. So, we used an ultra-
wide-angle camera of Samsung Galaxy S10 5G smartphone, which
has f /2.2, 1.8 mm focal length, 1.0 um pixel pitch, and 4608 × 3456
resolution. The FOV of the camera is 104.0° × 87.7° and confirmed
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Pupil diameter: 4.29 mm Pupil diameter: 3 mm Pupil diameter: 1.5 mm

Pupil diameter: 0.75 mm Pupil diameter: 0.33 mm

Fig. 12. Display results according to the pupil diameter (aperture size
of the camera) with the benchtop prototype. The seam of the lenslet is
quite indistinguishable, with the typical human pupil size of 2 mm to 8
mm. The results are captured with a camera lens of f /1.4, 2, 4, 8, and
16 and the focal length of 6 mm. Photo by Katie Smith on Unsplash.

with the test experiment result provided in the supplementary document.
Except for Figs. 12 and supplementary image 7, all photos in this paper
are captured with the camera and are in the original size, not cropped,
so cover the maximum FOV of the camera.

7.2 FOV and image distortion
Fig. 1 (Middle) is the captured display result of the benchtop prototype.
The camera is located at the center of the eye-box. The eye-relief
was measured to be 20 mm. In the experimental results, the observed
image almost perfectly fills the camera’s maximum horizontal FOV
of 104°, which matches well with the expected value of 102° FOV
in the design. The vertical FOV of the camera is too narrow to cover
this, but the vertical FOV of the prototype will be the same as the
horizontal FOV due to the system symmetry. The captured image shows
a clear and uniform color expression. In addition, all image pieces are
continuously matched with each other at all edges between adjacent
lenslets, so that they form one target image. However, the seam between
the lenslets is observed as slightly darker lines than the surroundings,
which was not predicted in simulation. This phenomenon occurs due
to the physical seam at the junction between the lenslets. The physical
seam is located very close to the eye. Therefore if the observer’s pupil
becomes larger, the seam image blurs more, then the user may not
recognize it. The experimental result in Fig. 12 can verify it. The results
show the captured images according to the camera aperture size. As
the aperture diameter becomes larger than 3 mm, the seam becomes
not so distinguishable. Although the photos in this paper taken by the
smartphone camera with an aperture of 0.82 mm contain a noticeable
seam, the seam will not be easily visible when observed by a human
eye with a pupil diameter of 2 mm to 8 mm.

7.3 Eye-box and pupil swim distortion
Fig. 13 is the result of the pupil swim experiment with the benchtop
prototype. As expected in the light field analysis in Section. 5.2, the
cross-talk is observed only when the pupil position is further than 4.4
mm. Note that even when the whole observed image is distorted during
the pupil swim, mismatch or discontinuity of image between adjacent
lenslets is hardly observed. It means that the pupil swim distortion is
mostly caused by the collecting lens, not the lenslet array. The captured
images and grids at other sampled pupil positions are provided in the
supplementary document. The eye-box range of 8.8 mm corresponds
to the case where an eyeball with a rotation radius of 13 mm rotates by
±18.7°, that is, in a range of 37.4°, which is sufficient to cover a static
VR experience [34].

Pupil position: (+4 mm, 0) Pupil position: (+5 mm, 0)

Pupil position: (-4 mm, 0)Pupil position: (-5 mm, 0)

Out of eye-box

Out of eye-box

Cross-talk

Cross-talk

In eye-box

In eye-box

Fig. 13. Display results of pupil swim experiment in the benchtop proto-
type. The camera movement is along the horizontal axis. The cross-talk
is detected when the pupil position is ±5 mm, not until ±4 mm. White
arrows indicate the cross-talk.

7.4 Resolution and chromatic aberration

Fig. 14 is the result of capturing the resolution target image on the
benchtop prototype. At the center of the sight, the finest line pair is
resolved, which is corresponding to 4.8 ppd (pixels per degree). As the
angular position goes further from the center, the resolution decreases.
At 26.6°, the line pair with the period of 3 LCD pixels is resolved,
which is 3.2 ppd. Similarly, at 45°, the system provides 2.4 ppd as
the 4-pixel period line pair is resolved. Also, we have measured the
modulation transfer function (MTF) which can also state the resolution
of the optical system. MTF result can be found in the supplementary
document [26].

In lower figures in Fig. 14, we can observe the chromatic aberration,
which is low at the center and increases at the periphery. However,
since the area where low aberration is observed is located very far
from the center of the sight, it cannot be detected by the user’s retinal
fovea in general. Therefore, user inconvenience due to this reduction in
resolution will be limited. In addition, the aberration of the proposed
system is not so severe compared to current commercial VR products,
so it will not provide extra discomfort to users.

7.5 VR glasses prototype

Fig. 15 shows the display result in the VR glasses prototype. Except
for the addition of the optical path folding system, it is optically equiv-
alent to the benchtop prototype, so there will be no differences in FOV,
eye-box, distortion, resolution, etc. This is also confirmed in the ex-
perimental results. However, compared to the benchtop prototype, the
display result of the VR glasses prototype contains blurry background
noise. This is due to the blurred twin image created by unintentionally
transmitted or reflected light from several additional internal surfaces.
In the high contrast display results in the supplementary document,
multiple twin noises due to pancake lens systems can be more clearly
distinguished.

8 DISCUSSION AND FUTURE WORKS

8.1 System thickness

In fact, the thickness of the off-the-shelf Fresnel lens and Fresnel lenslet
array we used is quite thick. If thinner elements were used, the total
thickness of the system could be further reduced. Assuming that both
Fresnel lens and the Fresnel lenslet array are 0.5 mm thick, the spacer’s

+26.6° +45°+0°
5°

Fig. 14. The result of the resolution experiment in the benchtop prototype.
Every line has one-LCD-pixel line width, and the periods of the line
pairs are 2,3,4, and 5 pixels in order from the top. The same image was
captured twice only with the color change between green mono and
white. We can separately observe the chromatic aberration and image
aberration. Each result is cropped from a wide-FOV image, which is
provided in the supplementary document. The angles on the top indicate
the horizontal angular position of the cropped image center.

thickness to satisfy Eq. (18) becomes 2.2 mm, and the total thickness
can be reduced to 6.3 mm.

8.2 Leakage noise

The reason for the blurry background noise observed in the VR glasses
prototype is the undesired reflection and transmission in multiple layers
of the pancake lens system. There are two main reasons for this. First,
the performance of the polarizing element is imperfect. The wire grid
film (TECHSPEC) we used has a finite contrast ratio of 250:1. And
the QWP (WP140HE polymer film) is designed to be used in 400-
700 nm broad-spectrum but has a retardation error even within that
range. For example, the wave retardation at 600 nm is about 0.235, not
0.25. Besides, noise may occur even when the polarization-dependent
elements’ fast axes directions do not perfectly match each other. If
the polarization state can be controlled very precisely, noise can be
significantly reduced.

The second reason is the surface reflection at the boundaries. This
problem can be solved through the anti-reflection coating. The glass
plate used in the experiment is not coated. BS plate has a broad-band
anti-reflection coating, but it is designed for 45° incidence angle, so
performance in the on-axis condition cannot be guaranteed. In our de-
sign, wide-angle broad-band anti-reflection coating is required because
there is light in the range from −45° to +45° [31].

8.3 Fresnel lens optimization

System aberration, such as resolution decrease at the periphery and
pupil swim distortion, is all due to the Fresnel lenses’ aberration. If the
Fresnel lens has less aberration through optimization, system perfor-
mance can be improved. However, there is no left degree of freedom in
the flat Fresnel lens structure that can be used for optimization other
than the surface angle. So additional modifications such as a curved
substrate or bi-convex Fresnel lens will be required [41]. Here, as stated
in section 7.3, since the collecting lens affects the aberration and the
pupil swim distortion much more than the lenslet array, the aberration
optimization of the collecting lens may be more effective. Chromatic
aberration due to dispersion, as well as imaging aberration, may be
compensated through optimization [39, 46].

Fig. 15. The display result of VR glasses prototype. The camera is located
at the center of the eye-box. The photo is a screenshot of a video, which
is provided in supplementary media.

8.4 Pupil tracker synchronization

In the proposed system, two conditions limit the eye-box size. First,
cross-talk by neighboring lenslets should not be visible. Second, image
distortion should not be too severe. We can overcome the first limitation
if we detect the pupil position in real time and change the displayed
image corresponding to the position. Otherwise, we can physically
move the optical system so that the pupil can keep inside the dynamic
eye-box [18]. This method can solve the both cross-talk and distortion
problems. In both methods, the user will see the image stably even
if the pupil tracker does not have high accuracy as long as the pupil
remains in the 8.8 mm wide eye-box.

8.5 See-through display

The proposed system is a VR display, but a compact wide FOV see-
through augmented reality (AR) display can be made using the same
principle. For that, a transparent display is required, and light from
the outside and light from the display must be separated into different
channels. We can try to utilize transparent screens such as holographic
screens, and polarization-dependent optics such as anisotropic Fresnel
lenses [14] or Pancharatnam-Berry phase lenses [27, 28].

9 CONCLUSION

Many people imagine the bright future of VR. As the technology ad-
vances, the number of VR users will increase, the field using VR
will also expand, and sometime VR will be a part of daily life. How-
ever, such a future is possible only if a comfortable and long-time-
wearable VR hardware becomes affordable to the public. In this paper,
we proposed a possible solution of compact VR by optimizing the
lenslet-array-based VR design to achieve a practical performance. Our
proposed design can have sub-centimeter thickness, while having 102°
monocular FOV which is comparable to current state-of-the-art VR
products. It also has a stable eye-box and low pupil swim distortion. It
delivers great color and can be combined with any display panel with-
out spectrum limitation. At last, we already know how to mass-produce
the necessary optical components for the Lenslet VR design. Maybe
a daily VR is not that far away. We hope that our work can make an
important contribution to expanding the world of VR.
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Pupil diameter: 4.29 mm Pupil diameter: 3 mm Pupil diameter: 1.5 mm
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Fig. 12. Display results according to the pupil diameter (aperture size
of the camera) with the benchtop prototype. The seam of the lenslet is
quite indistinguishable, with the typical human pupil size of 2 mm to 8
mm. The results are captured with a camera lens of f /1.4, 2, 4, 8, and
16 and the focal length of 6 mm. Photo by Katie Smith on Unsplash.

with the test experiment result provided in the supplementary document.
Except for Figs. 12 and supplementary image 7, all photos in this paper
are captured with the camera and are in the original size, not cropped,
so cover the maximum FOV of the camera.

7.2 FOV and image distortion
Fig. 1 (Middle) is the captured display result of the benchtop prototype.
The camera is located at the center of the eye-box. The eye-relief
was measured to be 20 mm. In the experimental results, the observed
image almost perfectly fills the camera’s maximum horizontal FOV
of 104°, which matches well with the expected value of 102° FOV
in the design. The vertical FOV of the camera is too narrow to cover
this, but the vertical FOV of the prototype will be the same as the
horizontal FOV due to the system symmetry. The captured image shows
a clear and uniform color expression. In addition, all image pieces are
continuously matched with each other at all edges between adjacent
lenslets, so that they form one target image. However, the seam between
the lenslets is observed as slightly darker lines than the surroundings,
which was not predicted in simulation. This phenomenon occurs due
to the physical seam at the junction between the lenslets. The physical
seam is located very close to the eye. Therefore if the observer’s pupil
becomes larger, the seam image blurs more, then the user may not
recognize it. The experimental result in Fig. 12 can verify it. The results
show the captured images according to the camera aperture size. As
the aperture diameter becomes larger than 3 mm, the seam becomes
not so distinguishable. Although the photos in this paper taken by the
smartphone camera with an aperture of 0.82 mm contain a noticeable
seam, the seam will not be easily visible when observed by a human
eye with a pupil diameter of 2 mm to 8 mm.

7.3 Eye-box and pupil swim distortion
Fig. 13 is the result of the pupil swim experiment with the benchtop
prototype. As expected in the light field analysis in Section. 5.2, the
cross-talk is observed only when the pupil position is further than 4.4
mm. Note that even when the whole observed image is distorted during
the pupil swim, mismatch or discontinuity of image between adjacent
lenslets is hardly observed. It means that the pupil swim distortion is
mostly caused by the collecting lens, not the lenslet array. The captured
images and grids at other sampled pupil positions are provided in the
supplementary document. The eye-box range of 8.8 mm corresponds
to the case where an eyeball with a rotation radius of 13 mm rotates by
±18.7°, that is, in a range of 37.4°, which is sufficient to cover a static
VR experience [34].

Pupil position: (+4 mm, 0) Pupil position: (+5 mm, 0)

Pupil position: (-4 mm, 0)Pupil position: (-5 mm, 0)

Out of eye-box

Out of eye-box

Cross-talk

Cross-talk

In eye-box

In eye-box

Fig. 13. Display results of pupil swim experiment in the benchtop proto-
type. The camera movement is along the horizontal axis. The cross-talk
is detected when the pupil position is ±5 mm, not until ±4 mm. White
arrows indicate the cross-talk.

7.4 Resolution and chromatic aberration

Fig. 14 is the result of capturing the resolution target image on the
benchtop prototype. At the center of the sight, the finest line pair is
resolved, which is corresponding to 4.8 ppd (pixels per degree). As the
angular position goes further from the center, the resolution decreases.
At 26.6°, the line pair with the period of 3 LCD pixels is resolved,
which is 3.2 ppd. Similarly, at 45°, the system provides 2.4 ppd as
the 4-pixel period line pair is resolved. Also, we have measured the
modulation transfer function (MTF) which can also state the resolution
of the optical system. MTF result can be found in the supplementary
document [26].

In lower figures in Fig. 14, we can observe the chromatic aberration,
which is low at the center and increases at the periphery. However,
since the area where low aberration is observed is located very far
from the center of the sight, it cannot be detected by the user’s retinal
fovea in general. Therefore, user inconvenience due to this reduction in
resolution will be limited. In addition, the aberration of the proposed
system is not so severe compared to current commercial VR products,
so it will not provide extra discomfort to users.

7.5 VR glasses prototype

Fig. 15 shows the display result in the VR glasses prototype. Except
for the addition of the optical path folding system, it is optically equiv-
alent to the benchtop prototype, so there will be no differences in FOV,
eye-box, distortion, resolution, etc. This is also confirmed in the ex-
perimental results. However, compared to the benchtop prototype, the
display result of the VR glasses prototype contains blurry background
noise. This is due to the blurred twin image created by unintentionally
transmitted or reflected light from several additional internal surfaces.
In the high contrast display results in the supplementary document,
multiple twin noises due to pancake lens systems can be more clearly
distinguished.

8 DISCUSSION AND FUTURE WORKS

8.1 System thickness

In fact, the thickness of the off-the-shelf Fresnel lens and Fresnel lenslet
array we used is quite thick. If thinner elements were used, the total
thickness of the system could be further reduced. Assuming that both
Fresnel lens and the Fresnel lenslet array are 0.5 mm thick, the spacer’s

+26.6° +45°+0°
5°

Fig. 14. The result of the resolution experiment in the benchtop prototype.
Every line has one-LCD-pixel line width, and the periods of the line
pairs are 2,3,4, and 5 pixels in order from the top. The same image was
captured twice only with the color change between green mono and
white. We can separately observe the chromatic aberration and image
aberration. Each result is cropped from a wide-FOV image, which is
provided in the supplementary document. The angles on the top indicate
the horizontal angular position of the cropped image center.

thickness to satisfy Eq. (18) becomes 2.2 mm, and the total thickness
can be reduced to 6.3 mm.

8.2 Leakage noise

The reason for the blurry background noise observed in the VR glasses
prototype is the undesired reflection and transmission in multiple layers
of the pancake lens system. There are two main reasons for this. First,
the performance of the polarizing element is imperfect. The wire grid
film (TECHSPEC) we used has a finite contrast ratio of 250:1. And
the QWP (WP140HE polymer film) is designed to be used in 400-
700 nm broad-spectrum but has a retardation error even within that
range. For example, the wave retardation at 600 nm is about 0.235, not
0.25. Besides, noise may occur even when the polarization-dependent
elements’ fast axes directions do not perfectly match each other. If
the polarization state can be controlled very precisely, noise can be
significantly reduced.

The second reason is the surface reflection at the boundaries. This
problem can be solved through the anti-reflection coating. The glass
plate used in the experiment is not coated. BS plate has a broad-band
anti-reflection coating, but it is designed for 45° incidence angle, so
performance in the on-axis condition cannot be guaranteed. In our de-
sign, wide-angle broad-band anti-reflection coating is required because
there is light in the range from −45° to +45° [31].

8.3 Fresnel lens optimization

System aberration, such as resolution decrease at the periphery and
pupil swim distortion, is all due to the Fresnel lenses’ aberration. If the
Fresnel lens has less aberration through optimization, system perfor-
mance can be improved. However, there is no left degree of freedom in
the flat Fresnel lens structure that can be used for optimization other
than the surface angle. So additional modifications such as a curved
substrate or bi-convex Fresnel lens will be required [41]. Here, as stated
in section 7.3, since the collecting lens affects the aberration and the
pupil swim distortion much more than the lenslet array, the aberration
optimization of the collecting lens may be more effective. Chromatic
aberration due to dispersion, as well as imaging aberration, may be
compensated through optimization [39, 46].

Fig. 15. The display result of VR glasses prototype. The camera is located
at the center of the eye-box. The photo is a screenshot of a video, which
is provided in supplementary media.

8.4 Pupil tracker synchronization

In the proposed system, two conditions limit the eye-box size. First,
cross-talk by neighboring lenslets should not be visible. Second, image
distortion should not be too severe. We can overcome the first limitation
if we detect the pupil position in real time and change the displayed
image corresponding to the position. Otherwise, we can physically
move the optical system so that the pupil can keep inside the dynamic
eye-box [18]. This method can solve the both cross-talk and distortion
problems. In both methods, the user will see the image stably even
if the pupil tracker does not have high accuracy as long as the pupil
remains in the 8.8 mm wide eye-box.

8.5 See-through display

The proposed system is a VR display, but a compact wide FOV see-
through augmented reality (AR) display can be made using the same
principle. For that, a transparent display is required, and light from
the outside and light from the display must be separated into different
channels. We can try to utilize transparent screens such as holographic
screens, and polarization-dependent optics such as anisotropic Fresnel
lenses [14] or Pancharatnam-Berry phase lenses [27, 28].

9 CONCLUSION

Many people imagine the bright future of VR. As the technology ad-
vances, the number of VR users will increase, the field using VR
will also expand, and sometime VR will be a part of daily life. How-
ever, such a future is possible only if a comfortable and long-time-
wearable VR hardware becomes affordable to the public. In this paper,
we proposed a possible solution of compact VR by optimizing the
lenslet-array-based VR design to achieve a practical performance. Our
proposed design can have sub-centimeter thickness, while having 102°
monocular FOV which is comparable to current state-of-the-art VR
products. It also has a stable eye-box and low pupil swim distortion. It
delivers great color and can be combined with any display panel with-
out spectrum limitation. At last, we already know how to mass-produce
the necessary optical components for the Lenslet VR design. Maybe
a daily VR is not that far away. We hope that our work can make an
important contribution to expanding the world of VR.
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