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Federated Visualization: A Privacy-preserving
Strategy for Aggregated Visual Query

Wei Chen, Yating Wei, Zhiyong Wang, Shuyue Zhou, Bingru Lin, and Zhiguang Zhou

Abstract—We present a novel privacy preservation strategy for aggregated visual query of decentralized data. The key idea is to imitate
the flowchart of the federated learning framework, and reformulate the visualization process within a federated infrastructure. The
federation of visualization is fulfilled by leveraging a shared global module that composes the encrypted externalizations of transformed
visual features of data pieces in local modules. We design two implementations of federated visualization: a prediction-based scheme,
and a query-based scheme. We demonstrate the effectiveness of our approach with a set of visual forms, and verify its robustness with
evaluations. We report the value of federated visualization in real scenarios with an expert review.

Index Terms—Privacy-preserving visualization, federated visualization, decentralized visualization
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1 INTRODUCTION

In big data era, a wide array of data are being generated all the
time and scattered over different data holders. It is a significant
task to closely connect data holders and conduct collaborative data
analysis for deeper insights and comprehensive conclusions. For
example, the combination disease materials and cases collected in
different locations and a medical institution is quite important for
the analysis of infectious diseases [1], [2]. Similarly, urban data
analysis demands the integration of mobility information acquired
from subway, taxis and automobiles [3], [4].

In visualization community, two kinds of methods are
commonly used for collaborative data analysis including data-
intensive visualization and distributed visualization. Conventional
client/server based visualization and web-based visualization take
a data-intensive mode, in which datasets are assembled, processed
and visualized in a main server [5], [6]. Alternatively, distributed
visualization [7] employs a decentralized mode, in which datasets
and tasks are divided into pieces over various clients, and required
information can be transmitted among clients.

In the both modes, raw datasets and their processed results
are allowed to be transmitted among clients, and users can easily
aggregate and analyze the datasets at different stages. However,
there is a great risk of privacy leakage in the entire course of data
processing. For example, in the data-intensive mode, users can
directly get the dataset from a client on the server side. In the
distributed mode, users can reversely infer the data information of
a client through additional data information [8]. Thus, it is urgent to
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provide a feasible multi-source data visualization method without
privacy leakage.

Privacy protection is a classic proposition in the field of
visualization. One recent trend in building big data infrastructures
is the privacy awareness, as witnessed by numerous literature on
security and privacy [9], [10]. Though privacy-aware visualization
has been explored in the visualization community, existing works
emphasize on protecting data leakage within a centralized visualiza-
tion process [9], [11]. There are still a few challenges for tackling
privacy issue in the decentralized visualization: C1. A conventional
visualization pipeline consists of multiple steps, including data
processing, transformation, visual mapping, and user interaction.
Data leakage can take place in each step in decentralized mode.
Data encryption should be thoroughly incorporated as a necessary
component. C2. For the reason of privacy protection, data in local
modules should be kept locally, and only desensitized information
can be transmitted to the global module. Thus, to generate faithful
visualization based on composed information in global module is
quite different from that in centralized mode. C3. It is important
to evaluate the validity and usability of decentralized visualization
in the protection of privacy and collective analysis based on multi-
source datasets. Multiple perspectives like encryption, privacy,
and effectiveness should be considered different from centralized
visualization.

In the field of data mining, facing the challenges of data privacy
in distributed machine learning, federated learning employs a
shared global model to federate the learned local models that
run only in individual clients, and uses a variety of encryption
schemes in the data transmission process [10-12]. Inspired by the
idea of federating learned features rather than raw data, we design
a federated aggregation visualization strategy, which divides the
tasks of data transformation and visual mapping into pieces in
clients (local modules) and then composes the secured results in
a server (a shared global module). We propose a framework for
privacy-preserving decentralized visualization, in which federating
learned features are integrated into the conventional visualization
pipeline [12]. A data encryption scheme is employed to transmit
data between the server and clients. To localize the underlying
data and visualization tasks, we design a two-stage pipeline: prior
to the composition of encrypted visual features or parameters
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in the server, each client locally performs data transformations
and visual encodings with its associated data(C1). Specifically,
we implement two federated aggregation visualization schemes
for different data analysis scenarios: a query-based scheme and
a prediction-based scheme. The query-based scheme computes
encrypted and specified range of visual features locally and
composes them globally, through which users can quickly obtain
target visualization in a short response time. The prediction-
based scheme builds a prediction model to encode visual features
computed from local data, and decode them in the global module.
It can realize the analysis of all data scenarios, of course requires
more time to train the model to fit the data distribution of each client
(C2). Moreover, we develop a federated aggregation visualization
framework integrating different federated visualization schemes, a
rich set of visual cues and interactions, enabling users to evaluate
the effectiveness and practicality of our federated visualization
strategy in the protection of privacy and collaborative analysis of
multi-source data (C3).

In summary, the main contributions of our work are:
• a novel federated visualization framework for visualizing

aggregated visual query of decentralized data. To our best
knowledge, our approach is the first attempt to tackle data
privacy issues in a decentralized visualization framework.

• two implementation schemes for different data analysis
scenarios.

• evaluation and verification based on real world data.
The rest of this paper is organized as follows. Section 2

reviews the related work. Section 3 explains our new strategy.
Implementations and visual exploration are elaborated in Section 4.
Section 5 presents the evaluations. We discuss the limitations and
future work in Section 6 and conclude this paper in Section 7.

2 RELATED WORK

2.1 Privacy-preserving Visualization

Privacy is the right of individuals to take complete control of
their information and decide when, how, and to what extent this
information is shared with others [13]. Visualization is regarded as
an effective means to make the data or data features easily recog-
nizable and interpretable. Therefore, privacy issues of visualization
exist not only in data processing but also visualization itself. In the
field of privacy-preserving data processing, two types of privacy
models, syntactic anonymity [14], [15], [16], [17] and differential
privacy [18], are commonly used to address privacy issues. The
former one is mainly used for privacy-preserving data publishing,
the latter is designed to anonymize query responses. Pioneered
works on privacy-preserving visualization [11] generally leverage
established privacy preservation schemes like k-anonymity [14],
l-diversity [15], t-closeness [16] to protect information leakage in
visualizations. For instance, syntactic anonymization is employed
to protect the information exposed in parallel coordinates [11].
A privacy-preserving diversity method (ppDIV) [3] is presented
to avoid disclosure of location privacy from trajectory heatmap.
Distinctive visual interfaces are designed to depict and reduce the
leakage risk in visualizing event sequence datasets [19], [20], and
tabular data [9]. In general, there is a trade-off between the privacy
gain and loss of utility. It has demonstrated to be favorable to sup-
port visual understanding of the quantitative relationship between
privacy parameters and vulnerable visualization configurations [21].

Note that, above-mentioned works do not consider the disclo-
sure of privacy in data transmission process, and are naturally not
suitable for decentralized visualization.

2.2 Distributed Visualization
Distributed visualization [7], [22] increases the scalability of
visualization for data-intensive or computation-intensive tasks. A
distributed environment is proposed for exploring correlations of
large-scale simulation datasets. Well-designed data structures can
be used to improve the performance of distributed visualization, like
the PSH [23] and quadtree [24]. GPU-based parallel computing can
further improve performance [25]. Likewise, the runtime efficiency
of graph sampling [26] and sparsification [27] can be benefited
from distributed computing. Note that these studies emphasize on
the performance issues. There is little effort made on data privacy
in distributed visualization. Saha et al. [2] introduce decentralized
data stochastic neighbor embedding (dSNE) to enable embedding
and visualization of sensitive neuroimaging data. Similarly, a
decentralized brain imaging data analysis is proposed with new
data processing and visualization algorithms [1].

2.3 Federated Learning
The fundamental idea of federated learning (FL) [28] is to
learn an integrated model with data distributed on clients. It
can balance performance and communication efficiency while
preventing leakage of sensitive data. A large number of studies
have been made on the usability, scalability, and performance
of FL [29], [30]. For instance, an optimized federated learning
strategy is proposed to train a high-quality centralized model [31].
By investigating enhanced privacy protection algorithms, different
levels of privacy protection can be achieved in FL at a minor
loss in model performance [32], [33], [34]. A recent trend is to
incorporate FL within a variety of application scenarios [35], [36],
[37]. Concerning the distribution of training data, federal learning
approaches can be classified into three categories: horizontal
federated learning (HFL), vertical federated learning (VFL), and
Federated Transfer Learning (FTL) [38]. In this paper, we focus on
HFL, which can be applied in scenarios where datasets mastered
by clients are collected respectively but share the same properties.

3 FEDERATED VISUALIZATION

The goal of federated visualization is to protect privacy in a decen-
tralized visualization framework. Suppose that a set of datasets D =
{D1,D2,D3, ...,DN}, owned by clients C = {C1,C2,C3, ...,CN},
respectively. Assume that Vi is the visualization of Di, and V
is the visualization of D. Without loss of generality, Vi and V
share the same visual transformations and mappings, resulting in a
set of visual features, denoted as V = {V F1,V F2, ...,V FM}. Here,
V Fi = {v fi1,v fi2, ...,v fiM} is a vector of visual features, such as
position, color, size, and shape. V represents the global visual
features of D. In the conventional parallel visualization, D is
collected and processed globally in a server S, exposing a risk
of privacy leakage. In this paper, we only consider the scenario that
the visual features of each client have the same dimensions, which
refers to the situation of HFL [38].

We follow the flowchart of horizontal federated learning and
propose a two-stage federation strategy. Datasets are stored and
processed locally in each client Ci. Ci only transmits encrypted
parameters Pi which represents visual features and cannot be used
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Fig. 1. The pipeline for federated visualization consists of four main stages.

to recover the original data. Pi acts as the messenger of the original
data Di and V, to avoid direct exposure of the raw data. The
definition and construction of Pi varies with different federation
schemes (see Section 3.2).

3.1 Pipeline
The pipeline consists of four main stages, as shown in Figure 1:

1) Data filtering. First, the data scope Ei associated with Di
is specified by analysts, e.g., data in a specific latitude and
longitude range, or data in a specific time period. It can be
defined uniformly for all clients, or be specified interactively
on the visual interface during the exploration process.

2) Data partitioning and aggregation. For each client, its data
is partitioned in small pieces uniformly. The resolution of the
partition can be predefined or interactively specified subject
to employed visual forms. For instance, creating a heatmap
requires to divide the data over a 2D grid. Similarly, generating
a histogram of traffic flow in one week needs to define the
granularity along the time axis.
Then, data aggregation is performed over each binned range
of the partition. The aggregated values are mapped into visual
features, forming a visual feature set Ai. Each element a j of
Ai is a key-value pair, namely, a j = (index j,di,index j ). Here,
index j denotes the index, and d is the feature values of index j.
This process is performed in each client, resulting in visual
features with identical dimensions.

3) Data representation. This process requires to encode and
encrypt visual features in each client and utilize them in the
server. For that, we design two implementations, which are
described in Section 3.2.

4) Visualization generation. Based on the encrypted visual
features from local clients, the server composes a set of
global visual features and generates a visualization. Section
3.3 describes the ways of visualization creation associated
with two representations introduced in Section 3.2.

3.2 Federated Representation
In the third stage, it is very important to keep visual features in each
client from being exposed during the transmission process. We
solve this issue by transmitting encrypted parameters that represent
visual features. In particular, two implementations are designed:
• Query-based, which encodes local visual features using secure

aggregation techniques and decodes them in the sever;
• Prediction-based, which trains a prediction model in each

client through federated learning, and predicts the result in the
server by means of all parameters of local prediction models.

3.2.1 The query-based scheme

We ensure that all clients possess pair-wise secure communication
channels and use secure aggregation [34] for encryption.

Fig. 2. The flowchart of the query-based scheme.

The query-based scheme consists of three steps:

1 Sampling random vectors. Each pair of clients first prepares a
random vector for each other. That is, each client Ci locally
samples a random vector Ri, j, j ∈ [1,N]∧ i 6= j for each other
client C j. Specifically, Ri, j and R j,i are a one-to-one pair. For
example, R1,3 and R3,1 form the random vectors prepared by
C1 and C3 for each other (Figure 2).

2 Exchanging random vectors and computing perturbations.
Client Ci and C j exchange Ri, j and R j,i over their secure
channels. To ensure transmission security, perturbations Pi, j =
Ri, j − R j,i, i 6= j are computed. The sum of visual feature
and perturbation vectors is sent to the server: D uploadi =
V Fi +∑

N
j=1 Pi, j.

3 Computing global visual features in the server. The server
receives the perturbed vectors D uploadi, i ∈ [1,N] uploaded
by clients, and sums them:

D sum=
N

∑
i=1

D uploadi =
N

∑
i=1

V Fi+
N

∑
i=1

N

∑
j=1

Ri, j−
N

∑
i=1

N

∑
j=1

R j,i =
N

∑
i=1

Di

The result D sum is guaranteed to be accurate visual features
because the paired perturbations in D uploadi are neutralized.
And the values from each client will not be inferred.
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3.2.2 The prediction-based scheme
Encoding visual features can be accomplished by precomputing a
representation with the prediction-based approaches. Conventional
solutions include data fitting like logic regression, hashing, and
neural network approaches. We choose to use neural network-based
methods, and mimic the federated learning framework where all
clients contribute to training a shared global model that represents
global data features. Below we introduce our scheme based on
neural network-based models.

We leverage a fully connected deep network [39], as shown in
Figure 3 (a). It consists of an embedding layer that converts the
input data into vectors to improve the efficiency of model training,
and four fully connected layers. To enable the federation of the
prediction models, we design an adapted NN model, which consists
of a global part and local parts (See Figure 3 (b)). The server keeps
the global part, while each client keeps a local part. We consider
the visual feature set Ai as the local model training set of Ci, where
index j is used as the model input and di,index j is used as the label
data, that is, the model output. We use the loss function defined as
∑i(di,index j − ˆdi,index j )

2, where i is the index of the underlying data
piece, ˆdi,index j denotes the value of the data predicted by the global
model. We use the quadratic cost so that di,index j will be close to
the average of ˆdi,index j over all clients.

Fig. 3. Illustration of the prediction-based scheme. (a) The network
structure of the employed NN model. (b) The training and prediction
processes.

The training process consists of three steps:
1 Initialization. The server S initializes a global neural network

model M f ed. Each client keeps a copy of the initialized
model from the server. The server sends encrypted initial
parameters of the global NN model to each client.

2 Local training. Each client decodes the parameters sent from
the server, and uses them to update the local models. Then,
the local NN model is iteratively trained for several rounds
with Ai as the training set, yielding updated parameters of the
local NN model. The parameters are encrypted and sent back
to the server.

3 Federated averaging. The server performs a federated averag-
ing [28] over the set of encrypted parameters(in the form of
Pi(t), where t represents one round, including the embedding

matrix and weight matrix) from all clients, and computes
updated global parameters, P(t): P(t) = 1

N ∑
N
i=1 Pi(t). The

parameters are then encrypted and sent to each client.
The 2nd and 3rd steps are iteratively performed, until the loss
function converges, or say, values of two consecutive iterations
are adequately close. The trained NN model parameters are
stored on the server for reuse.

3.3 Federated Composition
For a visual form to be created, relevant visual features are
generated in each client. The encryption of model parameters
or values is transmitted to the backend server. Visual features
are reconstructed with respect to the employed scheme in the
representation stage (Section 3.2).

Fig. 4. The process of federated composition with two schemes: the
query-based scheme and the prediction-based scheme. In both schemes,
Laplacian noise is added into the global visual features to prevent
attackers from inferring individuals through global visual features. Smaller
visual features will be added more noise.

• For the query-based scheme, the server directly extracts
accurate visual feature values.

• For the prediction-based scheme, the index index j is used as
the input of the trained global model M f ed, and the output
d j can be expressed as:

d j =
N

∑
i=1

di,index j/N

It is approximately the average of aggregated values of each
client within the data range index j. Therefore, visual features
of the global data on index j are N×d j. In this way, we can
get all visual features by feeding all indices into the global
model M f ed.

In order to prevent the reconstructed global visual feature values
from leaking privacy, we employ differential privacy [40] before
visualization composition. When the visual feature value is small, it
is easy to re-identify individuals [14]. Thus, we add more noises to
visual features with relatively small values. As shown in Figure 4,
after reconstructing the global visual features, we use the Laplace
mechanism to add the random noise into the visual features. Then,
the visual feature values with noise can be used for federated
visualization to achieve privacy protection.

4 VISUAL INTERFACE

We design and develop a prototype system for federated visualiza-
tion.

4.1 Interface
The visual interface (Figure 5) has three main modules: the
configuration view, server view and client view. The configuration
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Fig. 5. Demonstration of our approach with the Urban-Mobility dataset. Here, one server and eight clients are employed. The prediction-based
scheme is used to fulfill the federation of visualization. (a) The configuration view allows users to configure the relevant parameters of the federated
scheme and query conditions. (b) The server view displays the global visualization result and the dynamic performance of the server. (c) The client
view shows the local visualization and its performance.

view includes model and query configuration. In the model config-
uration module, the user specifies the clients participating in the
federated visualization, and then selects the federated representation
scheme to be adopted. If the prediction-based scheme is specified,
the user needs to further define the expected precision, which
indirectly determines the model training parameters. In the query
configuration module, the user selects the dimension to explore
and specifies the data range. Several commonly-used visual forms
are listed. After selecting a visual form, the corresponding data
partition will be displayed. The user needs to select the granularity
of data partition. After completing all configuration items, the
user can obtain the federated visualization results. The server view
shows the global visualization and the server performance. To
observe the precision of the results, the user can view the error in
the performance line chart, or switch to the error chart. In order
to make users understand the federated framework intuitively, the
results and performance of each client using its own local data for
visualization are displayed in the client view. Users can clearly
compare local and global results.

4.2 Federated chart generation

Below, we show the creation of a variety of aggregation-based
visualizations, ranging from structured tabular data to hierarchical
datasets. Both the query-based scheme and the prediction-based
scheme can be leveraged to get global visual feature values for
visualization creation. The flexibility of federated visualization is
highlighted in each example.

Histogram. To create a histogram, the number and height of
bars need to be determined. Suppose the target histogram has 7

bars which represent 7 days of a week, and the height of each bar
represents the traffic volume of a day. To generate it, the local data
in each client is divided into 7 pieces, each of which the total traffic
volume is computed. Thus, a local visual feature set for visual
mapping is obtained in each client. To get the global visual features
of the entire dataset, on one hand, we can use the query-based
scheme to directly encrypt and merge visual features of each client;
on the other hand, the prediction-based scheme can be used to fit
the global visual features where the local visual feature set is used
as the local training set. To further explore the finer granularity of
the information, we create a stacked histogram. The underlying
data of each bar is divided and computed to obtain a new visual
feature set for visual mapping of the stacked histogram.

In general, the way of creating a histogram can be applied to
generating other chart types, such as line chart, pie chart, violin
plot, area chart, and radar chart.

Heatmap. The heatmap in Figure 5 consists of 15960 (190×84)
grids divided by uniform longitude and latitude. Each grid cell has
its index and value. The accumulated density in each grid cell is
encoded by hue, which represents the number of records in the
corresponding geographic area. On each client, a heatmap is cal-
culated by local data. Those heatmaps, reflecting the distributions
of dataset on each client, have the same cell index. Our goal is to
get an overall heatmap which reflects the distribution of all clients’
dataset without leaking privacy.

Similarly, to create an ODMap (Origin-Destination flow map),
the local data is partitioned according to the latitude and longitude
of the map. In each resultant part, the partition is performed along
the latitude and longitude of the destinations. Then, the traffic flow



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 6

from the origins to the destinations is computed, resulting in a
four-dimensional division. When the division is relatively dense,
the predictive-based scheme is more time-consuming than the
query-based one, because considerable visual feature values need
to be trained.

Sankey diagram. Sankey diagrams are a specific type of node-
link diagrams. Several entities are represented by rectangles or
text, and their links are represented with arrows or arcs whose
widths are proportional to their flow quantities. To create a sankey
diagram, flow quantities from different clients should be integrated
without merging data. To solve this issue, each client defines data
statistics rules according to the visual analysis task, divides and
counts the local data according to the rules. For example, when
analyzing population migration between different countries, each
client divides and counts in and out fields based on different
countries. These processed data are then encrypted and merged for
final visualization.

Squarified Treemaps. Federated visualization is capable of
creating recursive layouts, such as treemap, sunburst, and circle
packing diagram. The data structure of hierarchical data (where
the data is organized into a tree structure) is more complex than
that of tabular data. Without loss of generality, the tree structures
in all clients are assumed to be identical. For example, in the case
of aggregating street sign-in information from various regions of
the country from different clients, the hierarchy of the geographic
locations of the clients is the same. Thus, to craft a treemap, each
client only needs to count the numbers of corresponding leaf nodes
and send their encryptions, then the server can summarize and
render the treemap.

4.3 Federated Visual Analysis
Visual exploration with federated visualization forms a seamless
composition of multiple client and server steps. First, the visualiza-
tion configurations of federated visualization are determined in the
front-end. Users can specify the participating, the representation
mode, the data range, and the visual form in the configuration
view. After the user selects the dimension and visual form, the
system will automatically complete the visual mapping. Second,
the configurations are sent to the server. The server determines the
scheme based on the chosen representation mode and sends the
configurations to all clients. Third, clients process the local data
according to the representation mode and send the results back to
the server. Fourth, the front-end gets visual feature values from the
server and creates the visual forms.

Several basic interactions, such as selection, navigation, and
filtering are supported. When the user clicks the “Generate
Visualization” button, the information transmission between the
server and clients will be triggered. For the query-based scheme,
the dataset stored in each client is queried. For the prediction-based
scheme, the model needs to be re-trained, and related parameters
are updated for each new query. Pre-computing results of all or
parts of model configurations can eliminate the workload of model
re-training in run-time visual queries, as has been employed in
previous works [41].

5 EVALUATION

We implement a web-based prototype system. The source code of
our system is available at: https://github.com/ZeroWangZY/fed-vis.
The back-end is written with Python. The front-end visualization
is implemented with a combination of HTML5, JavaScript, and

D3.js. SocketIO is used to communicate between clients and the
server. TensorFlow is used to implement our deep learning model.
All clients are simulated on a single machine with eight simulation
nodes, which has an i7-8700 processor and a GTX 1660Ti GPU.

5.1 Quantitative evaluation

The quantitative evaluation compares our two schemes with the
centralized counterpart with three measures: performance, accuracy
and visual quality.

5.1.1 Performance

The response time includes time spent on data filtering, data
partition and aggregation, data representation and visualization
generation. The difference between federated visualization and
traditional visualization methods lies in the data representation
phase. The timing measurement indicates the impact of factors
such as the granularity of data partitioning, the number of training
rounds, and the number of clients.

Query-based scheme. Compared with traditional centralized
visualization, extra time is spent on data encryption. It mainly
includes three parts: generating random vectors, exchanging
random vectors, encrypting and decrypting data. We assume that
both the number of clients and the granularity of data partitioning
affect the response time.

Number of clients: The number of clients is set to 3, 5,
8. The response time presents a positive growth trend with the
increasing of the number of clients (Table 1). This result means
that the response time increases when the number of participating
clients gradually increases. It is clear that the increasing rate of the
response time depends on the underlying encryption mechanism.
Exchanging random vectors dominates the computing time. This is
because its time complexity is O(n2).

Granularity of data partitioning: Different chart types have
different granularities, that is, the number of visual features,
yielding varied response times (Table 1). The response time of
heatmap is the longest and that of treemap is longer than that of
histogram. This is because their granularity of data partitioning
decreases and is 380×168, 6000, 24×7, respectively.

Prediction-based scheme. The time overhead for the
prediction-based scheme lies in model training. Several factors
may influence the time of model training, such as the granularity of
data partitioning, the training settings, the number of clients, and
the data distribution.

Granularity of data partitioning: Table 1 shows the rela-
tionship between the response time and the granularity of data
partitioning. The result is similar to that of the query-based scheme,
indicating that when the number of visual features to be fit increases,
the training time increases too. Compared with the result of the
query-based scheme in Table 1, the prediction-based scheme has a
larger time consumption.

Training settings: The response time presents a positive
growth trend as the number of training round increases (Table 1).
Meanwhile, the response time of charts with a finer granularity will
be relatively longer to fit more visual feature values.

Number of clients: The response time increases proportionally
with the number of clients (Table 1). As the number of participating
clients increases, the amount of training data increases, more time
is needed to reach a model convergence.

https://github.com/ZeroWangZY/fed-vis
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TABLE 1
Quantitative results of the time measurement for heatmap, histogram, i.i.d. treemap and non-i.i.d. treemap using the prediction-based scheme and

the query-based scheme under different settings of the number of client and training round.

#client 3 5 8
#round 50 150 300 50 150 300 50 150 300

Prediction-based
Heatmap(380×168) 17.5633 52.3755 102.8733 29.8091 87.8196 174.8193 47.6048 140.334 278.6307
Histogram(24×7) 1.8203 4.7769 7.6263 2.7338 6.6951 12.6123 3.8703 10.2641 19.6864

Treemap(6000) 2.7662 6.433 12.7318 4.4036 11.8682 20.1864 6.3223 16.3948 31.6249

Query-based
Heatmap(380×168) 2.2464 2.4535 2.7742
Histogram(24×7) 2.0591 2.106 2.1822

Treemap(6000) 2.21 2.1269 2.1946

TABLE 2
Quantitative results of the accuracy measurement for heatmap, histogram, i.i.d. treemap and non-i.i.d. treemap using the prediction-based scheme

under different settings of the number of client and training round.

#client 3 5 8
#round 50 150 300 50 150 300 50 150 300

Prediction-based
Heatmap(380×168) 0.1286 0.0804 0.0821 0.1584 0.1185 0.1176 0.1783 0.1587 0.141
Histogram(24×7) 0.1111 0.0261 0.0233 0.041 0.0307 0.0296 0.0458 0.0324 0.0286

Treemap i.i.d.(6000) 0.0146 0.001 0.002 0.0025 0.0025 0.0008 0.0023 0.0025 0.0026
Treemap non-i.i.d.(6000) 0.0109 0.0003 0.0005 0.001 0.0007 0.0006 0.0005 0.0009 0.0012

Query-based * 0 0 0

Fig. 6. Applying the prediction-based scheme in querying a heatmap. From left to right: (a) the predicted result, (b) the exact result, (c) the difference
map. To make the difference visible, the difference values are enlarged by 50 times.

5.1.2 Accuracy
With the query-based scheme, a small amount of Laplacian noise
has been added to the queried visual features, and the results are
still relatively accurate. In contrast, errors occur with the prediction-
based scheme because visual features are approximately generated.
Several factors, such as the granularity of data partitioning, the
training settings, the number of clients, and the training data
distribution, may influence the accuracy of the visualization.
A accuracy measurement is considered. We use relative error
(RE) metric to evaluate the difference between two visualizations.
Suppose that a visualization contains N feature values. Federated
visualization fits original N visual features ŷ1, ..., ŷN , and returns
N values y1, ..., yN . The RE of the visualization is defined as:

RE =
∑

N
i=1 |yi− ŷi|
∑

N
i=1 |yi|

Training settings: RE is inversely proportionally to the number
of training rounds (Table 2). This means that the global model
gradually reaches the overall optimal when the number of training
rounds increases.

Number of clients: As shown in Table 2, RE does not vary too
much with the number of clients.

Granularity of data partitioning: Table 2 shows that there
is no relationship between accuracy and the chart type, that is,

the granularity of data partitioning. The result of the heatmap is
relatively larger than the other two charts. This may be because
the distribution of a heatmap is uneven, and there are many visual
features whose value is 0.

Training data distribution: Many works [42] have studied the
distribution of training data in the field of federated learning. The
training data on each client can be independently (i.i.d.) identically
distribution or non-i.i.d.. In practice, we randomly generate two
pieces of treemap data, which are i.i.d. and non-i.i.d., to simulate
actual usage scenarios and analyze the impact of data distribution
on the response time. As shown in the Table 2, there is almost no
difference in response time between two distributions, indicating
that the data distribution has little effect on the accuracy with our
method.

5.1.3 Visual quality
We compare our results with those generated by conventional
centralized visualization, and generate an error chart. For example,
we generate a difference map (Figure 6) for heatmap. We use the
same colormap as heatmap to encode the absolute value of the
difference. The relative error of the obtained result in Figure 6 (a)
is 0.003. This indicates little difference between the result with
the prediction-based scheme and the exact result. Two results are
visually identical.
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5.2 Case studies
In this section, we describe how our framework facilitates users
to achieve aggregated visual queries and use various visual forms
for visual analysis while protecting data privacy. We invite three
users to participate in case studies on three real-world datasets.
Each dataset’s records are distributed over eight clients and are non-
i.i.d. across clients (i.e., they are not independent and identically
distributed (i.i.d.)). The system provides four modes: traditional
centralized mode, traditional decentralized mode, federated query-
based mode and federated prediction-based mode. Users can switch
modes according to analysis requirements.

5.2.1 Case One: The United States Cancer Statistics
dataset
The United States Cancer Statistics (USCS) dataset is the official
statistics on cancer incidence by region, race, sex, year, and leading
cancer site. We extracted cancer incidence data from 2007 to 2017,
including 222133 data records.

Fig. 7. The treemap of traditional desentralized mode shows that the
incidence of Leukemias is relatively small (a). The histograms of the
federated query-based mode (b) and the traditional decentralized mode
(c) have a little difference. The error bars are shown in (b).

First, the user chooses the traditional decentralized mode in the
configuration view. He uses a treemap to visualize the dimension
“Cancer site” and observes the incidence of different cancer sites
(Figure 7 (a)). He finds that the incidence of Leukemias is relatively
small. Then he queries the incidence of Leukemias subcategories
in different regions and filtered by “sex = male”, “race = Black or
African American” and “year = 2010”. The results are presented
in a user-specified grouped histogram, as shown in Figure 7 (c).
He notices that there are only two men in the Midwest region
who have Chronic Myeloid Leukemia cancer. Such a pattern is
sensitive and has a high privacy risk. The attacker is likely to infer
sensitive attributes or reveal individual identities with knowledge
of quasi-identifiers.

Then, he chooses the federated query-based mode to conduct
the same exploration (Figure 7 (b)). He finds that even if he uses
the same query conditions, results are slightly different. This makes
it difficult to re-identify raw data items. When he switches to the
error chart, he observes that when the visual feature value is small,
the error value is relatively large, which increases the difficulty for
the attacker to re-identify. This shows that our scheme can protect
privacy well.

5.2.2 Case Two: The MovieLens dataset
This dataset describes ratings from MovieLens, a movie recommen-
dation service. It contains 1000208 records, including movie, user,
and rating information. In order to simplify the case, we evenly
distribute the rating data of each movie to multiple clients so that
the weight can be ignored when calculating the average rating.

First, the user chooses the query-based mode and analyzes the
ratings of movies of interest using a scatterplot. The scatterplot

Fig. 8. The visualization result of the query-based scheme (a) and the
predition-based scheme (c). The error chart of the the query-based
scheme (b) and the predition-based scheme (d). There are many client
views which contain dots at (0,0), as marked by red dashed boxes in (e).

integrates the rating and number of rating records of all clients.
Each point in the scatterplot represents a movie. Under our
federated visualization framework, he can see more comprehensive
patterns while protecting privacy.

However, when he observes the ratings of the movies “Godfa-
ther, The ” (1972), “Star Wars: Episode IV - A New Hope” (1977),
“Titanic” (1997), he notices that the RE presented in the server
performance panel is 0.015, which is relatively large compared
with other results. Then he switches to the error chart and observes
that the errors of these three movies are relatively large, as shown in
Figure 8 (b). In the client view, he notices several clients have points
at (0, 0), which means that the client does not have corresponding
movie rating data (Figure 8 (e)). Specifically, he finds that there is
no rating data for “Star Wars: Episode IV-A New Hope” (1977)
in the client1, client2 and client5, and there is no rating data for
“Godfather, The” (1972) and “Titanic” (1997) in the client6, client7,
and client8. With the query-based scheme, each client needs to
upload visual feature vectors of the same length. Each item in the
vector corresponds to the value of a visual feature index. If there
is no data corresponding to a certain index locally, the value will
be automatically filled with 0. In this case, when there is no movie
rating data, that is, there is no data corresponding to this index
locally, its value is processed as 0. This causes the movie rating to
be pulled down in the global visualization. In addition, for this kind
of missing data situation, the query-based scheme is not always
incorrect. If the visual feature is obtained by counting items, it
makes sense to treat no data record for a certain visual feature
index as 0. This means that there is no data record that meets the
query conditions.

The prediction-based scheme can be well compatible with this
situation. Figure 8 (c) shows the result of the same aggregated visual
query, with relatively small errors. This is because the prediction-
based scheme does not handle missing data items. For example,
in this case, to fit the average rating of “Star Wars: Episode IV-A
New Hope” (1977), only the data in the client3, client4, client6,
client7, client8 are involved in the training to ensure the accuracy of
the results. The prediction-based scheme requires federated model
training. As the training round increases, the RE of the visualization
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results decreases. The training process makes the response time of
the prediction-based scheme longer than that of the query-based
scheme. In short, if the user’s analysis scenario is complex, which
requires better compatibility and does not require fast response
time, the prediction-based scheme can be used. If the user needs a
fast response time, he can choose the query-based scheme.

5.2.3 Case Three: Urban data exploration
In the above two cases, we use the federated visualization
framework to create treemaps, grouped histograms, and scatterplots
to complete the privacy-preserving visual analysis. We can create
more different charts to visualize the results of aggregated visual
queries. This case uses the Urban-Mobility dataset, which contains
8,283,605 records, and is obtained from Didi Chuxing Technology
Co., the biggest ride-hailing service company in China. The basic
unit of recorded data is a taxi order, which contains information
about the latitude and longitude of order start and order end, the
time of order start and order end. The time spans from May 1st,
2017, to October 31st, 2017. In this case, the user can choose either
the query-based or the prediction-based scheme according to their
requirements.

Fig. 9. Locations near the night fair have relatively heavy traffic between
18 pm and 24 pm. Adjusting the hours per arc to 4 further indicates that
the traffic between 20 pm and 24 pm is heavy. The color of bars encodes
different traffic flow volumes.

First, the user chooses the prediction-based scheme. He uses
a heatmap to analyze the traffic flow from May 1st to October
31st. Figure 5 indicates several locations of high traffic intensity.
To further study the constant high intensity pattern, three locations
in Figure 5 are explored. Location 1 presents the highest intensity
because it contains several shopping malls and apartment districts.
The same reason holds for location 2. In location 3, there is one
of the most famous night fairs in the city. To validate this pattern,
a polar heatmap is created using the same dimensions (Figure 9).
Figure 9 (b) indicates that most traffic happens between 18 pm to
24 pm every day. After modifying the granularity of data partition,
a more detailed aggregation shown in Figure 9 (c) shows that traffic
between 20 pm and 24 pm have a large proportion in daily traffic.

Fig. 10. Heatmaps show visual query results from May to October. Three
locations exhibit different spatio-temporal patterns.

To study spatio-temporal patterns, Six queries are made to
identify locations of intensive flows, resulting in six heatmaps
(Figure 10). These heatmaps disclose locations of three types
of temporal mobility patterns: the intensity first increases and
then decreases (location C); the intensity first decreases and then
increases (location A); the intensity stays stable (location B). By
zooming in the view of location A around a university, we can see
that its traffic intensity decreases in July and August and increases
in September and October. This is because most students leave
the university during the summer vacation. There are two specific
points in location C: a long-distance bus station and a metro exit
next to a hospital. The bus station and hospital are the main reason
for the high traffic peak in the summer vacation.

To further study the mobility modes over regions, ODMap [43]
is employed to show the links among sources and destinations. It is
essentially a form of origin in which rows and columns represent
the locations of flow origins and the locations of destinations,
respectively. Figure 11 indicates that there are different flow
patterns between districts. Most grids in the center of ODMap
present a similar distribution and high intensity, while grids of the
left part, bottom part, and right part exhibit distinctive distributions.
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Fig. 11. Four districts with different flow patterns.

These lead to two observations: 4 different districts present four
different mobility modes; The downtown region has the highest
intensity in both the heatmap and ODMap.

In short, the federated visualization framework can support the
privacy-preserving visualization of the aggregated visual query.

5.3 Expert Interview
To evaluate the effectiveness of federated visualization, we con-
ducted one-on-one interviews with three experts.

Background. All experts have experiences in visual analysis.
In a prior discussion, they agreed that privacy is a big concern in
visually analyzing decentralized data. A comprehensive analysis of
a problem is not possible if data can not be shared. They have no
knowledge about federated visualization.

Process. In each interview, we first introduced the background
of federated visualization, our visual interface and chart examples
in gallery, and demonstrated how the system works with the first
case. Then we asked them to freely explore three datasets, answered
their questions and observed their behaviors. Finally, we collected
their feedback. This process took approximately 60 minutes.

Feedback. Overall, all experts felt that our system has no
difference from conventional visual analysis systems and can be
easily analyzed. They confirmed this convenience to various chart
types and some basic interactions. An expert liked the provision
of different accuracies in the system, which makes it flexible
for different privacy scenarios. Surely, a low accuracy has little
influence on visual distributions but can shorten the system response
time. An expert tried to re-identify an arbitrary individual, but failed.
This verifies the effectiveness of our system.

All experts commented, “It takes a long time to refresh the
heatmap and ODMap interactively, while the polar heatmap can be
refreshed in real-time.” To handle complex charts and large datasets,
schemes for optimizing query performance like the pre-computation
scheme, could be incorporated in the future. An expert reported,
“I cannot feel the results are inaccurate, and I am not confident
in the results of the analysis.” And he further suggested us to
present the inaccuracy of the result. For example, visual encodings
of uncertainty can be strengthened to clarify the inaccuracy. They
also discussed the possibility of using federated visualization to
create complicated visualizations. They hoped that our approach
could be extended to support complex scenarios, such as graph
data or multi-source datasets from different domains.

6 DISCUSSION

Below, we discuss our work in terms of generality, privacy-
preserving and performance. We also summarize the limitations
and suggest directions for further work.

Generality. Case studies on several visual forms verify the
effectiveness of our approach. Actually, our approach is applicable
to all visualization charts that can be generated through data aggre-
gation (mean and addition). Essentially, our approach aggregates
visual features from each client without obtaining the specific raw
data of each client. This means that if visual features of a chart
can be obtained by summing data attributes, privacy-preserving
visualization is feasible. For example, creating a pie chart needs
to count the amount of data items for corresponding sectors from
clients.

The prediction-based scheme has a better generality than the
query-based scheme. In particular, the query-based scheme may
yield less accuracy when there are missed attribute values. For
example, the server needs to use data from three clients (C1,C2,C3)
to visualize the probability of two events EA and EB. Both the data
held by C1 and C2 can be used to calculate the probability of two
events, while C3 can only obtain the probability of EA and does not
know the probability of EB. In this case, the query-based scheme
with which each client needs to send all visual features does not
work. If the probability of EB is set to be zero by C3 to complement
all visual features to participate in federated visualization, the
overall accuracy decreases, because the client does not know the
probability of EB. In contrast, the prediction-based scheme works
in this scenario. If some attribute values are missing in a client, the
client only employs existing data for local training. The missing
data does not affect accuracy.

Privacy preservation. Secure aggregation [34] is widely used
in federated learning to encrypt the model gradients of each client
and avoid backtracking the original data. Secure aggregation can
guarantee privacy under the threat conditions of server is honest-
but-curious and server can lie to client, that is, all clients follow
the protocol honestly, but the server may try to learn additional
information in different ways. However, collusion among clients
can result in privacy leakage. Our approach employs secure
aggregation to protect the privacy of transported parameters. In
our implementation, if four of the five clients collude with each
other, these four clients send invalid information to the server, such
as zero. Consequently, the composed visualization only shows the
data of the innocent client, which may lead to privacy exposure.

Conventional approaches seek to protect privacy through data
anonymity. However, simply anonymizing data would lead to a low
utility. The visualization composed from anonymized data might
exhibit incorrect patterns and mislead the decision. Our approach
aggregates data to obtain visual features, and allows for secured
visual analysis within the federated visualization framework. As
such, global visual features are relatively accurate.

Performance. Several factors, such as response time and
accuracy, may influence the performance of federated visualization.
Compared with traditional centralized visualization, our approach
has extra time overhead to achieve privacy protection. The query-
based scheme integrates encrypted visual features on the server
side, and computes the sum of visual features of each client without
loss. Data encrypted transmission costs extra response time. The
prediction-based scheme uses the data on each client to train a
global model to fit global visual features. Ideally, its accuracy can
reach 100%. However, in real scenarios, models are often unable to
fit completely, because of time constraints, data distributions (non-
i.i.d. or i.i.d.), or federated learning characteristics. Quantitative
results show that the time increases with the accuracy. A balance
between the accuracy and the time can be achieved. In addition,
as the amount of data required to create visual charts increases,
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obtaining more accurate results is more time-consuming. There is
much capacity for further performance optimization. For example,
the level-of-details scheme can be employed in visualizing a
heatmap.

The query-based scheme can generate more accurate results
than the prediction-based scheme, and has a better running
performance. Thus, it is more feasible for time-critical situations.

Limitations and future work. First, the number of clients
should be larger than 3. Otherwise, the collected information in the
server can be used to infer secured information. Second, clients
should make a strict protocol agreement and be honest because
our approach can not identify the collusion among clients. Third,
our prediction-based scheme re-trains the model after each user
interaction. When the number of visual features to be trained
reaches tens of thousands, the response time becomes even longer,
resulting in unfriendly user experience. In the future, we can
integrate more schemes into our federated visualization framework,
not limited to aggregated visual queries.

7 CONCLUSION

This paper addresses an important aspect of decentralized visu-
alization: privacy. The fundamental idea is to mimic the process
of federated learning, and reformulate the visualization process
with a new federated model. We propose two implementations: a
query-based scheme, and a prediction-based scheme.

The query-based scheme directly encrypts accurate results,
resulting in relative short response time than the prediction-based
scheme. The prediction-based scheme can be inefficient when the
parameter number of the prediction model is large, i.e., more than
ten thousands. We plan to reduce its computational complexity.
Our work is the first attempt to tackle data privacy issues in a
decentralized visualization framework. We hope that this work will
inspire other researchers to further study the privacy preservation
solution in distributed environment, which should be a meaningful
direction for sensitive data collaborative analysis.
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