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Fig. 1: Quantum circuit visualizations for a 50-qubit quantum circuit. (A) Typical quantum circuit diagram generated by Qiskit [67]. (B)
The resulting visualizations of Quantivine, including structured components, pattern abstractions, and context enhancement.

Abstract—Quantum computing is a rapidly evolving field that enables exponential speed-up over classical algorithms. At the heart of
this revolutionary technology are quantum circuits, which serve as vital tools for implementing, analyzing, and optimizing quantum
algorithms. Recent advancements in quantum computing and the increasing capability of quantum devices have led to the development
of more complex quantum circuits. However, traditional quantum circuit diagrams suffer from scalability and readability issues, which
limit the efficiency of analysis and optimization processes. In this research, we propose a novel visualization approach for large-scale
quantum circuits by adopting semantic analysis to facilitate the comprehension of quantum circuits. We first exploit meta-data
and semantic information extracted from the underlying code of quantum circuits to create component segmentations and pattern
abstractions, allowing for easier wrangling of massive circuit diagrams. We then develop Quantivine, an interactive system for exploring
and understanding quantum circuits. A series of novel circuit visualizations are designed to uncover contextual details such as qubit
provenance, parallelism, and entanglement. The effectiveness of Quantivine is demonstrated through two usage scenarios of quantum
circuits with up to 100 qubits and a formal user evaluation with quantum experts. A free copy of this paper and all supplemental
materials are available at https://osf.io/2m9yh/?view_only=0aa1618c97244f5093cd7ce15f1431f9.

Index Terms—Quantum circuit, semantic analysis, visual abstraction, context visualization

1 INTRODUCTION

Quantum computers utilize the principles of quantum mechanics,
which have the potential to outperform classical computers in certain
tasks [56] when reaching hundreds of qubits. Most current quantum
computers perform calculations by executing quantum circuits, a com-
putation model that is employed for both representation and implemen-
tation. Emergent quantum algorithms implemented by quantum circuits
suggest exponential speedup over classical algorithms, which bene-
fits various research communities, such as finance [13], chemistry [2],
biological sciences [14], and machine learning [5, 46].

In the workflow of quantum computing [74], researchers describe
quantum circuits by programming languages or libraries, such as
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Q# [66] and Qiskit [67] as shown in Fig. 2-A1. The compiler then
transforms the code into executable quantum circuits. As the original
program can not reveal the dependencies between gates, researchers
often use quantum circuit diagrams to assist in the design of quantum
algorithms. These diagrams use time-dependent representations to visu-
alize the structure and behavior of quantum circuits. Fig. 2-A2 shows a
typical diagram that depicts a quantum circuit including its fundamental
elements, i.e. quantum bits and quantum gates. Each horizontal line
in the diagram corresponds to the operation timeline of a quantum bit
(or qubit). A notation (e.g. a square box) on the timeline specifies
a quantum operation, referred to a quantum gate, that modifies the
information stored in the qubits. The execution sequence of quantum
gates follows a left-to-right order. The final information of qubits after
the operations are regarded as the circuit output, which can be sent
to other quantum circuits or transformed into classical information by
measurement. In summary, a quantum circuit diagram can explicitly
describe a quantum computation procedure.

The creation of quantum circuit diagrams typically involves two tech-
niques, i.e., hand-drawing and automatic generation. Hand-drawing
methods summarize quantum circuits and present their semantic in-
formation through visual abstractions (Fig. 2-B), whereas the manual
design and creation process is time-consuming and error-prone. Fur-
thermore, updating the diagram when the actual circuit changes is a
tedious work. On the other hand, some libraries [11, 67] offer built-in
functions for automatic visualization (Fig. 2-C), which enable efficient
and accurate circuit representation and benefits for the development of
small-scale quantum circuits. However, this technique is limited when
scaling to a large number of qubits and quantum gates.

Recent advances in quantum computers pose significant challenges
for creating clear and effective representations for quantum circuits, as
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Fig. 2: The illustration of quantum circuit diagrams. (A) A typical quantum programming code (A1) and its corresponding quantum circuit diagram
(A2). (B) A hand-drawn quantum circuit diagram depicts the implementation of quantum PCA algorithm [49]. (C) An auto-generated diagram (using
Qiskit library [67]) visualizes a quantum circuit having 10 qubits and 306 quantum gates.

the development of quantum circuits are expanding to larger scales. A
number of institutions and universities have proposed quantum comput-
ers that can implement circuits with hundreds of qubits. Nevertheless,
the increasing number of qubits and quantum gates results in visual
clutter and overplotting when they are visualized in typical diagrams.
For instance, Fig. 2-C shows an auto-generated diagram that consists
of only 10 qubits and 306 quantum gates, which is hard to examine.
The readability of automatically generated visualizations significantly
decreases when scaling up to more than 100 qubits. Therefore, an
appropriate visualization approach is required to enable users to easily
comprehend and analyze large-scale quantum circuits.

This work thus explores how visualization techniques, such as graph
summarization [47] and visual abstraction [71], can be used for scal-
able quantum circuits. Due to the complexity in deciphering quantum
circuits, we introduce the semantic information to increase the readabil-
ity. To better support the goals of quantum researchers who frequently
develop quantum circuits, we conduct expert interviews to understand
the pain points and requirements when visualizing quantum circuits.
Inspired by findings from the interviews, we develop Quantivine1, a
quantum circuit visualization system that provides efficient visual rep-
resentations of large-scale quantum circuits and supports interactive
exploration and analysis.

Quantivine utilizes a novel pipeline that extracts latent semantics of
quantum programs to automatically visualize scalable quantum circuits
using graph summarization and visual abstraction techniques. Our
approach first collects meta-data and semantic information of the quan-
tum circuit from its underlying code. The circuit is then segmented
into components based on its semantic structure, while reorganizing it
through qubit bundling and gate grouping. We also employ a semantic-
preserving layout strategy in this process to ensure the new diagram is
clear and easy to interpret. Furthermore, we exploit semantic meanings
of the code fragments to identify repetitive patterns in the circuit, which
are subsequently presented through visual abstractions. These patterns
are summarized from a comprehensive survey on a circuit benchmark,
that covers all well-known quantum algorithms. Lastly, we design a
series of visual representations that complement contextual information
to facilitate the comprehension and analysis of the quantum circuit.

In summary, the contributions of this research include:

• We distill a list of design requirements for visualizations of large-
scale quantum circuits from expert interviews.

• We propose a novel pipeline for visualizing quantum circuits
that addresses challenges in readability and scalability with the
support of semantic information and a series of visual designs.

• We develop Quantivine, a proof-of-concept system to demonstrate
the effectiveness of our pipeline through two benchmark quantum
algorithms with up to 99 qubits and an evaluation with 10 experts.

1Quantivine is derived from "quantum circuit" and "vine," with the metaphor-
ical representation of a growing and branching plant symbolizing the system’s
ability to help users navigate the complex pathways of quantum circuits.

2 RELATED WORK

In this section, we discuss the related work in quantum circuit analysis,
semantic analysis, and visualization techniques of complex graphs.

2.1 Quantum Circuit Analysis
The quantum circuit is an important computation model of current quan-
tum computers. The increasing interest in quantum computing [56],
coupled with advancements in actual quantum devices [60], has moti-
vated research in the analysis and visualization of quantum circuits.

Quantum-Classic Difference. Although quantum circuits are made
up of bits and logical gates similar to classic circuits, they are two dif-
ferent models. Quantum circuits have unique features such as quantum
superposition and entanglement [36, 59], which are building blocks
of quantum algorithms. These features power quantum algorithms as
necessary parts of any quantum advantage that cannot be replicated in
classical circuits. As such, the research in classical circuits [37] cannot
be directly applied to quantum circuits.

Performance Analysis. Most quantum research leverages math-
ematical or logical methods during the analysis process of quantum
circuits [3, 50, 68, 75]. Besides, the network and graph theory is also
applied to quantum circuit analysis [4, 33]. Recently, VACSEN [62]
introduces visualization techniques for quantum circuit analysis, which
provides an intuitive way for users to aware noises in the computation.
These studies mainly focus on the performance of quantum circuits.

Quantum Circuit Visualization. As the growing complexity of
quantum circuits and the non-intuitive nature of quantum mechanism,
it becomes increasingly challenging to comprehend the circuits. A
number of studies have investigated visualization techniques to aid in
the comprehension of quantum computing. For example, ShorVis [70]
visualizes a quantum algorithm in terms of quantum states, circuit and
probability distribution. QuFlow [45] displays the parameter flow of
quantum circuits. GraphStateVis [53] offers visual analysis of qubit
graph states and their stabilizer. In addition, Fickler et al. [16] present
real-time visualization of quantum entanglement state through advanced
devices. Existing research focuses on visualizing qubit states, parame-
ters or quality indicators to enhance the comprehension of the circuit.
Nevertheless, these studies are limited when scaling to large quantum
circuits as the space of quantum states exponential increases.

Our work proposes a novel approach to tackle this challenge by fo-
cusing on the efficient representation of quantum circuit structure. We
combine semantic analysis and graph visualization techniques to gen-
erate visual representations for scalable circuits with high readability.
This approach provides a significant contribution towards enhancing
the comprehension of quantum circuits and facilitating circuit analysis.

2.2 Semantic Analysis of Programming Languages
Quantum circuits are commonly constructed using specific program-
ming languages [21, 35, 66], or Python toolkits [11, 67]. Researchers
have studied utilizing semantics of quantum circuits for performance
optimization and correctness verification [69,80]. But there is a scarcity
of research that employs semantics to interpret the quantum circuit.



Semantic analysis has been extensively used in the field of informa-
tion visualization to facilitate the exploration and analysis of complex
datasets. Two forms of frequently used semantic information are seman-
tic structure and semantic meanings. The semantic structure describes
internal relationship of the data, which is often used to navigate explor-
ing data or complex visualizations [1, 7, 76]. The semantic meanings,
such as keywords, are often used to characterize data samples for
efficient similarity measurements [8, 41, 77, 78] and visual represen-
tations [40, 63]. In recent years, there has been growing interest in
applying semantic analysis techniques to code representation to facili-
tate comprehension and analysis of programs. Using semantic structure
information, such as abstract syntax tree (AST), to enhance code repre-
sentation has been proven to be effective [22, 23]. Additionally, certain
studies have focused on visualizing the semantic meanings of scripts,
aiming to improve comprehension of data provenance [15, 79].

Motivated by previous studies, we attempt to utilize semantics to
enhance the representation of quantum circuits. We employ AST to
extract the semantic structure of quantum circuits from quantum pro-
grams, followed by inferring semantic meanings of code statements
that represents various patterns in the circuits. Thus, our approach
results in highly readable circuit diagrams that incorporate semantics.

2.3 Visual Representation of Graph Data
The visual representation of graph data can be classified into two
major categories: node-link diagram and matrix representation. Matrix
representation [27, 54, 58] uses an adjacency matrix to visualize a
graph and utilizes the ordering of rows and columns to highlight typical
patterns. An intuitive way for non-experts is using node-link diagram by
utilizing nodes and edges to represent topology structures [19, 29, 61].
The key issue of node-link diagram is how to place nodes, as the
positions impact the visual patterns. Various layout strategies and
methods [25, 26, 39, 73, 83] are proposed to handle different tasks
and requirements, such as force-directed layout [24, 34], hierarchical
layout [57], orthogonal layout [6, 20] and so on.

As the scale of graph data continues to grow [42], graph summariza-
tion [47] and visual abstraction techniques are employed to enhance
the readability of graph visualization [9, 28] and facilitate the analysis
of graph data. Graph summarization focuses on extracting important
information from the original graph, involving aggregation based, bit
compression based, simplification based and influence based methods.
Aggregation based methods aggregate nodes or edges into super-nodes
based on optimization function [43,48]. Bit compression based methods
minimize the number of bits in describing graphs [38, 55]. Simplifi-
cation based methods remove inessential nodes or edges to simplify
graphs [18, 64]. Influence based methods utilize high-level description
of the influence propagation to represent graphs [51,52]. Some of these
techniques may not faithfully represent the original data or introduce
complex graph theory concepts that increase the cognitive load on
users. For visual abstraction, it focuses on reducing visual complexity
of graphs. Graph motifs [12, 44] are utilized to simplify graph visual-
izations, but the motifs and glyphs involve cognitive burden in compre-
hension. In addition, customized visual abstraction techniques [71] are
employed to achieve different tasks and requirements [81, 82].

However, the aforementioned work on visual representation of graph
data is extensive and not tailored specifically to quantum circuits. Given
the specialty of quantum circuits, a simple and customized represen-
tation that is more suitable for quantum experts is required. Our work
builds upon the requirements of domain experts and provides a signifi-
cant contribution towards the exploration of utilizing graph visualiza-
tion techniques for large-scale quantum circuits.

3 APPROACH DESIGNS

In this section, we first introduce the background (Sec. 3.1), then list
the design requirements (Sec. 3.2) and our system overview (Sec. 3.3).

3.1 Background and Concepts
3.1.1 Quantum Circuit Model
Analogous to classical circuits including bits and logic gates, quantum
circuits are made up of qubits and quantum gates [56].

Qubit. In quantum computation, quantum qubits, i.e. qubits, are
basic units of information storage. A qubit is a “quantum version” of
a classical bit. Compared to the classical bit that can be either 0 or
1, a qubit can stay in a superposition state [56]. Mathematically, a
qubit state is represented as a linear combination of classical states
|ψ⟩ = α|0⟩+β |1⟩, where |0⟩ and |1⟩ represent the classical states 0
and 1, respectively. Complex parameters α and β can be configured
via the quantum operation.

Quantum gate. In a quantum circuit, operations on qubits are
specified by quantum gates. Given an initial state of multiple qubits,
each gate of the circuit operates one or more qubits, which changes
the parameters of qubits (e,g, α and β ). For example, a Pauli-X-gate
can invert the state of a qubit from 0|0⟩+1|1⟩ to 1|0⟩+0|1⟩. There are
many types of quantum gates (e.g., X-gate and CNOT-gate) introduced
in [56]. In summary, all gate types can be categorized into single-
qubit gates and multi-qubit gates. A single-qubit gate only operates
one qubit, while a multi-qubit gate can operate more qubits, which
creates entanglement between qubits (correlations between parameters
of different qubits). Note that two quantum gates can be executed
simultaneously in a circuit if they do not operate the same qubit, leading
to parallelism in the qubit timelines.

3.1.2 Visual Representation of Quantum Circuit
To interpret the quantum circuit, a time-dependent diagram is widely
adopted. The creation of a quantum circuit diagram involves both glyph
representation and layout. Here we briefly introduce these concepts.

Basic glyphs. The qubits and quantum gates are represented as
glyphs in the diagram. This paper presents them in a uniform visual
representation as follows:

Qubit wire. A qubit is represented as a horizontal wire in the
diagram, and a set of parallel qubit wires forms the basis of a
quantum circuit diagram.

Single-qubit gate. A single-qubit gate is represented as a square
box placed on a qubit wire, which is labeled with the names of
gates to differentiate between distinct types of gates, such as “H”
for a Hadamard gate, “X” for a Pauli-X gate.

Multi-qubit gate. A multi-qubit gate is represented as boxes or
dots on the qubit wires, which are vertically connected. These
boxes and dots also serve as an indication of the qubit’s role as
either a target or controlled qubit. The boxes are also labeled to
reflect the specific gate type, such as “CX” for a CNOT gate.

Component gate. A component gate is a composition of multiple
other gates. It is represented as a rectangular box spanning one
or more qubit wires. The component gate is typically used to
simplify the representation of more complex gates in the diagram.

Layout. The layout provides important visual cues to help under-
stand the circuit. Each gate’s notation type corresponds to its operation
type, while its horizontal and vertical positions specify the order of
operations and the qubits being operated upon, respectively. Notations
of multiple-qubit gates connect multiple qubits, indicating potential
entanglement between qubits. The layout can be modified to meet
certain goals while keeping the circuit equivalence. Specifically, the
horizontal position of a gate can be moved forward or backward, as
long as the order of gates on each qubit remains unchanged. This work
adopts a semantic-preserving layout strategy to enhance the readability
of the circuit diagram (described in Sec. 4.2).

3.2 Design Requirements
The target users of this work are quantum researchers. Two domain
experts from university labs were involved in the entire process of
this research. In their daily work, quantum circuit diagrams are major
visualization tools to interpret quantum circuits. We conducted iterative
interviews with them to distill requirements. They propose the require-
ments for large-scale quantum circuit analysis, which can be translated
into visualization requirements below.

R1. Clarify the components of quantum circuits. When designing
quantum algorithms, it is common to use some typical sub-circuits



as components of entire circuits. Quantum researchers could easily
recognize a typical component in an isolate circuit. However, in a
complex quantum circuit that consists of numerous quantum gates, it is
challenging to identify and distinguish components from the general
quantum circuit diagram. Therefore, new diagrams should clarify the
structure of quantum circuits with multiple components.

R2. Simplify the patterns of quantum gates. Performing batch op-
erations increases the scale of quantum circuits, and results in repeated
patterns in circuit diagrams. In practice, quantum researchers need to
identify patterns in diagrams to understand the circuits. Nevertheless,
repeatedly examining patterns imposes a substantial cognitive load.
Therefore, new diagrams should reveal the patterns of quantum gates
and reduce unnecessary repetitions.

R3. Explicate the context of qubits and quantum gates. Quantum
researchers have different concerns in quantum circuit analysis, such as
qubit provenance [31], idling [10], quantum gate parallelisms [17] and
the entanglement of quantum circuits [32, 35]. These considerations
are essential for programming and debugging circuits. However, when
exploring large circuit diagrams, these contextual details become intri-
cate and challenging to comprehend. Therefore, new diagrams should
explicitly present context information, enabling the analysis of idling,
parallelism, and entanglement in quantum circuits.

R4. Adopt familiar visual designs and flexible interactions. As
our users are specialized in quantum computing, they have no experi-
ence in visual analysis. Thus, a concise and familiar design is preferred.
Also, they need flexibly-customized visualizations on demand. For
example, some users focus on the outline of the circuit, while other
users are interested in details of qubits. New diagrams should thus use
visual designs that are intuitive and familiar to quantum researchers.

3.3 System Overview
To fulfill these requirements, we design Quantivine, a proof-of-concept
system that visualizes scalable quantum circuits. Figure 3 illustrates
the architecture of the system. A novel visualization approach (Sec. 4)
is undertaken. It accepts a piece of quantum programming code, and
generates flexibly-organized quantum circuit diagrams with comprehen-
sive context information. A user interface and a series of interactions
(Sec. 5) are provided to support interactive exploring and analysis of the
quantum circuits. Quantivine is implemented as a Visual Studio Code
plugin and available at https://github.com/MeU1024/qc-vis.

Visualization Approach

Component
Segmentation

Code 
Processing

Source Code Controller Visualizations

User Interface

Pattern
Abstraction

Context
Enhancement

Fig. 3: System overview. Quantivine has a four-step visualization pipeline
with a three-part interactive interface.

4 VISUALIZATION APPROACH

In this section, we present a pipeline that accepts the programming code
of quantum algorithms, and results in a series of visual representations
to reveal the components (R1), patterns (R2) and context information
(R3) of the quantum circuits (Fig. 4). The semantic structure tree of the
quantum circuit is introduced to support flexibly-customized experience
throughout the visualization pipeline (R4). To prove the concept of our
approach, we implement the proposed pipeline for the quantum circuits
that are built using Python with Qiskit toolkit.

4.1 Code Processing
To support the visualization of a quantum circuit, our pipeline first
processes its underlying code through circuit compilation, semantic
analysis, and data alignment (Fig. 4-A). This process allows us to
extract meta-data and semantic information from the circuit.

Circuit Compilation. We compile the code and extract the following
data from the quantum circuit: (1) the qubits involved in the circuit,
(2) the quantum gates applied in the circuit with their correlations to
qubits, and (3) the placements of quantum gates in the circuit which
indicate the order of execution. The above data can be translated to the
nodes, edges, and the layout of a circuit graph, which could construct a
definite quantum circuit diagram as shown in Fig. 4-A1.

Semantic Analysis. Two types of semantic information are derived
from the source code. (1) The semantic structure of the code implies
the hierarchical structure of sub-circuits. As there are sub-circuit reuses,
researchers usually define some frequently-used circuit construction
processes as functions, where each function corresponds to a specific
functionality. Thus, the source code is organized as a tree structure
where each tree node represents a function (Fig. 4-A2). We extract
this structure through an AST. (2) The semantic meanings of code
provide insights into patterns in the quantum circuit. We identify three
categories of repetitive patterns from loop statements using a rule-based
method, which are detailed in Sec. 4.3.1.

Node Alignment. We apply node alignment to establish a connec-
tion between the quantum gates and the nodes of semantic structure
tree. Applying semantic or syntactic analysis alone is insufficient to
establish a precise correspondence between gates and tree nodes. We
thus insert interrupts in the circuit compilation procedure to track the
insertion sequence of quantum gates, and link the newly-built gates
to their semantic representations along with the circuit constructing
process. Figure 4-A3 indicates the time stamp of each gate and its
corresponding tree node. As a result, all quantum gates are aligned to
the semantic tree nodes.

4.2 Component Segmentation
To incorporate R1, we present a three-step approach for breaking down
a typical quantum circuit diagram into hierarchical representations
(Fig. 4-B). Our approach draws inspiration from techniques such as
node grouping and edge bundling that are effective for graph sum-
marization [47]. Afterwards, a semantic-preserving layout strategy is
introduced to arrange the new diagram.

Quantum Gate Grouping. The semantic tree (Fig. 4-A2) is first
employed to guide the segmentation of circuit components. We label
attributes on quantum gates based on a user-customized semantic tree.
Before grouping, users can interactively fold or unfold the tree nodes
to control the level of detail (Sec. 5.2). Then, all quantum gates will
be labeled with two attributes. (1) Tree node label: Each gate will be
labeled in accord with the nearest unfolded node to which it belongs.
For example, if the tree node S1 is folded while S3 is unfolded, then
Gate1 and Gate2 would be labeled with S3. (2) Loop time label: As a
tree node may be repeated in compilation due to loops, two groups of
gates may correspond to the same tree node. We thus label each gate
with a time stamp to differentiate separated gate groups that are built
from the same function. Subsequently, the gates will be aggregated by
attributes to compose super-gates (Fig. 4-B1), analogous to a supernode
in a summarized graph. As a result, the quantum circuit is broken down
to a series of primitive and component gates.

Qubit Bundling. For a circuit with hundreds of qubits, a typical dia-
gram will display a line for each qubit, which causes massive overlaps
when displaying multi-qubit gates. An effective solution to alleviate the
problem is adopting the edge bundling technique [30] for combining
neighboring edges. However, the classic method needs to be modified
for the quantum circuit. Due to the fact that each wire represents a
distinct qubit throughout the whole circuit, solely sharing end nodes
within a local scope is not a sufficient reason to bundle two qubits
together. They may play a different role in other portions of the circuit.
Therefore, the bundled qubits must be contiguous and of the same
provenance throughout the circuit. The same provenance means these
qubits go through the same sequence of primitive or component gates.

https://github.com/MeU1024/qc-vis
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using visual abstractions of its patterns. (D) Enhance the contextual information with a series of visual representations.

For example, all the qubits in Fig. 4-B2 go through S1 → S2 → S1, so
they can be bundled as one super-bit.

Layout Strategy. Since the grouping and bundling process breaks
up the placements of quantum gates, we present a bottom-up layout
strategy to reorganize the placements with minimum circuit length
and maximum semantic-preserving. First, we order the sequence of
gates by their insertion time stamps (Fig. 4-A3). The time stamp of
the primitive gates has been calculated in the node alignment
process (Sec. 4.1). On this basis, the time stamp of the component
gate is retrieved from its sub-components. Secondly, we arrange the
layout referring to the semantic structure from the bottom to the top.
The gates in the same tree node are arranged in a local circuit space
following the order of their time stamp. They are laid out on the left
most idle place of its correlated qubit wires to compress the length
of circuit. If two gates are intersected at the same column, the later gate
would be moved backward. Subsequently, the local layouts of sibling
tree nodes will be concatenated while calculating layout for their parent
node. In this way, we could construct a layout from the bottom to the
top that shortens circuit length and preserves the semantic structure.

4.3 Pattern Abstraction

Quantivine abstracts patterns of quantum gates to simplify the represen-
tation of the quantum circuit (R2). The pattern of quantum gates refers
to the composition and repetition paradigm in a sub-circuit. However,
the composition of the circuit has been explicitly outlined through the
component segmentation approach (Sec. 4.2). Therefore, we focus on
visual abstractions of repeated patterns in this phase.

4.3.1 Abstraction Space

Based on a survey of 18 benchmarks of quantum algorithms and expert
interviews, we distilled common patterns and abstraction designs of
quantum circuits. The classification and visual representations for these
patterns are summarized in Fig. 5.

The statistic result demonstrates that repetitions are necessary pat-
terns in the design of scalable quantum circuits (Fig. 5-A). One obser-
vation is that researchers utilize loop statements to repeat sub-circuits
for creating scalable circuit. The repeated sub-circuits are represented
as periodic visual patterns in the general quantum circuit diagrams. We
categorize these repetitions owing to their direction, including vertical,
horizontal, and diagonal repetitions (Fig. 5-B).

Vertical Repetition describes the application of the same operation
on a sequence of qubits simultaneously. A typical instance of

vertical repetition is applying H-gates on all qubits simultaneously.

Horizontal Repetition presents a sequence of similar operations
applied continuously on a single qubit. An example of horizontal

repetition is applying a series of Rz-gates on the same qubit.
Diagonal Repetition stands for applying a sequence of end-to-end
operations on a series of qubits continuously. These gates are

shown in stages. An example of diagonal repetition is applying a series
of Cx-gates one next to another.

In abstractions, each repeated sub-circuit is regarded as a group. To
reveal the frequency and the detail of groups, we preserve the first
two sub-circuits and the last sub-circuit for each directional repetition,
whilst the intermediate units are simplified as dots.
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Fig. 5: Statistics of the pattern occurrence in 18 benchmark quantum
algorithms. Three commonly repeated patterns are identified in these
algorithms: vertical, horizontal, and diagonal repetition.

4.3.2 Abstraction Method
Our abstraction method effectively abstracts the quantum circuit by
selectively highlighting only the necessary components and removing
redundant information. Figure 6 depicts an illustration of the procedure.
This method consists of the following steps:
STEP1: Gridification. We convert the quantum circuit diagram into a
series of grids. Each grid contains exactly one unit box or none. We
assign a visibility attribute to each row and column of the diagram. A
grid is considered visible if its row or column is visible. Initially, all
grids are invisible.
STEP2: Abbreviation. We identify repetitive patterns in the quantum
circuit with the support of semantic meanings extracted from the code,
and highlight their start and end parts. The covered rows and columns
are marked as visible.
STEP3: Completion. We iterate through all quantum gates and de-
termine their visibility. A quantum gate is visible if and only if its
connected qubits are all laid on visible grids.
STEP4: Representation. We render all visible gates and aggregate
contiguous idle rows and columns. Besides, we complement dot marks
in the intermediate space of abstractions to improve readability and
produce the final representation of the circuit.



�)
)

�))

�)
)

A Gridification B Abbreviation C Completion D Representation

Fig. 6: Our abstraction method consists of four steps: (A) gridification,
(B) abbreviation, (C) completion, and (D) representation.

4.4 Context Enhancement

To provide a contextual perspective of the quantum circuit (R3), we
extract contextual information from meta-data and utilize a set of visual
representations to reveal three factors of interest to domain experts.

Qubit Provenance. We design a timeline representation for reveal-
ing the provenance of each qubit (Fig. 7-A). All operations applied
on the qubit are projected onto the timeline with relative intervals pre-
served. This design enables domain experts to focus on the genealogy
of one qubit and trace the evolution across various stages of the circuit.

Placement. We propose three designs to enhance the visual repre-
sentation of the quantum circuit and provide contextual information
about the placement of quantum gates (Fig. 7-B). The enhancement
involves two aspects: Parallelism and Idle Qubit. We first augment
the circuit by incorporating color-encoded parallelism levels on the
qubit wires (Fig. 7-B1). Specifically, we assign the color red to indicate
heavy-load circuits, while blue denotes light-load circuits. In addition,
the idle spaces around each gate are highlighted to assist in the adjust-
ment of gate placement (Fig. 7-B2). The color of the highlighted area
represents the idle level. Notably, when highlighting the idle space for
one gate, the idle space of its parallel gates is also highlighted. Due to
the limitation of screen space, the extent of the idle wire is visualized
next to the end of the wires (Fig. 7-B3). The new diagram reveals the
patterns of idling and parallelism in the quantum circuit, which are
important factors in understanding and optimizing the performance of
the quantum circuit [3].

Connectivity. We employ a matrix-based design to depict the qubit
connectivity (Fig. 7-C), where a highlighted cell(i, j) indicates a direct
connection between the i-th and j-th qubits via one or multiple multi-
qubit quantum gates . Additionally, we propose a glyph-based design
to represent entanglement states. The currently entangled qubits are
assigned the same color, while the previous entangled states are visually
differentiated and reflected below. This view provides valuable insights
into the overall structure and behavior of the circuit, enabling domain
experts to make informed decisions about its optimization.
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5 QUANTIVINE: USER INTERFACE

In this section, we introduce the user interface design of Quantivine,
which is motivated by our proposed visualization approach, including
the interface design (Sec. 5.1) and the interaction design (Sec. 5.2).

5.1 Interface Design
An overview of the Quantivine interface is shown in Fig. 8, which
consists of views (A-D) that present the results of our visualization
approach. Quantivine visualizes the quantum circuit from four aspects:

• Structure: The Structure View (Fig. 8-A) presents the semantic struc-
ture of the quantum circuit as a tree diagram. This view serves
to provide an overview of the circuit (R1) and allows for flexible
customization of the circuit visualizations (R4). The tree structure
corresponds to the semantic tree extracted from the source code
(Sec. 4.1). The branches of the tree outline the hierarchical compo-
nents and repetitive patterns of the circuit. Three interactions based
on this view are also designed and further elaborated in Sec. 5.2.

• Components: The Component View (Fig. 8-B) presents a quantum
circuit diagram in a generalized form where subsets of quantum
gates are aggregated into components. This view aims to provide
a high-level abstraction of the circuit structure, emphasizing the
modularity and reusability of the components (R1). The compo-
nents are grouped and arranged based on their execution time and
semantics, as extracted from the source code (Sec. 4.2). The users
can use interactions in the Structure View, as detailed in Sec. 5.2, to
customize the level of detail in this view (R4).

• Abstractions: The Abstraction View (Fig. 8-C) presents the patterns
of quantum gates. It aims to provide a global perspective of the
circuit, highlighting the repetitive patterns and simplifying the visual
representation (R2). Even though the Component View enables
scaling down the circuit diagram to a certain extent, it might still
take up a large space due to the numerous repeated patterns. Hence,
we identify and visually abstract such patterns using our approach
outlined in Sec. 4.3. The level of detail in this view is consistent
with the Component View.

• Context: The Context Views (Fig. 8-D1,D2, and D3) consist of three
views. The first view, D1, provides a summary of the provenance
of a qubit within a limited space. The second view, D2, depicts
the actual placement of quantum gates while visualizing contextual
idling and parallelism information. The third view, D3, displays the
matrix showing the connectivity and entanglement between qubits.
These views are designed to uncover implicit contextual information
within the quantum circuit (R3). Additionally, they are interactive
and coordinated with other views for specific analysis needs (R4).

5.2 Interactions
We implement two interactions in the Structure View to enable users to
customize the circuit diagrams (R4): folding and highlighting. Folding
allows users to fold/unfold items in the Structure View. Initially, all
items in the structure tree are collapsed, providing a high-level summary
of the circuit. Users can expand the items of interest in the tree to
explore specific components in more detail. This allows users to obtain
a more detailed view of the circuit by expanding more low-level items.
With the highlighting operation, when users select a particular tree
item in the Structure View, the corresponding gate will be highlighted
in the circuit diagrams in both the Component and Abstraction Views
(Fig. 8-B1,C1). This reduces the manual effort required to match items
between code structure and the quantum circuit, and the hierarchical
highlights provide a clear division of complex circuit diagrams.

To facilitate exploration of context information, we design a series
of interactions for the Context Views in accordance with R3. Users can
select a specific qubit in the structure view to display its provenance
(Fig. 8-D1). Clicking on the gates associated with this qubit enables
navigation to its placement within the context. In the placement view,
users can adjust the threshold of parallelism level via a scroll bar. Click-
ing on a specific column of gates shows potential adjustment places
for current parallel operations. In terms of connectivity, Quantivine
allows users to specify a component and highlight its connections and
entanglement behaviors for a more comprehensive view of the circuit.

6 USAGE SCENARIOS

In this section, we demonstrate the effectiveness of Quantivine through
two usage scenarios with domain experts. The first scenario (Sec. 6.1)
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shows the exploration of a 99-qubit quantum circuit that implements
a quantum neural network model. The second scenario (Sec. 6.2)
introduces the workflow of bug identification in a quantum algorithm.

6.1 Scenario 1 - Visual Analysis of QuGAN

Quantum Generative Adversarial Network (QuGAN) is an emerg-
ing topic of quantum machine learning [65]. However, as shown in
Fig. 9-A, the meaning of gates in a typical 99-qubit circuit diagram of
QuGAN is difficult to understand due to a lack of semantic information.

The expert E1 intends to implement QuGAN on a real quantum
computer. Thus, he is interested in exploring the functionality of each
part of the QuGAN circuit. E1 first examines the high-level struc-
ture of QuGAN in the Structure View (Fig. 9-B): the Discriminator,
Generator, and SWAP Test. After collapsing the components, the cir-
cuit diagram becomes clearer and easier to comprehend (Fig. 9-C1).
E1 then visualizes the detailed structure of the circuit. By expanding
the Discriminator and Generator components, E1 discovers that they
both consist of a Unitary component and an Entanglement component
(Fig. 9-C2). Upon further expansion, E1 finds that these components
include quantum gates that show repeated patterns. To confirm the role
of these components, E1 employs the connectivity matrix to analyze
the connections between different qubits. As such, E1 leverages the
Abstraction View to get a concise view of these patterns. In Fig. 9-C3,
the Unitary component includes a sequence of Ryy gates, connecting
qubits in a linear manner. In Fig. 9-C4, instead of Ryy gates, the Entan-
glement component involves linearly-connected CRy gates. E1 says,
“With my knowledge of quantum machine learning, now I understand
why the Discriminator and Generator have the same structure. Anal-
ogous to classical neural networks, QuGAN trains the parameters of
gates to fit the data. In the GAN framework, both the discriminator
and generator are neural networks. Thus, their two quantum versions
use the same model for simplicity.” To verify this observation, he then
highlights the Discriminator, Generator, and SWAP Test components
in the matrix view (Figure 9-C6), which shows that the qubits of the
Generator component are fully connected. “This is designed to utilize
the unique entanglement property of quantum physics to improve the
model complexity, which further improves the prediction accuracy,”

said E1. He also notices that the SWAP Test component entangles all
the qubits at the end, as shown in Fig. 9-C5, which sends the predictions
from the Generator to the Discriminator.

After grasping the detailed structure of the circuit, E1 decides to
collapse the details, keeping an overview of it as shown in Fig. 9-C1.
He then proceeds to analyze the circuit in terms of the arrangement of
qubits and quantum gates. He first selects q0, and the qubit provenance
view shows that it passes through an H-gate, a CSWAPs component,
and another H-gate (Fig. 9-C7). This provenance demonstrates that q0
is acting as a control qubit in the SWAP test. However, via Fig. 9-C8, E1
identifies a suboptimal placement of the first H-gate and the CSWAPs
component, as there is significant idle time between these operations,
which might introduce noise when executed on a quantum computer.
Therefore, he clicks on these two gates to check if it is possible to adjust
their placement. In the placement view, the visual cues show that there
is a space for the H-gate to move backwards (Fig. 9-C8). The color of
the qubit wire indicates a possible location on the left of the next gate
with a low parallelism level, which is suitable for replacing the H-gate.

6.2 Scenario 2 - Bug Detection of Quantum Multiplier

The complexity of quantum circuits makes it difficult to detect bugs at
the circuit level. The quantum multiplier, which is designed to calculate
the product of two numbers stored in qubits, is a prime example of
this complexity. Even a small-scale quantum multiplier has an intricate
structure that is arduous to grasp (Fig. 10-A).

The expert E2 is tasked with detecting bugs in a 15-qubit quantum
multiplier circuit, where the bugs are hidden within a cluttered area
of the circuit diagram (Fig. 10-A1). To accomplish this, he employs
Quantivine to visualize and explore the construction of the circuit. E2
starts by collapsing all sub-components to obtain an overview of the
circuit. After confirming the high-level structure of the circuit is correct
in the Component View, he guesses that the bugs are hidden within
more detailed structures. Thus, he drills down by expanding all com-
ponents. Despite the circuit becoming lengthy when fully expanded,
our layout strategy ensures an organized and semantically meaningful
layout (Fig. 10-B1). In this view, he notices that the composition of the
UnCarry and Sum components in the Adder is incorrect, which should
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be composed as shown in Fig. 10-B2. Guided by the structured view
and visual cues of the circuit diagram, E2 quickly locates the bugs in
the underlying code of the circuit and effectively fixes them.

7 USER EVALUATION

In this section, we introduce our evaluation methodology (Sec. 7.1),
and report findings derived from the results (Sec. 7.2).

7.1 Methodology
To evaluate the effectiveness of our pipeline, we conducted a qualita-
tive expert evaluation using Quantivine as a technology probe. The
evaluation had two goals: firstly, to assess whether our approach is
effective in assisting users in comprehending quantum circuits, and
secondly, to evaluate the usefulness of our visual designs in the analysis
and optimization of large-scale quantum circuits.

Participants. We recruited 10 quantum researchers (P1-P10; age:
22-30) from university quantum computing laboratories. They included
undergraduates, graduates, and professors from computer science and
physics departments. All participants majored in quantum computing
with experience in developing quantum circuits (P1-P4: < 1 year, P5-P8:
1-4 years, P9-P10: > 8 years). Their most frequently used visualization
tool for quantum circuit is Qiskit. Four of them (P3-4, P6-7) focused on
small-scale circuits with up to 20 qubits, while the others had worked
on larger circuits with more than 50 qubits. We conducted online
experiments that lasted 40 to 60 minutes. Each participant received
approximately $15 at the start of the session.

Task. The participants were asked to complete three tasks using
Quantivine: a training task (T0), a depiction task (T1), and an analy-
sis task (T2). For the depiction task, we prepared a quantum circuit
with multi-level structure, and required participants to illustrate the
backbone of the circuit using the resulting visualizations from the struc-
ture, component, and abstraction views. The analysis task required
participants to use context visualizations to analyze and find potential
optimization in a quantum circuit. The training task was prepared to

cover all the features in T1 and T2. In total, we prepared six quantum
circuits that represents different quantum algorithms, respectively. Each
circuit contains 30 to 99 qubits and over 10 hierarchical components.
We also provided the participants with a document that included the
textual description and source code for the algorithms.

Procedure. The study began with the introduction (10 min) of the
study purpose, the motivation of improving quantum circuit representa-
tion, and the concepts in our proposed approach. Next, we proceeded
to the training task (T0, 15 min). We demonstrated the features of
Quantivine with a quantum circuit and asked the experts to reproduce
the process themselves. After the training, we provided the experts with
two quantum circuits for the two practical tasks (T1 and T2, 10 min
for each). We ensured that the participants were not familiar with the
circuit provided in T1 and encouraged them to learn and ask questions
about the quantum algorithms before starting the trial. For each task,
we asked the experts to depict at least two levels of structure and one
visual abstraction. Finally, the session ended with a semi-structured in-
terview (15 min) and a post-study questionnaire (5-Point Likert Scale).
Each session was run in-lab following a think-aloud protocol.

7.2 Findings
In summary, the evaluation results demonstrate a high level of user
satisfaction and effectiveness of Quantivine in supporting quantum
circuit exploration and analysis. Figure 11 illustrates the results of our
evaluation, and we provide a detailed analysis of the findings below.

Effectiveness. Participants appreciated the effectiveness of Quan-
tivine in exploring and analyzing quantum circuits (µ = 4.7, σ = 0.5).
The Structure and Component Views were particularly praised for their
ability to hierarchically outline the circuit, as well as the ability to
customize the level of detail in the views. Participants also noted the
usefulness of Abstraction View in identifying repetitive patterns, with
P8 commenting that “it’s easier to read a scalable circuit with abstrac-
tions”. Most participants believed the Context View provided effective
contextual information for circuit analysis, whilst some participants
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expressed the desire for more detailed indicators of the circuit, such as
noises and parameters (P1,P3). Overall, Quantivine was perceived as
an effective tool for reducing the complexity of circuit representation,
and was noted that “it eases the burden of interpreting circuits” (P6).

Visual Design. Participants rated Quantivine highly for its aesthetics,
clarity, and usefulness of visual encoding (µ = 4.6, σ = 0.6). They
responded that our design was visually appealing and easy to use.
Participants particularly appreciated the color-coding and highlighting
of the placement view for its “clear and intuitive perception of global
placement information” (P3). The Connectivity View received mixed
responses. While some participants were “not convinced” (P2) due to
their unfamiliarity with the matrix representation, other participants
found “it’s interesting to investigate the circuit using an adjacency
matrix” (P9) and obtained valuable insights from it. One participant,
P4, specifically noted the usefulness of the connectivity view in his
current research about the entanglement analysis of quantum circuit.

Interaction & System Usability. Participants responded positively
about the usability of Quantivine (µ = 4.7, σ = 0.5), finding it easy
to learn and use with fluent and efficient interactions (µ = 4.4, σ =
0.8). They expressed interest in using Quantivine to comprehend and
explain other quantum algorithms in the future, as well as for circuit
analysis and optimization. Furthermore, two professors appreciated for
the comprehensive views of quantum circuits provided by Quantivine,
and expressed interest in sharing the tool in their educational work,
indicating its potential to contribute to the advancement of quantum
computing education and research.

Suggestions. Some participants suggested improvements to certain
features, such as the ability to annotate and save their work within the
tool. P10 noted that the current system was targeted for the expert users,
adding direct manipulation on the diagram, and synchronization with
the source code may make it friendly to novice users. P3 commented
that he would be happy if Quantivine could additionally visualize the
state of qubits in the intermediate or final stages of the execution.

8 DISCUSSION

In this section, we reflect on our research and discuss implications for
quantum circuit visualization, followed by future work and limitations.

8.1 Implications
This study reveals implications for future quantum circuit visualization.

Benefits of semantics in quantum circuit interpretation. Our
evaluation results indicate that semantics has a promising potential for
enhancing the interpretation of quantum circuits. The user feedback
showed a highly positive response towards the semantic representation
of the circuit, which offered a new perspective of circuit visualization.
To our knowledge, this area has not yet been explored in-depth by other
researchers. This approach effectively reduces the cognitive load of
comprehending complex and scalable circuits and further facilitates
navigation and analysis tasks. Moreover, the use of semantics could
lead to the development of more advanced tools and techniques for
quantum circuit visualization and analysis in the future.

Visual representations beyond typical diagrams. Our work also
explores the potential of visual representations beyond the typical quan-

tum circuit diagrams. We involve a series of new diagrams to present
various perspectives of circuits. For example, the abstracted circuit dia-
gram allows users to analyze the circuit at various levels of abstraction,
making it easier to identify patterns and relationships between different
parts of the circuit. The augmented circuit diagram that uses color-
coding and highlighting enhances the perception of gate placement
context, which is critical for optimizing the circuit performance. These
new diagrams could be extended to other visualizations and graphical
interfaces for quantum computing, providing users with a more intuitive
and interactive way to analyze and optimize quantum circuits.

8.2 Limitations and Future Work

Although our work has shown promising results, there are several
limitations and opportunities for future research.

Scalability. Our semantic-based segmentation and abstraction ap-
proaches for quantum circuits are scalable, enabling the visualization
of larger and more complex circuits without any limitations. Our usage
scenarios and user evaluation confirm that Quantivine can efficiently
visualize quantum circuits with up to 100 qubits. The feedback from
domain experts suggests that the system’s capability covers the majority
of their research on current quantum devices. Nevertheless, as circuits
scale up to hundreds of qubits, our system encounters challenges with
interactions. The fully expanded circuits and matrix diagrams impose
overhead in terms of rendering and visual perception, thereby hindering
the interactivity of the system. Although our design of folding circuit
mitigates this issue to some extent, optimizing rendering techniques
and developing new interactions tailored to the demands of large graphs
and matrices can address it more adequately in future work.

Generalizability. Although our study focuses on semantic analysis
of Python + Qiskit code, the methodologies employed in this research
have the potential to be extended to other high-level quantum program-
ming languages. The fundamental idea involves utilizing static analysis
to deduce the structures and meanings of code snippets and then map-
ping them to dynamic compiled circuits. These semantic meanings
are derived from predefined rules, which can be expanded to encom-
pass more complicated patterns and leverage advanced deep learning
techniques for intelligent inference [72] in forthcoming research.

Potentiality. With increasing capability of the quantum circuit, its
visualization and analysis are becoming an emerging field of research.
While our work illustrates a potential pipeline of using semantic analy-
sis and visualization techniques for quantum circuit representation and
analysis, further work is needed to explore how it can be integrated
with other quantum programming and simulation tools. We believe
our work has the potential to lay the foundation for future research in
large-scale quantum circuits by making their exploration and analysis
more accessible to a wider range of researchers and practitioners.

Limitations. Our system currently supports the visualization of
static quantum circuits. Future work could focus on developing a
real-time visualization system that captures the dynamics of quantum
circuits during execution. The current system is tailored to expert users
and lacks certain features that could make it more accessible to novice
users. Future work could focus on improving the user interface and
developing features such as direct manipulation on diagrams. Further-
more, it would be beneficial to offer users the ability to define their own
grouping of quantum gates, in addition to automated methods, resulting
in a more customizable and user-centric experience.

9 CONCLUSION

This work presents a novel visualization approach for large-scale quan-
tum circuits, that produces comprehensive representations of the circuit
to fulfill the analysis requirements. The approach involves graph vi-
sualization techniques incorporated with semantic analysis, and a set
of visual designs specialized for quantum circuits. Then, we develop
Quantivine, a prototype system that allows quantum experts to interac-
tively explore and analyze scalable quantum circuits. The evaluation
results demonstrate the effectiveness of our pipeline and visual designs.
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