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Fig. 1: We present a diegetic multi-modal attention guidance method designed for group conversations in social VR. The top row
illustrates a top-down view of a virtual conference room, while the bottom row presents the first-person view. When (a) an agent (target)
positioned out of the user’s view signals a desire to speak; (b) The environment light dims, a point light affixed to the user’s right
periphery of the screen instantiates, and a spatial sound effect with a chiming sound commences; (c) As the user turns their head
towards the target, the environment light brightens, the point light vanishes, a spotlight illuminates the target, and the chiming sound
emanates from the target’s location; (d) Once the user’s gaze aligns with the target, the spotlight and chiming sound dissipate. Our
approach demonstrated statistically significant enhancements in users’ satisfaction with the conversation, faster response times, and
higher preference compared to conventional methods.

Abstract—In this paper, we present a novel multi-modal attention guidance method designed to address the challenges of turn-taking
dynamics in meetings and enhance group conversations within virtual reality (VR) environments. Recognizing the difficulties posed by
a confined field of view and the absence of detailed gesture tracking in VR, our proposed method aims to mitigate the challenges of
noticing new speakers attempting to join the conversation. This approach tailors attention guidance, providing a nuanced experience
for highly engaged participants while offering subtler cues for those less engaged, thereby enriching the overall meeting dynamics.
Through group interview studies, we gathered insights to guide our design, resulting in a prototype that employs “light" as a diegetic
guidance mechanism, complemented by spatial audio. The combination creates an intuitive and immersive meeting environment,
effectively directing users’ attention to new speakers. An evaluation study, comparing our method to state-of-the-art attention guidance
approaches, demonstrated significantly faster response times (p < 0.001), heightened perceived conversation satisfaction (p < 0.001),
and preference (p < 0.001) for our method. Our findings contribute to the understanding of design implications for VR social attention
guidance, opening avenues for future research and development.

Index Terms—Social VR, Attention Guidance, Multi-modal Interaction, Group Conversations

1 INTRODUCTION

Social virtual reality has gained traction as a compelling solution for
enabling people to interact within shared virtual environments with
head-mounted displays (HMDs). This field encompasses an array of
commercially available applications, including VRChat, Spatial, Rec-
Room, Mozilla Hubs, Glue, Horizon Worlds, and others. While initially
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geared towards casual socializing, these platforms have progressively
evolved to cater to diverse use cases, extending into professional do-
mains such as conferences and business-focused meetings [49]. The
ability of VR to provide an immersive and shared spatial experience
adds a layer of depth to interactions, setting the stage for a paradigm
shift in remote collaboration and communication.

In the context of remote communication, the issue of turn-taking
has emerged as a persistent challenge in effectively supporting remote
meetings. This challenge, which has been the subject of scholarly
inquiry for decades [54, 61], has become especially pronounced during
the widespread adoption of remote work necessitated by the COVID-19
pandemic [45]. The intricacies of managing turn-taking in the context
of video-mediated communication have become a focal point, with
numerous contributing factors [5, 11, 41]. The inherent difficulty in
discerning non-verbal cues, such as gestures and head/body movements,
leads to disruptions and inefficiencies in the communication flow.

While VR offers a promising alternative by simulating face-to-face
meetings and providing cues based on spatial layout and proxim-
ity [62, 63, 65], it needs to deal with many other challenges. The limita-
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tions of immersive VR, such as a restricted field of view and imperfec-
tions in face and gesture tracking, pose unique obstacles that impact
the effective identification of new speakers in a conversation. Addition-
ally, individuals with conditions such as autism or those with reduced
social skills may face difficulties participating in social group conver-
sations [16, 58]. Despite VR’s potential to address these challenges
by serving as a training ground for social skill development [2, 28]
and enabling novel interactions that are beyond simply imitating real-
ity [23, 52], there remains an unmet need for comprehensive solutions
that facilitate natural signaling of the desire to speak and enhance the
perceptibility of such signals by other users.
Main Results: In this paper, we present improved methods related to
improving user experiences related to VR turn-taking. Our goal is to
facilitate the recognition of new speakers in a mid-sized group conver-
sation, thereby guiding users’ attention effectively. Our approach uses
attention guidance methods, which have been extensively studied in the
context of VR, and seek to direct users’ attention with rapid responsive-
ness while ensuring minimal disruption to their immersion [30]. To this
end, we introduce a diegetic multi-modal attention guidance approach
that utilizes both lights and spatial audio within the virtual meeting
environment. Our approach is designed to enhance the user experience
by enabling the identification of new speakers, all while maintaining
the seamless flow of ongoing conversations and sustaining immersion
within the VR environment. Additionally, our formulation strives to
enhance social presence within these virtual interactions.

Our methodology involves a group interview study with experienced
users in VR meeting platforms to elucidate key design considerations.
Based on these considerations, we propose an approach where attention
guidance dynamically adjusts based on a user’s engagement in an
ongoing conversation. We present various components of our approach
and illustrate their interactions within the virtual environment.

Subsequently, we conduct a user study simulating participants engag-
ing in conversations within a social VR setting, employing avatars with
pre-recorded interactions. We perform an evaluation corresponding to
when a new virtual speaker signals their desire to speak in two scenar-
ios: (i) while the user is already engaged in conversation and (ii) while
the user is in listening mode. We compare our approach against two
existing methods: a text window and icon indication used in the VR
meeting application Horizon Workrooms, and Subtle Gaze Direction
(SGD) [17]. Our evaluation results demonstrate the effectiveness of
our method in guiding users’ attention, positively impacting perceived
conversation quality, and high preference. Our novel contributions
include:

• Insights into the design of attention guidance methods for social
VR derived from a comprehensive study involving user group
interviews with experienced participants.

• The novel concept of an engagement-based attention guidance
approach for turn-taking in social VR group conversations.

• A prototype of a diegetic multi-modal attention guidance method
utilizing light and spatial audio within the virtual environment.

• Highlighting the significant impact of our multi-modal attention
guidance approach on response time, perceived conversation qual-
ity, and achieving the highest overall preference when compared
to traditional methods. .

2 RELATED WORK

2.1 Social VR
Social virtual reality (Social VR) has recently gained considerable
attention from the human-computer interaction (HCI) and VR commu-
nities [27] exploring spatial navigation and social mechanics [37, 40].
A longitudinal study by Moustafa et al. [40] revealed the transferability
of existing social group dynamics to VR interactions. Other studies
have delved into social interactions on Social VR platforms, addressing
challenges such as mitigating harmful behavior [27, 36].

Prior studies have demonstrated that self-embodiment and non-
verbal cues play pivotal roles in establishing social presence within so-
cial VR applications [64]. To enhance user experiences in social interac-
tions, endeavors have been made to amplify these non-verbal cues [12].
Gaze direction emerges as a prominent method for social signaling,

facilitating the seamless transition of users from the awareness of oth-
ers’ presence to interactive engagement. Consequently, researchers
have been actively engaged in the development of gaze-tracking VR
solutions [3, 64]. Roth et al.’s work [46] involved augmenting social
behaviors within a multi-user virtual museum environment. Their ex-
perimentation included visualized eye contact represented by bubbles,
highlighted joint attention through visual cues, and color-coded group
affiliations.

2.2 Social Attention in Group Conversations
Turn-taking describes the dynamic flow of participation among speakers
in a conversation over time. Conversations involve a constant reshuf-
fling of participation, and it is defined that participation shifts occur in
four different types: turn-receiving, turn-claiming, turn-usurping, and
turn-continuing [15]. When a person speaks after being addressed, it
is termed turn-receiving; if a person speaks after someone else is ad-
dressed, it is called turn-usurping. When a person speaks after someone
addresses the group, it is termed turn-claiming. Finally, when someone
who is already talking changes targets, it is termed turn-continuing.
While turn-taking in conversation is often unconstrained and unplanned,
in institutional settings, the system has been described as more restricted
and specialized [21].

Common indicators of the desire to speak in a group include raising
hands and nodding heads. In some settings, participants need to be
selected by a moderator and queued to be the next speaker [39]. In
face-to-face conversations, the next speaker is usually indicated by
social attention or eye contact [22, 31, 35]. Dawson and Foulsham [9]
investigated how shifts in attention between speakers depend on visual
or auditory cues. They found that eye-tracked participants often fixated
on the person speaking and shifted their gaze in response to changes
in the speaker, even when sound was removed or the video was freeze-
framed.

The underlying medium used also influences conversation patterns
and social attention [1]. In video conferencing, users can use the ‘raise-
hand’ feature to signal their intention to speak and wait to be addressed
by others in the group [45]. Hu et al. [24] developed OpenMic, an in-
terface that visualizes conversational floor transitions by incorporating
proxemic metaphors in a videoconferencing system. Steptoe et al. [59]
introduced one of the first avatar gaze tracking systems and provided
preliminary evidence that it improves communication. In VR, Li et
al. [32] introduced a shared VR environment visualization to aid in
conversational turn-taking, employing cylinders that expand over time
to represent the duration of each speaker’s turn, thereby facilitating
balanced participation in the conversation.

Within the realm of turn-taking, our approach focuses on the par-
ticipation shifts of turn-claiming and turn-usurping. This occurs when
users are perceived to primarily use the ’raise-hand’ feature or when
the person who wants to speak needs to grab the social attention of the
group because they are not directly addressed to speak.

2.3 Guiding User’s Attention
The exploration of guiding user attention spans across diverse mediums,
from the realm of 2D images to the immersive experiences of VR and
AR [47]. The aim is to steer users toward specific focal points intended
by creators. In the VR community, users often confront the challenge
of significant scene details lying beyond their field of view, instigating
a concern of missing out on crucial elements [34, 60].

A technique to address this involves direct modifications to images.
Smith et al. [56] employed a combination of blurred and non-blurred
areas in videos, directing viewers towards regions with minimal spatial
blur when the rest of the image is intentionally blurred. Hata et al. [19]
explored thresholds where blur effects can be subtly applied, effectively
guiding users visually. Stylistic rendering, encompassing control over
depth of field, colors, brightness, and sharpness, represents another
avenue. Additionally, the simulation of brightness contrast through
lights, a technique well-established in film, has been leveraged for ef-
fective visual attention [8]. El et al. [10] implemented ALVA (Adaptive
Lighting for Visual Attention), dynamically adjusting lighting color
and brightness to enhance visual attention within gaming environments.



A prevalent category in attention guidance involves diegetic meth-
ods [42, 48, 55], where cues seamlessly integrate into the scene, en-
compassing elements like characters, lights, or sounds. This concept,
rooted in film theory as diegesis, entails elements belonging to the
narrative world. Diegetic visual cues, such as a person looking in a
certain direction, significantly influence the viewer’s gaze, as observed
with moving objects [55]. Auditory cues within the diegetic framework
leverage sound to prompt users to search for the source, prompting
a change in their viewing direction [48]. Noteworthy for their sub-
tlety, diegetic cues afford viewers the freedom to follow them naturally.
More recently, Lange et al. [30] introduced Hive Five, a particle effect
emulating the swarm motion of bees as a cursor, showcasing its ability
to guide users’ attention while preserving immersion.

Various techniques have been explored to accentuate crucial content
in VR, ranging from methods utilizing different shapes like arrows [7,
33] to halos [18]. Subtle Gaze Direction (SGD), leveraging eye tracking,
subtly guides users’ gaze without their explicit awareness [4]. This
method modulates a target region in the peripheral area, encouraging
viewers to direct their gaze while discontinuing modulation when the
viewing direction aligns to a certain degree. Luminance modulation
and warm-cool modulation were developed, employing flickering at
10 Hz within a circular region. Grogorick et al. [17] later adapted this
method for VR environments.

Multi-modal attention guidance represents an advanced approach.
Reyes et al. [44] developed a guiding method integrating both visual
and auditory cues, with their study demonstrating the superior efficacy
of incorporating an auditory cue alongside visual cues.

While a myriad of methods exists, none have systematically ad-
dressed their adaptation to social meeting settings, characterized by
pre-existing social attention dynamics and diverse individual social
engagements. Our method takes these nuanced considerations into
account, dynamically adjusting the intensity and components of the
attention guidance framework presented to the user.

2.4 Notifications in VR/AR
A notification is a proactive delivery of information to users through vi-
sual, auditory, or haptic alerts designed to attract their attention [26,43].
Ghosh et al. [14] investigated notifications in VR, comparing visual, au-
dio, and haptic modalities, as well as their pairwise combinations. The
study found that both audio and haptic modalities effectively elicited
reactions from participants in VR. However, haptic notifications faced
challenges such as confusion or being missed due to interactions with
existing objects in the VR environment. In a related study, George
et al. [13] conducted an exploratory lab study comparing three no-
tification types: text, spotlight, and global light. Text notifications
prompted quick responses but exhibited the lowest presence, while
ambient light showed the lowest attention-grabbing but the highest
presence. This trade-off highlights the importance of considering both
aspects in notification design. To minimize disruption, Chen et al. [6]
identified opportune times for delivering notifications in VR, allowing
for their scheduled presentation. Rzayev et al. [51] investigated effi-
cient notification presentation in VR by comparing different placements
of notifications in various tasks. They also explored the position of
notifications in AR glasses and how they would be perceived during
face-to-face communication [50].

It’s noteworthy that existing works on notifications in VR primarily
focus on conveying information from the external world to users who
are obscured by wearing a VR HMD. Similarly, our work aligns with
the concept of notifications as we aim to convey information to users
engaged in tasks that are susceptible to "interruption." Users may revisit
a signal indicating a new speaker’s intention to speak, similar to the
way notifications are revisited after initially noticing them once the
current speaker is done.

3 FORMATIVE STUDY: GROUP INTERVIEW

Our primary goal was to precisely identify the issue at hand and de-
velop a corresponding interaction strategy. We conducted a group
interview study, focusing on two main objectives: firstly, to pinpoint
the gap between user needs for turn-taking in social VR and current

attention guidance methods; and secondly, to determine the desired
features for attention guidance in this context. This study involved
seven experienced VR users, all actively participating in VR meetings.

3.1 Participants
For the group interview, we conducted a pre-screening process and
selected participants with substantial VR application experience and
engagement in regular or irregular VR meetings. Seven participants
were recruited, each with 2 to 10 years of VR experience and over a
year of professional VR meeting attendance. The experienced meeting
sizes ranged from small (up to 5 attendees) to medium-sized groups (5
to 14 attendees). Participants had prior exposure to VR platforms such
as Spatial (5 participants) and Horizon Workrooms (3 participants),
along with others like Glue or BigScreen VR. All had access to an
Oculus Quest 2 or Oculus Quest Pro.

3.2 Study Setup and Procedure
3.2.1 Prototype of Existing Attention Guidance Methods
We captured videos of prototypes featuring various existing attention
guidance methods within a VR meeting setting. Four methods from
previous work were implemented: arrow, SGD [4], Hive Five [30],
and conventional text-based notifications akin to video conference
platforms. We use the Unity game engine for developing the prototype,
with each video lasting around 15 seconds. These videos showcased the
user looking at a virtual avatar, the application of the attention guidance
method, and the user’s view being directed to an avatar on the far
right. Due to computational constraints faced by some participants, we
presented existing methods using videos, ensuring uniform exposure
and circumventing technical limitations. This approach facilitated
immediate, collaborative discussion and analysis of specific method
aspects with visual aids.

3.2.2 Procedure
The group interview was conducted in two sessions to accommodate
participant schedules, with three and four participants per session. The
interviews took place remotely via Meta Horizon Workrooms to intro-
duce newcomers to Horizon Workrooms’ features and enable instant
demonstration of comments and ideas within VR. The Workrooms’
layout was set to “Meeting." Participants were given a 5- to 10-minute
platform orientation before the actual interview to prevent distractions
during the session. The interview comprised three phases: (1) Initial
questions focused on general VR meeting experiences, benefits and
limitations compared to in-person and video calls, methods of grabbing
attention to speak, instances of cues being missed, and hand-raising
behavior; (2) Prototype videos of existing attention guidance methods
were presented using screen share within Horizon Workrooms. This
was followed by a try-out of Horizon Workrooms’ “raise hand" fea-
ture, which participants explored within different seat positions for 3
to 5 minutes; (3) Participants shared opinions on the methods from
phase two, suggested additional features, and brainstormed. The study
duration was approximately 75 minutes.

3.3 Findings
Positive Aspects of VR Meetings Participants in the interview

highlighted intuitive interactions, like head-turning to see others and
discerning directional sounds, which enhance the "social presence" in
VR meetings, setting them distinctly apart from traditional video calls.
They also noted the benefits of customizable environments tailored
to attendee count and meeting type, and an increased focus enforced
by wearing VR headsets, offering clear advantages over in-person
meetings.

Limitations in VR Meetings: Despite their strengths, current VR-
based meetings have many limitations. Foremost among these is the
limited field of view in VR headsets, which impairs peripheral aware-
ness and the ability to notice distant users and their nonverbal cues for
speaking. While recent advancements have improved body and facial
tracking, participants noted a disparity between real-world gestures
and their VR counterparts, resulting in less expressive and sometimes



ambiguous non-verbal cues. Technical issues like network lag and
tracking errors disrupt the fluidity of conversation, causing significant
inconvenience.

Social Attention in VR Meetings: Drawing parallels to in-person
meetings, participants signaled their intent to speak in similar ways:
i) emitting sounds like throat clearing or table tapping, and ii) using
gestures such as head turns, nods, or virtual hand raises. Notably, par-
ticipants highlighted scenarios where such cues are missed. Instances
included complex discussions that deter opportune contributions, partic-
ipants positioned out of others’ views while concentrating on someone
else, and challenges in noticing others within larger groups. These turn-
taking issues were particularly prominent in formal meetings where
participants are less acquainted and no dedicated moderator exists.

Feedback on Existing Attention Guidance Methods: Partici-
pant feedback on the presented attention guidance methods within a
social context was strikingly uniform. A consensus emerged among
participants that the demonstrated methods proved overly distracting.
The utilization of screen-fixed UI elements like arrows or text-based no-
tifications, despite their intention to guide attention, was deemed overly
intrusive by most. Among the four methods, SGD was acknowledged
as the most subtle, yet its constant flickering in the user’s peripheral
vision was deemed distracting. One participant likened the SGD’s flick-
ering effect to an “alert" rather than a guidance mechanism, attributing
this to its design for on-screen visual targets rather than off-screen
objects as is common in social VR. HiveFive’s swarm motion was
considered distracting and out of sync with the meeting room environ-
ment, undermining its usability. Participants collectively expressed that
existing methods prioritize directing attention to a target, overlooking
the nuances of group conversations.

As for the “raise hand” feature in Horizon Workrooms, participants
acknowledged its usefulness mainly because they found it similar to
those in video-conference platforms like Zoom or Microsoft Teams.
However, they noted its potential to be overlooked, especially in larger
groups or by those lacking social skills to naturally draw attention.

Desired Characteristics in Social Attention Guidance: Partici-
pants’ brainstorming suggestions revealed recurring themes aligning
with their preferred attention guidance characteristics, emphasizing
context-dependent effectiveness. For example, informal gatherings
might not require guidance, in contrast to formal or large meetings
without a clear moderator. After transcribing and coding these inputs,
we identified five key characteristics, informed by prior discussions on
VR meetings and existing attention guidance methods.

• Diegetic: Participants advocated for attention guidance cues that
seamlessly integrate into the environment, avoiding excessive
user distraction.

• World-Referenced: Echoing the “diegetic" principle, partici-
pants preferred cues that are fixed to the virtual world’s elements
rather than to the screen.

• Subtlety: Desired descriptors for the method included “subtle,"
“ignorable," and minimally disruptive. Interviewees stressed this
quality’s importance for speakers, listeners, and those interjecting,
with a balance between unobtrusiveness and efficient signaling
seen as crucial.

• Control of Urgency: Four participants articulated a desire for
nuanced control over the degree of attention they receive. They
envisioned situations where they might prefer to go unnoticed
or, conversely, urgently seek recognition based on the content of
their contribution. This nuanced approach contrasts with existing
“raise hand" features that typically represent user intention in
binary terms.

• Multi-Modality: Participants consistently highlighted the sig-
nificance of audio cues. One participant underscored that VR
meetings stand out due to their spatial audio dimension, which
aids users in identifying sound direction and speaker location.
Participants proposed augmenting this auditory spatial awareness
with corresponding visual cues, such as modulating a speaker’s
volume or introducing non-intrusive chime sounds from the new

speaker’s direction. Vocal narration was generally discouraged
due to its potential to disrupt the conversation.

4 MULTI-MODAL ATTENTION GUIDANCE FOR SOCIAL VR
Our multi-modal attention guidance method for Social VR, informed by
a literature review in group conversation psychology and insights from
the formative study (Section 3), integrates key factors to determine user
engagement in group conversations.

Engagement, defined as the degree of active involvement in the
conversation, also reflects perceived social proximity to new speakers.
For example, a participant deeply engaged in a dialogue might have a
higher social distance, requiring more effort for a new speaker to attract
their attention.

It is important to note that in our method, the term ’user’ refers
to a participant already engaged in the conversation (speaker or lis-
tener), distinct from the ‘new speaker’ who is attempting to interject.
The method employs several parameters for gauging engagement: (1)
New Speaker Coordinate, representing the 3D position of a partici-
pant intending to interject, defined in the world coordinate system; (2)
Head-Body Rotation, reflecting the user’s head position; and (3) Gaze
Direction, indicating the user’s viewing direction.

These parameters form the foundation of our heuristic approach for
determining the optimal level of guidance intrusiveness. Utilizing these,
we developed two key modules: the Light Manipulator Module and
the Spatial Audio Control Module.

4.1 Light Manipulator Module
Following the design characteristics drawn from the group interview
study, we chose to adopt lighting effects as the core element of our
attention guidance method. This choice was informed by several factors:
(1) the ubiquitous nature of light in any environment, lending a diegetic
quality to its usage, and (2) the potential for nuanced control of light
effects, enabling us to finely tune the subtlety of the effect.

We manipulate three types of lighting sources in our approach: envi-
ronmental light, point light, and spotlight, each strategically used for
out-of-view and within-view attention guidance scenarios. This manip-
ulation involves precise control over parameters such as intensity and
color warmth, using the Unity Light object’s parameters for accurate
integration. We define ‘out-of-view’ as when the target is outside the
user’s viewport angle and ‘within-view’ as the opposite.

Environment Light: Environment light management involves dim-
ming its brightness and restoring original luminance upon user ac-
knowledgment of the new speaker, applicable in both out-of-view and
within-view scenarios. This process entails setting the environment
light’s minimum intensity to a pre-defined parameter, based on the de-
sired subtlety, with the unaltered brightness as the maximum intensity.

When a new speaker signals their intention to speak, the environ-
mental light’s intensity decreases over two seconds to a set minimum,
ensuring a subtle, non-disruptive environmental shift for the user.

At the same time, angular ranges [θmin,θmax] are determined for
adaptively controlling light brightness. Here, θmax represents the an-
gular deviation from the user’s gaze direction to the new speaker’s
coordinate at the signal’s moment, and θmin denotes the aligned an-
gle. Ideally, θmin would be 0, but we allow non-zero magnitude for
flexibility.

Let θ be the angle between the user’s current gaze direction and
the gaze direction at the moment the new speaker’s signal is received.
The environment light brightness L adjusts according to the function
f env(θ), as shown below:

L = Lmin +(Lmax −Lmin) ·
(

min(θmax,max(θ ,θmin))

θmax −θmin

)γ

(1)

where γ is a curvature parameter adjusting the intensity change rate
relative to θ (note that γ > 0). Figure. 2-(a) depicts how L changes
in accordance with θ . The min and max functions in Equation 1 en-
sure the brightness remains within desired limits, preventing excessive
darkening or brightening outside the range [θmin,θmax]. This mecha-
nism maintains appropriate lighting even if the user’s gaze deviates
significantly, supporting ongoing conversation engagement.



Fig. 2: Progressive adjustments in the light manipulator and spatial audio control module components relative to the angular distance (θ ) between
the user’s head-body rotation or gaze direction and the new speaker’s coordinate, with subfigures (a) environment light, (b) point light, (c) spotlight,
and (d) signaling sound demonstrating the range from maximum to minimum angular thresholds. The area colored in red represents θviewport, the
range that the new speaker coordinates is within the user’s viewport.

Fig. 3: The point light gradually interpolates from (a) a warm color(yellow)
to (b) a cold color (white) as θ gets closer to θmin

Point Light: When the new speaker is entirely outside the user’s
field of view, offering a directional cue becomes imperative to guide
the user’s head orientation. To fulfill this purpose, we utilize a point
light affixed to the user’s head position, placed at 75◦ to remain within
peripheral vision. The point light’s direction, left or right, is contingent
on the new speaker’s position, offering balanced guidance. We further
adjust the color warmth (C) of the point light depending on the angular
deviation (θ ) from the target, following the function:

C =Corg +(Cwarm −Ccold) ·
(

min(θmax,max(θ ,θmin))

θmax −θmin

)γ

(2)

Influenced by the visual attention model [10], which favors warm
colors for attracting attention, we vary the RGB value of the point light
based on the angular divergence between the user’s current view and
the target. This transition from a ‘warm’ to a ‘cold’ color is contingent
on θ . Note that our ‘warm’ color (Cwarm) and ‘cold’ color (Ccold) were
heuristically set as ‘yellow’ and ‘white’. The point light deactivates
when the new speaker coordinate is within the user’s viewport. The
parameter γ controls the rate of change in color warmth with respect
to θ , with γ = 1 as the default setting for a linear relationship, though
it can be adjusted as needed. As depicted in Figure. 2-(b), a higher θ

yields a warmer point light, which decreases in warmth as the user’s
gaze aligns with the target. The area colored in red, θviewport, represents
when the new speaker coordinate is within the user’s viewport, in which
the point light deactivates.

Spotlight: The spotlight only activates when the target is within
the user’s viewport. Hence, here θ is defined as the angular deviation
of the gaze direction, not the head-body rotation. The angle of the
spotlight’s cone and the intensity of the brightness will dynamically
adjust based on the user’s gaze direction relative to the new speaker
coordinate. Regarding the intensity control, the same angular distance

equation as described in Equation. 1 is applied. The cone’s angle (A)
defines the size of the area in which the spotlight covers and can be
formulated as a function of θ . The equation is as follows:

A = Amin +(Amax −Amin) ·
(

min(θmax,max(θ ,θmin))

θmax −θmin

)γ

(3)

When the user’s gaze is directed further away from the new speaker
coordinate (θmax), the brightness of the spotlight increases up to its
maximum value Lmax, and the angle of the spotlight widens up to Amax.
Conversely, when the user’s gaze focuses directly on the target (θmin),
the spotlight’s brightness and range decrease (Lmin,Amin), potentially
even deactivating the spotlight. Figure. 2-(c) depicts how the parameter
changes. The sensitivity at which the spotlight range (A) changes on
varying angular deviation (θ ) can again be controlled through γ . The
γ = 1 will lead to a linear relation of A and θ . γ > 1 will lead to a
steeper decrease of R as θ gets smaller. The θ < γ < 1 will lead to a
gradual decrease of A as θ gets smaller. We use γ = 1 as the default
but the value can be configured as needed.

4.2 Spatial Audio Control Module
Audio plays a crucial role in signaling and notifying users about new
information. Spatial audio is particularly advantageous as it allows
us to not only provide audible cues but also direct users’ attention to
the source of the sound. It has been shown that in hybrid video calls
spatializing participants’ voices was preferred to an increased speech
stream identification [25].

In the Spatial Audio Control Module of our system, we manage two
types of sound sources: a signaling sound to indicate a user who wishes
to speak and adjustments to the volume of the current speaker in the
group conversation.

Signaling Sound: To notify users of a participant awaiting their
turn to speak, we employ an arbitrary beeping sound akin to a chiming
tone. Based on their role as a speaker or the predetermined subtlety
weight, the sound source will be projected to the user’s head position.
This positioning amplifies the sound and makes it appear closer to
the user, indicating the need to turn their head. When the user shifts
their gaze and the new target speaker enters their field of view, the
sound source returns to its original position—coincident with the new
speaker’s coordinates. This transition of sound source coordination
is proportionately controlled when it is outside the user’s viewport.
Figure. 2-(d) visualizes the sound source location scenario. We denote
the user’s position in 3D space as u=(xu,yu,zu) and the target speaker’s



Fig. 4: We illustrate the virtual environment from (a) the top-down view
and (b) with the virtual agent avatars

position as t = (xt ,yt ,zt). At the moment when the target speaker
signals their intention to speak, the angular distance between the user’s
initial forward vector n⃗ (i.e. where they are facing) and the vector
pointing from u to t, denoted as v⃗ut form angle of θmax. If we denote o
as the 3D position of the sound source location, it can be expressed as
follows:

o′ =


u, if θ ≥ θmax

u+ |⃗vut |cos(θmax −θ), if θmax > θ > θmin
t, if θ ≤ θmin,

(4)

where the equation ensures that the attached object is initially projected
to the user’s head position. As the user’s rotation shifts from θmax to
θmin, the sound source follows the path along the vector t connecting
the user and the new speaker coordinate. Finally, when θ becomes less
than or equal to θmin, the sound source returns to the original position
of the target speaker.

Speaker Volume: In addition, we lower the volume (intensity) of
the current speaker for 2 seconds as the chiming sound plays. Afterward,
the volume returns to its normal level. This design choice ensures that
participants do not feel pressured to halt their speech. Notably, speaker
volume adjustments are exclusive to listener users, as speakers do not
hear their own voices through the VR headset but in their real-life
surroundings. This constraint precludes us from controlling their audio
levels.

5 EVALUATION STUDY

5.1 Study Design
The evaluation of our approach is undertaken from the perspective
of the signal receiver, i.e., the user actively engaged in an ongoing
conversation, who should be made aware of a new speaker within the
group intending to contribute. This section assesses the performance
of our approach using various attention guidance methods aimed at
directing attention to a new speaker.

In our study, we compare two primary attention guidance methods:
the Text-Icon method, which is inspired by Horizon Workrooms—a
state-of-the-art application [38]. It features a text notification window
displaying the user’s name who is ‘raising their hand’, accompanied by
a hand icon above the new speaker’s avatar. We chose this method as
a baseline for comparison due to its resemblance to the “raise-hand"
feature prevalent in video call platforms, ensuring user familiarity
and its current implementation in commercial VR conference systems.
Additionally, we assess the SGD method [17], noted for its subtlety and
favorable evaluation in section 3, to evaluate how attention guidance
methods not specifically tailored for social VR contexts are received.

Our investigation also includes testing our proposed method with
(Light-Audio) and without audio (Light) to determine the effectiveness
of integrating light and audio modules. The methods Text-Icon and
SGD are depicted in Figure 6. Furthermore, we present a table that
outlines the characteristics of each method based on a taxonomy from
prior work [47], as shown in Table 1.

Our study uses a within-subjects design, ensuring the counterbal-
anced presentation of each method through a Latin square design.
Participants utilized an Oculus Quest Pro headset, which supports eye
tracking.

Method Diegesis Senses Placement
Text-Icon Non-diegetic Visual World-fixed
SGD Non-diegetic Visual Screen-fixed
Light Diegetic Visual World/Screen-fixed
Light-Audio Diegetic Visual/Auditory World/Screen-fixed

Table 1: Comparison of attention guidance methods in Section 5

Considering the influence of a user’s role (speaker or listener) on
gaze patterns [35], we designed two scenarios: one where the user
receives a signal while speaking and another while listening. A simu-
lated multi-user VR meeting featured five pre-recorded virtual agents
engaged in simple small talk topics. Eight distinct topics were utilized,
divided evenly between the listener and speaker scenarios. Pre-recorded
scripts were crafted to simulate interaction, with virtual agents asking
the participant’s viewpoint on the topic and responding when the partic-
ipant posed a pre-determined question to the group. It should be noted
that participants were instructed beforehand on the specific question to
direct to the group.

In a scenario, turn-taking occurred among the user, a virtual agent
within the user’s field of view, and another virtual agent positioned
outside the user’s field of view. The turn-taking order and timing of
the new speaker’s signal for each scenario are depicted in Figure 5. To
prevent user anticipation of the turn-taking order, which could lead to
predictive identification of the next speaker, we employed a randomized
approach. Specifically, we randomized the name and avatar graphic
skinning for each virtual agent before every topic, and alternated the
users’ positions between two seats, ensuring an equal distribution along
the topics.

5.2 Measurements

The study collected both quantitative and qualitative metrics. Quantita-
tive measures included response time, defined as the time from signal
issuance to the user aligning their gaze with the target; and a “missed"
count if the user failed to turn their head towards the target within 5
seconds. A brief quiz assessing users’ attention to the conversation was
also administered.

For qualitative evaluation, we administered a communication satis-
faction questionnaire [20] to investigate how the turn-taking method
employed could influence the overall communication experience. The
Igroup Presence Questionnaire (IPQ) [53] was utilized to determine
the impact of our attention guidance method on users’ sense of immer-
sion. Additionally, the Notification questionnaire [14] was employed
to assess the method’s effectiveness in signaling a new speaker’s inter-
vention. User preferences were quantified using a 5-point Likert scale,
providing a comparative metric of user favorability across the tested
methods.

5.3 Implementation Setup

For the virtual environment, a virtual meeting room environment was
implemented with Unity version 2021.3.11f1. We utilized several
SDKs for our implementation: Movement SDK for eye tracking to
discern user saliency and viewing direction, Meta Avatar SDK for
rendering avatars, gestures, and lip-syncing, and the Steam Audio
Plugin to incorporate spatial audio features. The resulting virtual scene
is shown in Figure 4. The voiceover recordings of the avatars were
generated through Speechify [57]. Avatar animation and lip sync were
manually recorded by motion capture to ensure there were no socially
odd gestures.

A preliminary study was conducted to test the functionality of the
prototype and to set the values of parameters described in Section 4 for
the evaluation study. As a result, we empirically set the parameters as;
Lmin = 0.5, Lmax = 1.1 for environment light; Cwarm =(1,0.902,0.259)
(close to yellow), Ccold = (1,1,1) for point in RGB color 0 to 1 scale,
Lmin = 0.8, Lmax = 1.5 and Amin = 30, Amax = 60 for spotlight. Note
that these parameters are directly applied to Unity’s light object compo-
nent.



Fig. 5: Sequential turn-taking order for speaker and listener scenarios, with virtual agents’ animations and voiceovers executed accordingly. The
signal for the new speaker is dispatched 5 seconds following the current speaker’s turn. Each scenario includes instances of the attention guidance
method activation, both when the new speaker is out of and within the participant’s field of view.

Fig. 6: We compared our approach to (a) Text-Icon, a text window fixed
to the user’s desk space and an icon appearing next to the agent’s name
tag, and (b) SGD a flickering effect on the target at user’s peripheral
view.

5.4 Participants

We recruited 20 volunteers, comprising eleven females and nine males,
with ages ranging from 19 to 36 years (µ = 28.45, σ = 5.25). All par-
ticipants exhibited normal color vision, with ten having unaided normal
vision, and the remaining individuals possessing vision corrected to
normal. Among the participants, eleven had prior experience with VR,
while none had experience specifically in social VR applications.

5.5 Procedure

Upon welcoming the participants, we presented an overview of the
study’s procedures, obtained their consent through a signed form, and
gathered demographic information. Seated in swivel chairs, participants
were introduced to the Oculus Quest Pro and underwent eye tracker
calibration. To acclimate to the virtual environment, participants briefly
explored their surroundings. The nature of the study was explained,
emphasizing that participants would engage in a VR conversation with
a group of people without specifying that these individuals were pre-
recorded avatars, aiming to enhance participant engagement.

Each participant was assigned the username “Charlie" for the virtual
meeting, which other virtual agents would use as a reference. Partic-
ipants were instructed to respond when addressed by the agents. In
the listener scenario, where the participant initiated the conversation,
individuals were given a topic and instructed to commence the group
discussion by posing a question to the entire group without specifying
an agent to answer immediately. The conversation script was exe-
cuted in a manner where the experimenter manually triggered a specific
voiceover and animation at the correct timing, adhering to the predeter-
mined turn-taking order, of which participants remained unaware. The
signal, or the presentation of the method, was dispatched 5 seconds after
the current speaker spoke, ensuring that participants spoke for at least
5 seconds guaranteed sufficient time to transmit the signal when the
participant was the speaker. If the participant’s gaze direction aligned
with the new speaker and this alignment lasted for over 1.5 seconds,
the subsequent speaker’s animation would be triggered. If the previous
speaker’s animation was still playing, it would be interrupted. Alter-
natively, should the participant fail to notice the new speaker within 5
seconds, the new speaker’s animation would commence.

Each trial’s conversation spanned two to three minutes, and partici-
pants underwent one trial per method, resulting in four trials for each
speaker/listener scenario and eight trials in total with distinct conver-
sation topics. The entire experiment lasted approximately 70 minutes.
After each trial, participants were required to fill out the questionnaires
detailed in Section 5.2. After the entire experiment, a semi-structured
interview was conducted to gather additional comments and qualitative
feedback. The experimenter regularly checked if participants needed a
break, allowing breaks as necessary.

5.6 Results

We conducted a statistical analysis of our results. It is important to
note that all participants correctly answered all three questions in the
post-trial quiz, indicating their attentiveness to the conversational task.
Additionally, no presented methods were missed by any participant in
any trial. This may be attributed to the brevity of the conversation and
the limited number of method presentations in each trial.

In our analysis, we consider the impact of several factors: the pres-
ence or absence of the target within the participant’s view (denoted
as View), the role of the participant (speaker or listener, denoted as
Role), and the presented method (denoted as Method). We follow
the analytical approach outlined by Rzayev et al. [51], which applied
the Aligned Rank Transform (ART) using the ARTool toolkit and ap-
plied paired-sample t-test with Tukey correction and for ANOVAs used
paired-sample t-test with Bonferroni correction. We depict statistical
results in this section in Figure. 7.

Response Time: There were statistically significant main ef-
fect for all Method, View, and Role. A two-way interaction effect of
Method×View was observed. The pairwise comparison of Method re-
vealed that all comparisons were statistically significant to each other
(p < .001, except for between Light and SGD with p = .013 and be-
tween SGD and Text-Icon with p = .017)

Pairwise comparisons for View revealed that response times within
view were statistically significantly shorter than those out of view
(p < .001). Similarly, for Role, listener scenarios exhibited statistically
significantly shorter response times compared to speaker scenarios
(p < .001).

Light-Audio led to a significantly faster response time than other
methods for within-view new speakers (with Light-Audio p = .001,
with SGD p < .001, and with Text-Icon p = .010) and out-of-view new
speakers (all p < .001). Compared to other methods, Text-Icon resulted
in the least response time for out-of-view signals (all p < .001). See
Figure. 7-(a).

Communication Satisfaction We found a statistically signifi-
cant main effect of Method on participants’ communication experience.
Pairwise comparisons showed that participants had significantly lower
communication satisfaction with SGD compared to Light (p < .001)
and Light-Audio (p < .001).

Presence: While Light-Audio and Light showed a higher IPQ
score than Text-Icon and SGD, there were no statistically significant
main and interaction effects found in the statistical analysis (p > .05).



Fig. 7: Statistical results for (a) response time (b) communication satisfaction (b) presence (c) preference, and (d) Notification questionnaire. The
post hoc analysis revealed that Light-Audio has a significantly faster response time, better-perceived conversation satisfaction, and preference. It is
also shown that participants reported Light-Audio to have high scores in all Notification subscales. Asterisk (*) indicates a statistically significant
difference between conditions: p < 0.05(∗); p < 0.01(∗∗); p < 0.001(∗∗∗).

Response Time Conversation Quality Presence Preference
Factor d feffect MS F p Partial η2 d feffect MS F p Partial η2 d feffect MS F p Partial η2 d feffect MS F p Partial η2

M 3 28.013 41.954 < .001 .293 3 12.578 9.545 < .001 0.159 3 105.966 .473 .701 .009 3 25.342 29.607 < .001 .369
V 1 28.301 42.385 < .001 .122 - - - - - - - - - - - - - - -
R 1 9.041 13.540 < .001 .043 1 .018 .014 .906 .000 1 .165 .001 .978 0.000 1 .100 .117 .733 .001

M×V 3 14.975 22.427 < .001 .181 - - - - - - - - - - - - - - -
M×R 3 .860 1.288 .279 .013 3 .023 .018 .997 .000 3 15.860 .071 .975 .001 3 .183 .214 .886 .004
V×R 1 1.986 2.974 0.086 0.010 - - - - - - - - - - - - - - -

M×V×R 3 .161 .242 .867 .002 - - - - - - - - - - - - - - -

Intrusiveness Noticeability Understandability Urgency
Factor d feffect MS F p Partial η2 d feffect MS F p Partial η2 d feffect MS F p Partial η2 d feffect MS F p Partial η2

M 3 7.373 5.042 .002 0.91 3 55.940 32.410 < .001 .937 3 71.217 30.146 < .001 .375 3 50.273 49.928 < .001 .496
R 1 6.006 4.108 .044 .026 1 .156 .091 .764 .001 1 .000 .000 1.000 .000 1 .056 .056 .813 .000

M×R 3 .456 .312 .817 .006 3 .056 .033 .992 .001 3 .117 .050 .985 .001 3 .106 .106 .957 .002

Table 2: ANOVA main effects and interactions for the Notification questionnaire (M: Method, V: View, R: Role). Note that View were not evaluated for
the subjective questionnaires as a trial encompasses both within-view and out-of-view cases.

Notification: The Notification questionnaire consists of four
scales: Intrusiveness, Noticeability, Understandability, and Urgency.
Statistical analysis revealed a significant main effect of Method across
all scales. Notably, Intrusiveness demonstrated both a significant main
effect of Role. No significant interaction effect was observed.

In terms of Intrusiveness, pairwise comparisons indicated that the
speaker role yielded significantly higher intrusiveness scores than the
listener role (p = .044). Regarding Method, significant differences
were observed between Light-Audio and Light (p < .001), Light-Audio
and Text-Icon (p = .011), and Light and SGD (p = .008).

For Noticeability, the pairwise comparison showed that Light-Audio
was significantly more noticeable than all other methods (p < .001)
while Text-Icon was significantly less noticeable than all other methods
(p < .001).

For Understandability, the pairwise comparison revealed that SGD
was significantly less ‘understandable’ than all other methods (p <
.001). No other pair showed significant differences.

For Urgency, the pairwise comparison revealed statistically signif-
icant differences between all methods, with Light-Audio having the
highest score (p < .001 for all pairs except for Light and Text-Icon,
p = .036). See Figure. 7-(e).

Preference: There was a statistically significant main effect of
Method on participants’ preference scores. No other statistically sig-
nificant main or interaction effects were found. Pairwise comparisons
revealed significant differences (p< .001) in preference scores between
Light-Audio and SGD, Light and SGD, Light-Audio and Text-Icon, and
Light and Text-Icon. See Figure. 7-(d).

6 DISCUSSION

In this section, we explore the results and discuss possible design
implications derived from them.

6.1 Effect of Audio Cues in Our Approach
The results analysis unveiled intriguing effects of the Audio module in
our approach. The outcomes suggest that the audio cue is effective in
alerting users and conveying information, as evidenced by significantly

faster response times and higher noticeability. The fact that it scored
significantly higher in Urgency implies the potential to dynamically add
or detach the audio module based on the urgency of user conversations.
This could be an interesting avenue for further evaluation, especially
considering the perspective of new speakers. However, the significantly
high perceived intrusiveness suggests that there may be cases where
users dislike the intrusive nature of audio cues. Nonetheless, it is
promising that users rated a high preference for this method.

Expanding on this, it would be valuable to explore user preferences
concerning the customization of the audio module. For instance, in-
vestigating whether users would prefer adjustable volume levels or the
ability to choose specific sounds could contribute to a more tailored
and user-friendly experience.

6.2 Perceived Interruption in Conversational Flow
Interestingly, we observed an effect related to whether the participant
was a speaker or a listener when receiving the new speaker signal.
Participants generally perceived a better conversational experience
when they were listeners compared to when they were the speakers. A
participant noted, “I felt slightly interrupted when there was a cue while
I was talking. I wasn’t completely bothered by some of the methods, but
I guess it’s natural to feel that way.” This is consistent with findings
from previous research indicating that users are more likely to visually
engage with others when they are listeners in a group conversation, as
opposed to when they are the speakers [35].

Six participants verbally expressed lower satisfaction with the SGD
method compared to others, citing interruptions to their conversational
flow as the primary reason for its reduced scoring. This aligns with
the higher perceived intrusiveness scores of SGD. Extending this obser-
vation, further investigation into user reactions during different stages
of conversation, such as during critical points or pauses, could pro-
vide deeper insights into how these cues impact the natural flow of
communication.

6.3 Preferred Subtlety in Attention Guidance
Participants highlighted reasons for favoring Light, emphasizing its
ability to blend into the environment. A participant stated, “I liked that



the lighting effect provided just enough cues to make me notice that
there is a change in the environment, but also I can easily ignore the fact
and revisit the direction the signal came from whenever I want without
feeling interrupted in between.” While users expressed a preference for
Light-Audio, concerns were raised regarding real-world applications. A
participant commented, “I was fine with the chiming sound here since
this was a short small talk among strangers, but I will be quite annoyed
by the frequency of the chiming sound if it constantly comes up. It
would be great if we can turn off the sound or the frequency of playback
can be controlled.” Surprisingly, SGD was disliked as users found the
constant modulation effect in their peripheral vision annoying.

Building on this, exploring user-friendly controls for adjusting the
subtlety of cues, such as the intensity of light or the frequency of audio,
could enhance the applicability of these methods in various real-world
scenarios.

Aligning with our group interview study, users consistently ex-
pressed a preference for characteristics of subtlety and diegeticness
in attention guidance methods in a conversational setting. Further re-
search into the nuanced aspects of these preferences could contribute
to the development of more user-centric and adaptable communication
systems.

7 CONCLUSIONS, LIMITATIONS, AND FUTURE WORK

We present a multimodal approach for guiding user attention in a social
VR group conversation setting. Our method aims to offer tailored atten-
tion guidance, providing more pronounced cues for highly engaged par-
ticipants and subtler cues for those less engaged, ultimately enhancing
the overall meeting experience. Leveraging light and spatial audio as
diegetic guidance methods within the virtual environment, our approach
demonstrated significantly reduced response times while maintaining
high perceived conversation quality and preference. Moving forward,
we envision extending our work to diverse VR social scenarios, includ-
ing presenter-audience relationships and dynamic party-like settings
with multiple small groups forming and disbanding continuously.

Although our work has achieved notable results, it has some limi-
tations. Firstly, in our formative study, interviewees were presented
with existing methods using video forms, not experiencing them within
VR themselves, due to computational constraints among the intervie-
wees. This approach suggests that different findings might emerge if
the methods were presented in an immersive VR environment. In our
evaluation study, a pre-recorded setup was employed, necessitated by
the requirement for multiple actors to represent different avatars in each
scenario. This approach was taken to avoid participant familiarization
with specific virtual agents and to maintain consistency. Additionally,
it mitigated potential network connectivity issues that could adversely
affect the conversational experience. However, it is important to note
that communication satisfaction scores might vary in real-life settings
and may present more nuanced outcomes. In future work, we plan
to incorporate real-user conversations using the Desert Survival Task
(DST [29]), as employed in prior studies [32].

The brevity and informal nature of the conversations conducted
in this study may also have impacted the results. Additionally, the
brevity and informality of the conversations. Further investigation in
more formal or presentation-like settings, where participants engage in
longer and structured discourse, could yield diverse outcomes.

Furthermore, our virtual environment’s default lighting setups, op-
timized for typical scenarios, may not suit environments with differ-
ent lighting conditions, such as dark rooms. A promising avenue for
future work involves exploring user perceptions of ‘subtle’ and ‘in-
trusive’ lighting in varied settings and defining parameter thresholds
accordingly. Another potential research direction is the integration of
automatic engagement detection, utilizing non-verbal cues like nodding
or physical gestures. This would provide a more comprehensive under-
standing of user engagement dynamics in virtual social interactions.

As we progress, it is essential to consider the challenge of managing
multiple participants who wish to speak using our approach. The visu-
alization and signaling of the order of users and queuing mechanisms
demand careful consideration. Future work should delve into how to

effectively represent and manage user queues, ensuring a smooth and
organized communication flow.
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