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Abstract—This paper introduces an efficient and passive  Over the past decades, many methods were developed in
discrete modeling technique for estimating signal propagation order to model the propagation delays through transmission
delays through on-chip long interconnects that are represented |inag Transmission line characteristics are usually represented

as distributed RLC transmission lines. The proposed delay model by t dental functi h . | f d li
is based on a less frequently used numerical approximation y Hanscenaental iunctions where sighal irequency and iine

technique, called the differential quadrature method (DQM). The length are arguments. As transmission lines are generally
DQM can compute the partial derivative of a function at any characterized in the frequency domain and are usually ter-
arbitrary point located within a prespecified closed domain of the  minated with nonlinear loads, the time domain models of
function by quickly estimating the weighted linear sum of values  yangmission lines are derived by applying the convolution
of the function at a relatively small set of well-chosen grid points . . .
within the domain. By using the fifth-order DQM, a hew approxi- operation. _Th!s al!ows us to ot_)serve the transient response of
mation framework is constructed in this paper for discretizing the ~the transmission line [1]. Considerable amount of research has
distributed RLC interconnect and thereafter modeling its delay. been done in the literature to convert the frequency-domain
Due to high efficiency of DQM approximation, the proposed solutions to time-domain responses. The typical methods are
framework requires only few grid points to achieve good accuracy. e fast Fourier transform (FFT) and numerical inverse Laplace
The presented equivalent-circuit model appears like the ones de- - -
rived by the finite difference (FD) method. However, it has higher transform _(NILT)' which can be _employed In m_ost cases.
accuracy and less internal nodes than generated by the FD-basedWhen the inverse transforms are directly used to find the time
modeling. The fifth-order DQM modeling technique is shown to models, the computation complexity becomes proportional to
preserve passivity. It has linear forms that are compatible withthe  the square of the simulation time, thus significantly slowing
passive order-reduction algorithm for linear _network. Numerical down the circuit simulators. Moreover, these methods have
experiments show that the proposed modeling approach leads to N . e -
high accuracy as well as high efficiency. an intrinsic shortcoming due to aliasing error that introduces
_ ) _ inaccuracy to evaluate the delay. On the contrary, the method
Index Terms—Dbifferential quadrature method (DQM), discrete ¢ characteristics (MC) can accurately separate the time
transmission line model, equivalent circuit, interconnect modeling, delav due to distributed inductance and capacit Itis al
passwlty, transient simulation. . y X pacitance. Is_a SO
efficient and accurate for solving the telegrapher’'s equations
of transmission lines. Transmission line models obtained by
. INTRODUCTION MC can be implemented into the existing circuit simulators
ITH the feature size of VLSI technology continuallySuch as SPICE. However, the frequency domgin equations_of
shrinking and chip area simultaneously increasing, thdC are not linear; _therefore, they cannot be incorporated in
VLS circuit simulators are now encountering formidable chamodel-order reduction. . .
lenges to precisely model various passive circuit elements suctRécently the reduced-order macromodeling has been widely
as multilayer interconnects, substrates, wells, packaging stri§€d. Asymptotic waveform evaluation (AWE) technique was
tures, etc., so that their electrical characteristics can be preseffi&ifirst well-known macro-modeling method for representing
to circuit simulator along with short-channel device models. Abe general linear networks [2], [3]. However, AWE macro-
the length of on-chip global interconnects increases to few cdRodeling technique had two intrinsic limitations, namely poor
timeters, at very high-speed of operation, when the time of flighcuracy and instability. These shortcomings have been over-
of signals is comparable to their rise/fall times, the parasitic if9Me in subsequent research work that led to the development
ductance of passive elements plays a dominant role in det@f-the complex frequency hopping (CFH) method [4], [5].
mining the signal waveforms and propagation delay. In ordeinlike AWE that uses a single expansion point, CFH performs
to accurately estimate the signal integrity and circuit speed, t#i¢ Taylor series expansion of the characteristic function at
interconnect modeling algorithms that are now being used fHltiple points on the imaginary axis, which are known as

circuit simulators must model these interconnects as distribuf®@PPing points. Frequency hopping on the complex plane
RLC transmission lines. allows the CFH to improve its accuracy and the process is
inherently stable since it has no poles on the right plane. The
residues of the poles are determined using a selected set of
Manuscript received December 3, 2002. This work was supported in partt&y\"order mome_ms generated at various expansion points for
MURI Grant and in part by an ONR Grant. _ o frequency hopping. CFH preserves the poles of the transfer
The aL_Jthors are W|th the De_partment of Electrical Engineering and CF"‘RJnction rather than the moments, and it circumvents the
puter Science, University of Michigan, Ann Arbor, MI 48109 USA (e-mail.. . .
qwxu@eecs.umich.edu; mazum@eecs.umich.edu). ill-conditions encountered in AWE. However, each hop of
Digital Object Identifier 10.1109/TVLSI.2003.817522 CFH requires its own expensive processing time and complex
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mathematical manipulations while AWE only requires onef the whole circuit. A compact difference method is employed
expansion. Two other techniques employing two-pole [6] an literature [13], which has fourth-order accuracy. In this dis-
multipoint moment matching methods [7] can also generateetization approach, the number of unknowns per wavelength
reduced-order macromodels. required for highly accurate modeling is smaller and its depen-
Currently the development of model reduction algorithms tence on the electrical length of the line is weaker.
in progress for macromodeling very large linear network con- The drawback of low-order finite methods can be removed by
taining distributed transmission lines. The realistic integratessing the high-order finite methods or pseudospectral methods
systems generally include a large number of state variables dg}. The mathematical fundamental of FD schemes is the
sociated with the distributed interconnections and lumiRe@ Taylor series expansion. The scheme of low-order finite method
elements. In order to overcome this difficulty, model reductiois determined by low-order Taylor series, while the scheme of
has been employed. A large system is at first partitioned inbigh-order finite method is determined by high-order Taylor
both nonlinear and linear systems; then the algorithms séries. In general, the high-order schemes have a high-order
model-order reduction are performed to linear parts only. ttuncation error. Thus, to achieve the required accuracy, the
is very important that the reduced-order model maintain timesh size used by the high-order schemes can be much less
passivity properties of the original circuit. Though the Krylothan that used by low-order schemes. As a result, the high-order
subspace techniques such as Padé Via Lancoz (PVL) [8] asuhemes can obtain accurate numerical solutions using very
Matrix Padé Via Lanczos (MPVL) [9] are passive in somé&w mesh points. Chebyshev polynomial representation, a kind
cases, the Padé-based reduced-order model cannot guarasfteseudospectral methods, has been used to model transmis-
passivity for generaRLC circuit. On the other hand, a newsion lines and shown high efficiency [15]. However, it cannot
direction for passive reduced-order model shown in [10], guarantee passivity.
based on congruence transformations. An extended techniquin this paper, the fifth-order differential quadrature method
based on Arnoldi's method with congruence transformatio®QM) is employed for passive modeling of transmission lines.
is presented in the literature [11], in which the PRIMA alA numerical technique similar to the spectral method, DQM was
gorithm was demonstrated as a milestone to develop passviginally developed by mathematicians to approximately solve
reduced-order models. nonlinear partial differential equations (PDE) [16]. As an al-
Although the algorithms of model reduction are well deveternative to the FD and FE methods, the DQM gained use in
oped and are being continuously improved, it can only handdelving differential equations in many engineering areas. The
the finite-order systems in the forms of state equations. Spedifea of DQMs is to quickly compute the derivative of a func-
ically, the original system to be reduced should be describedtion at any grid point within its bounded domain by estimating
the form ofA 4+ s B = C. Transmission lines, however, are repa weighted linear sum of values of thenctionat a small set of
resented by nonlinear partial differential equations, which apints belonging to the domain. Recently general DQMs have
infinite order systems. Therefore, it becomes imperativdiso been employed for interconnect modeling [17], and high effi-
cretizethe transmission lines into models involving finite stateiency is observed. However, the passivity cannot be guaran-
variables so that they are stamped into the stenellpE B = C' teed. This paper adapts the DQM for passive interconnect mod-
prior to the reduction process. However, the finite-order transhing in the following steps.
mission-line models must preserve the passivity of the original At first, the fifth-order DQM is investigated and the specific
distributed transmission lines. approximation frame is derived for the modeling of trans-
One of thediscretizationmethods is the distributed mod-mission lines. Then following the conventional FD model
eling, which implicitly obtains state equations with finite statef transmission lines, the discrete models are obtained by
variables [7]. On the other hand, the most effort to develagsing the fifth-order DQM-based approximation framework.
finite-order models of distributed transmission line is focusddke FD-based models, the proposed discrete models can be
on direct discretization approaches, which generally select giitorporated into popular all-purpose simulators. Due to the
points along the lines. As partial differential equations have besuaper efficiency of DQM, the proposed discrete modeling ap-
long approximately solved by finite difference (FD) or finiteproaches give high-approximation accuracy using moderately
element (FE) methods [12], the discretization of transmissidew grid points, which improves the computational efficiency
lines is far from a new topic. For instance, it is the FD discret# transmission line modeling. The generated discrete models
model that represents the distributed transmission lines in e theoretically proved to be passive, and have the linear form
linear network handled by the original PRIMA algorithm [11]of A + Bs = C, therefore, they are compatible to the reduced
A low-order finite method to model transmission lines givesrder algorithm for linear circuit reduction. However, this
well understandable physical explanation of lumped elemeamesentation focuses on the DQM-based discrete modeling, and
equivalent circuits. Such a popular approach for discrete maoslHl not be concerned on model-order-reduction techiques.
eling directly segments the line into sections whose lengths areThe organization of this paper is as follows. In Section Il, the
chosen to be small fractions of the minimum wavelength. Deiechanisms of two kinds of DQMs are reviewed and the ap-
spite its simplicity, it has the disadvantage that the number pifoximation framework is derived by using fifth-order DQMs.
grid points, depending on the minimum wavelength, is gené€rhe fifth-order DQM-based model of single transmission line
ally as large as dozens. Consequently, such an approach resuktsdiscussed in Section Ill and it is extended for multicon-
in very large numbers of lumped elements for accurate maodiictor transmission lines (MTLSs) in Section IV. In Section V the
eling and thus sharply increases the number of state varialkdesuracy and efficiency rules of fifth-order DQM-based mod-
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eling approaches are investigated. Numerical examples are pre- th_ d2 U3 s Us
sented and the results of the proposed approaches are compared 1

with the results obtained using other methods in the following *‘“'“ .’_T
sections. FRRERLLLELELRAELE é

Il. APPROXIMATION FRAMEWORK FORTRANSMISSIONLINES  Fig. 1. Approximation framework based on fifth-order DQM.

The presented approximation frame is based on DQM, whose = = | _ ] _ o
mathematical basis is the interpolation function. In the practicé@mbination in anN-dimension linear subspace, which is
application of distributed transmission lines, thdomain dis- SPanned by the following orthogonal base:
tributed voltages or currenis = u(z, s) = {V(xz,s), I(z,s)} . . N—-1 N-1
can be approximated by means of interpolation as follows: g(z) = {1,sinwz, cos 7z, ..., sin T, Cos

T}
®)
: N whereN is the number of grid points that is normally an odd
u(w,s) ~u™N(z,5) =Y Li(z)ui(s) # €[0,1] (1) number. In order to determine the weighting coefficients using
i=1 sine and cosine functions, let (2) be exact when test functions
whereu;(s) = {V(zi,s),I(z;,s)} andL;(z) is an interpola- take the setof (5), then the weighting coefficients are determined

tion function determined by;’s and interpolating formulation. by

N
A. Differential Quadrature Methods Z aijg(x;) = iq(x.) i=1.92 N
1]. J d . 1) ? A -

j=1

We employ the DQM to approximate the first-order derivative
of the distributed voltages or currents along transmission line

[16], given by SThe explicit formulas in this case are given by [18]

N o 3 iy, sin (2 —21)3)
8 al] - . T . T ) 2 #J
a—u(xl s) = Z a;juj(s) 2 sin (i — 7)) [Lizisin ((zi —2x)5)
xXr

=t Qi = — Z ik (6)
wherer € [0,1],0 = 21 < 22 < --- < zx = 1, andi,j = ki
1,2,...,N. Equation (2) is called thé&vth-order differential  All the DQM coefficients in (4) [or (6)] form anlV x N ma-
guadrature approximation. trix, called DQM operator. For the application below, here we

The key procedure to this technigue is to determine the dgive a property of DQM operators.
ferential quadrature (DQ) coefficients;. Once the locations of ~ Theorem 1:1f the grid points are equally spacing, then the
grid points are selected, the DQ coefficients are uniquely detEXQM operator is inverse symmetric with respect to the central
mined by the formation of interpolatioh;(z). Following the point of the matrix, i.e.,
concept of the weighting residual method, one way suggested
by Bellman etc. in [16] is to let (2) be exact for test functions @ij = TN =i+ 1) (N—j+1)- (7)
: Proof: Equation (7) can prove to be true by using either
g(x) = {l,x,$2,...,xN_l}. 3) (4) or (6). a @ P Y g m

By substituting every item in the function set into (2), a s} Approximation Framework Based on Fifth-Order DQM
of equations having Vandermonde matrix is obtained, and the

coefficientsa;; can be calculated by solving the equations. Fur- Next we use fifth-order DQMs to construct the approxima-
ther studies give the coefficients by the following closed-forifions of the distributed voltages (or currents) along transmission

formulas: lines. For simplicity and without loss of generality, we study the
fifth-order DQM applied to a single transmission line at first.
G — 1 Hk#j(xﬂ' — k) it Assuming thatAB is a sliding window containing a section of
Y (i — ) Tl (i — ) the transmission line, if it is uniformly segmented into four sub-
1 sections, then five grid points are obtained as shown in Fig. 1.
Gii = Z T —x; (4) Normalizing the section AB into a unit length, the DQM ap-
7 ! proximation in this case is represented by
Such an approach is called polynomial-based differential h ay ais ... ais Uy
quadratu_re (PDQ). The above process_shows that the PDQ uly as1 sy ... a9 U
method is closely related to the collocation or pseudospectral = . . . (8)
method [14]. Its principal advantages over the latter, how- : : S :
ever, lies in its simplicity of using grid spacing without any Us as1 @52 ... @551 LUs
restriction. whereu; = u(z;,s) is the s-domain voltage at point;, u’s

Another way to determine DQ coefficients is to employlenote the derivatives
harmonic (triangular) functions, called harmonic differential .
quadrature (HDQ). AriVth-order Fourier expansion is a linear up = (@, 8)|o,
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Fig. 2. FD-based lumped-element equivalent circuit.

anda;;'s are the DQ coefficients determined by the methods dis- I1l. DISCRETEMODELING TECHNIQUE
cussed previously. Taking a weighting summation of all the nu-

- S . - . In this section, the approximation framework in (10), (11),
merical derivatives in (8), and employifitheorem 1it follows: PP (10), (11)

and (14) are employed to develop the transmission line model.

auy + buly + culy + buly + aul = puy + qua — qug — pus We begin with the simplest case of single line in this section,
o _ and then generalize the procedure to multiconductor transmis-

wherea, b andc are coefficients to be determined, and sion lines (MTL) in Section IV. In order to retain clarity of phys-

ical meaning, we follow the simplest conventional lumped-ele-

ment equivalent circuit model based on the FD method, and then

improve it by using the approximation frames of DQM-based
Letb = 0, p = 0 andg = —1, then the coefficients are modeling technique obtained in Section II.

calculated by

p =aa11 + bazi + cazi + bas + aas;
q =aays + bazy + caza + bagy + aass.

a3t A. Conventional FD-Based Discrete Model

T G11032 + (33051 — G13031 — B31052 Assume that a single transmission line stretches fromd to
a1y + asy along ther axis of a Cartesian coordinate system, wheisthe
©) length of the line. Let the distributed per-unit-length (PUL) pa-

L . rameters of the line be denoted By L, G, andC representin
Therefore, the DQM-based approximation frame for dis- _. . By L, G, Pr 9
. o X . ) resistance, inductance, conductance, and capacitance, respec-
tributed voltages along the transmission lines isobtained as X . .

tively. The Telegrapher’s equations can be written as

(12031 + (31452 — G11A32 — (32051

follows: p
—V(z,s) =—(sL+ R)I(z,s
ug — uz = auy + cuy + aus. (10) difl () ( M, 5)
At the end points, the approximation framework (10) are El($’8> == (sC+G)V(z,s). (15)
not applicable. In this case, assume the left-end approximatiorBy making an FD approximation to the derivatives in (15), the
framework have the following form: discretization with respect to the space coordinate equiva-

lent to a lumped-element network [12]. Since there are different
FD frameworks such as forward/backward difference and cen-
uz — uy =byuy + auj. (11) tral difference methods, the equivalent lumped-element circuits

We use the test functions (3) and (5) to determine the coe 1ay have different forms featuring T-celis;cells or half-cells.
the cell lengths are small enough, then the various models

cientsb; andbs, corresponding to PDQ and HDQ, respectively.. o P .
! > b g Q Q P )) eld similar results [19]. By approximating the transmission

Let (11) be exact to as many functions in (3) or (5) as possibfe. b work of T-cells. a d-el t circuit of a sinal
Specificly, in this case, enforce (11) being exact when the fi y€ by a network ot 1-cells, a lumped-element circuit ota singie
e is shown by Fig. 2.

two test functions in (3) or (5) are taken, the coefficients c i . _ o
In this equivalent circuit the voltage and current nodes are

therefore be determine as i S i
separated by a distance, which is in contrast to the alternatives

/ /
ug — ug =bjuy + auy

by = 1_ a, by = 1_ a (12) where the samples of both voltages and currents are taken at the
4 2 same points along the transmission lines. From Fig. 2, such a
for PDQ, and discrete frame has clear physical meaning featuRhg ele-
NG NG ments. Assuming the number of T-cellsNg the transmission
bi=—~-——, bp=a+ — (13) line is segmented intAN sections, which form an open-loop
2m & circuit having N + 1) nodes andqN + 3) state variables.
for HDQ. Among the state variables ai®¥ {-2) nodal voltages and\(+1)
Apparently, the right-end approximation framework can b@aductance currents, which have the following relationship:
analogously obtained Vier = V; =2Z;I; i=2,...,N
us — ug =auy + brug Liyn—-L;=Y;V; i=1,...,N (16)
us — ug =auy + bou)y. (14) for center grid points and
Equations (10), (11), and (14) constitute the complete approx- Vo=Vi=Z16a

imation framework. Vi1 — VN =Znt1ln41 (17)
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Fig. 3. Fifth-order DQM-based equivalent circuit.

for boundary points, where If defining the following current controlled voltage sources
g Bashd . (G+sO)d 18) (CCVS)
' 2N 7 ' N . ‘/ie. :aZi—lli + CZ'iI'i—i-l + G’Z’i+1l’i+27 1= 1, ceey (N - 1)

However, the choice of cell length depends on the minimumVe b, 2T + aZol
wavelength of interest as well as the electrical length of the "1 — 1141 T #2102
transmission lines, which require that dozens of grid points pév+1 =@ZNIN + b1 Zn41IN 41 (23)
minimum wavelength are needed to achieve necessary com W3 the voltage controlled current sources (VCCS)
tational accuracy. Consequently, the number of state variables
increases to a great extent and the computational efficiency dgs —qY; |V; | + cYiV; + aY; 4 1Vigy, i =2,...,(N —1)
creases remarkably. The applicability of this method is chaI-If, —boYi Vi + aYaVe

lenged especially when handling MTLs.
Iy =aYN_1 Vo1 + 02YN VN (24)

B. Fifth-Order DQM-Based Discrete Model then the fifth-order DQM-based discrete model can be shown
The fifth-order DQM-based discrete model can be obtaingg Fig. 3.

by analogy to the FD approximation framework in (16) and (17). Fig. 3 shows that the DQM-based model has explicit phys-

Like in Fig. 2, the transmission line is uniformly segmented intal meaning. The DQM-based discrete model is a chain com-

2N SeCtionS, then the discrete circuit haW(—i— 1) nodes. At prised of CCVSs and VCCSS, Compared to the FD-based dis-

each node, the Telegrapher’s equation is discretized as crete model that is a cascadeRIfC elements.

V! =ZI, I'=Y;V; i=1,....2N+1). (19) Assuming thatVy, and Vx4, are, respectively, the applied

voltages at two ports, the state equation of the open-loop dis-

In order to apply DQM approximation framework, the lengtt, e model shown in Fig. 3 can be formulated by using modi-
of transmission line should be normalized to match with t%d nodal analysis (MNA) [20]

condition of (8). Specifically, the length of each small section

is normalized to be 1/4 unit so that five consecutive grid points([ P, Pﬂ i [Q1 0 D {V] b { Vo } (25)
constitute one-unit length over which the fifth-order DQM can\ | -P% P, 0 Q2 I Vvt

be performed. Therefore, it follows in the discretized (19):

whereV = [V} V, ... Vy]T € RMis the vector of nodal
Zi =R; + sL; = 4_d(R+ sL) voltages;I = [I; Ir ... In41])T € RN s the vector of
Z(Jiv branch currents; matricd®; € RN*N, P, € RIVHDX(N+1),
Y; =G+ sC;= ——(G+sC)i=1,...,(2N + 1) (20) Ps € RN+, Q; € RN*N andQ, € RW+D*(N+1) gre,
) 2N ) _respectively
Applying (10), (11), and (14) to the corresponding grid i
points, we obtain the DQM-based discrete modeling frame- biG;  aG;
works for voltage and current as represented by aG;  cGi aG;
Vier = Vi=aZ;_11; + cZ;lip1 + aZ; 1 1o, P1= (26)
i =1 (N _ 1) aGi CGi aGi
AR L G,Gi blG,
Liv1 — L =aY; Vi1 + Y3 Vi +aYi 1 Vig "boR;  aR;
1=2,..., (N - 1) (21) aR; cR;, aR;
for center grid points and Py = (27)
Vi—Vo=b1Z111 +aZaly aR; cR; baRi
Vst — Vi =aZyly + b Zxar Iyt L aft Dol
12—11 :b2Y1V1+aY2V2 -1 1
Ing— In =a¥n_1 Vo1 + YoV (22) Py = S (28)
for boundary points. L -1 1
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(0105 aC; Some remarks on DQM modeling technique and passivity
aCi  cCi aC; are as follows. (a) As a general rule, cast into MNA equation
Q= (29) like (25), a circuit is passive if the matric&%,, P2, Q1, and
aC; cC; aC; Q: are all nonnegative and symmetric. An immediate result of
i aC;  b,C; this rule is that the discrete modeling shown in Fig. 2 is also
byL; L passive. (b) The symmetry of the matrid@s, P>, Q1, andQ-
aL; cL; al; is guaranteed by uniformity of transmission line, and boundary
) ) ) approximation frames (11) and (14). (c) In (25), matriges
Q2 = R B (30) and—P1 are naturally formulated by modified nodal analysis,
ali cLi alL; as stated in [22]. (d) With comparable accuracy, the DQM-based
L aLi byL; modeling has higher efficiency than FD-based modeling, which
b= 0 0 1 0 (31) is shown in Section V. The reason is that the proposed modeling
0 00 1] approach employs the global approximation framework, which

leads to the fact that the matricBs, P», Q1, andQ, for DQM-
C. Passivity of the DQM-Based Model based modeling are denser than those for FD-based modeling:
fle former are tridiagonal matrices, and the latter are diagonal

As stated in classical circuit theory, interconnections of statf g\trices

systems may not necessarily be stable; interconnections of ﬂg
sive circuits are passive and therefore stable. When multiport

models are connected together, the resulting overall circuitcan V- DISCRETEMODELING OF MULTICONDUCTOR
guarantee to be stable only if each of the multiport models is TRANSMISSIONLINES

passive [11]. In this view, it is extremely important to invesa. Discrete Model

tigate the passivity of the discrete model that results from the
discretization of telegrapher’s equations. In order to do this, t
following definitions and results are referred to [21].

Lemma 1: Necessary and sufficient conditions for a transf
functionn x n matrix Y (s) to be passive is thd (s) is posi-
tive-real: (1) each element &f (s) is analytic in®(s) > 0, (2)
Y(s*) = Y*(s), and (3)(Y*)"(s) + Y (s) is nonnegative def- V=21, .=Y,V,, i=1,...,2N+1)  (35)
inite for all (s) > 0.

Lemma 2: An n-port network is passive if and only if its where
admittance matriX (s) is positive-real.

Lemma 3: If A(s) is positive-real, thet\ =1 (s) is positive-
real, if existed.

Lemma 4:1f A(s) is positive-real andB is real, then
BT A(s)B is positive-real.

We now return to the MNA formed state equations (25?.
Noting that the original port variables a¥@, I, V1, and

The discrete model of multiconductor transmission lines

?ﬁTL) can be straightforward obtained by extending that of

single transmission line. Similarly, the MTL is segmented into

eiN sections. At each grid point, the Telegrapher’s equations of
M-coupled transmission lines are represented by

Vi :[‘/Ll ‘/;2 o ‘/;]\[]T
I =1} 17...1M"

are voltage and current vectors corresponding to:thegird
oint, respectively, and

Z; =R, + sL; = dd

In+1, the admittance matrix is obtained as W(R + sL)
-1 4d .
-Pi P, 0 Q.

and the passivity of (32) is determined by the following theorem. The approximation frames of MTL are as follows:
Theorem 2: The matrixY (s) in (32) is positive-real.

Proof: Using Lemmas 1-4, the matriX(s) being posi- Vi1 = Vi =aZioibi + cilipy + aZiyalin,

tive-real ascribes to that the following matrix is positive-real i=1...,(N-1)
W — P, Pj Q © 33 Ly —Li=aY;1Vi1+cY;Vi+aY11 Vi,
“l-pT P, | T 0 Q. (33) i=2,...,(N-1) (36)

Referring back to Lemma 1, the first two conditions are alYar center grid points and
tomatically satisfied for matri’W. In proving that matrixW

satisfies condition (3), noting that matricBs, P, Q1, andQ- Vi =Vo=0Z11; + aZ>1,
are all symmetric, it follows Vit — Vy =aZyIy + 01 Zy1 Iy
W+ (W*)T =2 Poo 0, 2R(s) Q01 (34 I =1 =b Y1 Vi +aYsVy
0 P 0 Q2

. ' IN+1 —In =aYN_1Vn_1 + YNV (37)
As matricesP1, P,, Q;, and Qs are all nonnegativeW +

(W*)T' is therefore nonnegative. Thus, the malixs) is posi- for boundary points. Similarly define the VCCSs and CCVSs
tive-real and the DQM-based model for single transmission lime in Fig. 3, the equivalent circuit for MTL can be shown as in
preserves passivity. m Fig. 4.
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Fig. 4. Equivalent circuit of MTL.

Likewise, the open-loop MNA-formed state equation of the

discrete model of an MTL follows:

Boel e[S al) Y] el
~ ~ + s ~ ~ =b | ~
<[—P§ P, 0 Q I Vi o
whereV = [VT VI . VT|T ¢ RNM js the vector of

nodal voltagesI = [I7 17 ... ILal" e RIVHOM s the

vector of branch currents; matric®, € RNMXNM P, ¢
RN+F)Mx (N+1)M f)3 € RNMx(N+1)M Ql € RNMxNM

andQ, € ROVFDMx(N+1)M gre respectively

r01G; aG;
aG,L- CGi aGi
P, = ’ " (39)
aGi CG,L' aGi
L (lG, blG,
rboR; aR;
aR,L- CR,L' aRi
P, = ' " (40)
aRi CRZ' G,Ri
L aRi b2R7
-U U
~ -U U
P3 = N (41)
L -U U
r6:C; aC;
aCi CCZ' aCi
Q. = ' K (42)
aCi CC,L' aC,L-
L aCi blci
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1
e

bQLi aL,L-
aL,L- CLi aL,L-
Q2 = ' " (43)
aLi CL7‘, aL,,;
G,Li bgLi
=~ 0 o U ... 0
b= 0 0 O -U (44)

whereU is the M x M unit matrix.

B. Passivity

Analogously, noting that the original port variables afg,
I;, Vny41 andIy gy, the admittance matrix for MTL is repre-

sented by

~ ~ ~ —1

~ P, P Q o0 -

=b” L A3}+ [ LS D b. (45
<[—P§ P70 Q (43)

The passivity of MTL discrete model is guaranteed by the
positive-real property of (45), which is shown by the theorem
below. R

Theorem 3: The matrixY (s) in (45) is positive-real.

Proof: Using Lemmas 1-4 and referring to the proof of
the positive-real property of (32), this theorem can be proved
similarly. ]

To complete this section, the quantitative statistic for the
fifth-order DQM-based modeling of an/ coupled MTL is
summed up as follows: the number of discrete sectioRsVis
the number of nodes in the open loop circui(2V + 1)M,
the number of voltage state variable$ + 2) M, the number
of current state variables {8V + 1) M, and the total number of
state variables is thu@N + 3) M.

Y (s)
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TABLE |
STANDARD ERRORS(/N': THE NUMBER OF SECTIONS)

N 6 8 10 12 14 16 18 20
FD 0.6752 0.2179 0.0896 0.0432 0.0233 0.0136 0.0085 0.0055
PDQ5 0.0268 0.0041 0.0018 | 6.0952e-4 | 2.0443e-4 | 7.4012e-5 | 2.9120e-5 | 1.2376e-5
HDQ5 || 0.0176 | 1.0503e-12 | 0.0225 0.0860 0.1572 0.2163 0.2595 0.2888

V. ACCURACY OF DQM-BASED DISCRETE
MODELING TECHNIQUE A

— = f(x)=sin2x x

— Exact

-~ Central FD2, 20 sections
Z 5th order PDQ, 8 sections

In this section, we investigate the efficiency and accuracy
the proposed modeling approach. Similar to FD-based discr
model, DQM-based model leads to filter-like multiport devices
This kind of models have the approximate transfer functiol
which are agreeable to the exact ones over the low frequer:
band, and have more error as the frequency increases.

In practical applications, the accurate modeling means
guarantee its accuracy over a frequency bandwidth from
to a high frequency of interest. If the maximum frequenc
and the features of interconnections are known, the minimu  -4r
wavelength can be simply obtained. The efficiency of discre
modeling technique is represented by the freedom deg -6f
(the number of grid points) within a minimum wavelength tc
achieve an expected accuracy. It is known that the number -85 03 072 o5 o8 o7 o8 o9 1
grid points for FD modeling technique is needed to be as hi¢ X
as dozens. In order to evaluate the efficiency of the presented S o o
DQM-based modeling method, we compare it to FD methol¥: - Numerical differentiations over a minimum wavelength.

As the bases of the presented method is (8), we will first
determine how many grid points DQ approximation (8) needs
over a minimum wavelength to achieve a comparable accuragyere \,,;, is the minimum wavelength. Accordingly, the

Assuming that a signal in Fourier analysis has the form eumber of state variables of discrete model of a line with length
sine function along the minimum wavelength and that the waves (IV, + 3) for DQ modeling.
length is normalized to be 1, e.¢f\(z) = sin 27z, z € [0,1], For different standards, there are different methods to deter-
we use FD, fifth-order PDQ, and fifth-order HDQ to computenine the maximum high frequency. Here we refer to a metric
the numerical differentiations and compare their standard erraisiopted by HSPICE [23], the maximum frequency of interest
The unit wavelength is equally segmented into smaller sectiogan be evaluated by
over which the FD and DQ approximations are performed. The 0.35
results are shown as in Table |. fonax = 299 (47)

From Table |, the error of FD method keeps decreasing as tr

the number of segments increases. This also occurs to thafypferet,. is the rise time of the input waveform. The maximum

PDQ method, but at a faster rate. The error of HDQ, howevefequency determines the minimum wavelength within the spec-
shows oscillation as the number of sections increases. In org@f range of interest.

to achieve most accuracy as well as efficiency, we consider

fifth-order PDQ approximation adopting eight equal sections VI. CIRCUIT FORMULATION AND APPLICATIONS

and fifth-order HDQ approximation adopting eight equal sec-

tions. From Table I, both approximation approaches can giveThe frequency-domain models presented in previous sections

comparable accuracy to FD method with 20 sections. Their gD be directly incorporated in formulating reduction algorithm

merical differentiations over a unit minimum wavelength artk€ PRIMA[11]. However, this paper focuses on the efficiency
shown in Fig. 5, where central difference FD, fifth-order HDQ“”d accuracy of the discrete modeling technique, and will not be
and fifth-order PDQ use 20, eight, and eight equal sectiorf@ncerned on reduction models. Instead, the presented models
respectively. ' ' are directly incorporated into MNA matrix. Following the ap-
From the above comparison of per minimum wavelength rgroach in the literature [24], the time-domain counterparts of
olution, a heuristic rule for the resolution of fifth-order DQMs jliscrete transmission line model described by (25) and (38)

shown to segment eight equal sections per minimum wavelen§g! Pe directly incorporated into MNA equations as stamps.
in the spectrum. Therefore, for a transmission line with lenglieXt we present several examples. All the fifth-order PDQ and

d, the number of sample points for fifth-order DQM based modifth-order HDQ used in these examples employ equally spaced
eling technique is grid points. Since the spatial distributions of the grid points have

been fixed, all the coefficients in the approximation frames used
8d in these examples are available constants which have been al-
Np = +1 (46) ready obtained by the approaches of Section Il.

p =
Amin

IN
T

ation
n
T

Differenti
o
T

|
N
T




1076 IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS, VOL. 11, NO. 6, DECEMBER 2003

10 nH 50Q - T
500 10nH ‘ Vout
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— = Input
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S\ -~ HDQ5

Fig. 7.  Circuit of 3-coupled transmission line.

is 11 x 3 = 33. The main line waveform at poirA and the
crosstalk waveform at poir are shown in Fig. 8, altogether
with the result of HSPICE. The accuracy of transmission line
modeling is usually represented better by the accuracy of the
transient results at victim line. The simulation results show both
DQM-based modeling and HSPICE are agreeable.

In this example, HSPICE uses the FD method and segments
the transmission line into 20 sections, while the DQ methods
need only 8 sections. Furthermore, the 20 sections of FD method

Voltage(V)

02 o5 1 15 2 25 & a5 4 45 5 leadto42 x 3 = 126 state variables, while the 8 sections of
Time(ns) DQM modeling lead to onlyil x 3 = 33 state variables, as
stated at the end of Section IV. The whole circuit has 29 nodes
Fig. 6. Transient responses of single transmission line. using the proposed modeling technique, in contrast to 89 nodes

in using HSPICE. Cast in MNA matrices, the state equations
of the proposed methods have the size o3&, while that
The first example, a single transmission line as shown Pr%E FI.:) methoq has the size Of. 126126. As the running time of
Fig. 6, shows the transient simulation accuracy of the presenrgw0 vmgdnxg Ilnl\(;arhequatlogs IS ge?erally ]E)frqportlonailétlistheth d
modeling technique. The length of this transmission line isScto, O-b(?[;_er Q St %Yeast ozer:js I!mesTeh_|C|erg_cyats . bme_ 0"
and the PUL parameters ate= 360, ¢ = 100, » = 36 and btain accurate discrete modeling. This esimate 1S basically
rﬁ/erlfled by the total running time on an Ultra-1 SUN worksta-

g = 0.01 (Hereinafter, the units of PUL parameters are nH/m,~ "~ . . o
) . . tion: taking the same time step, the running time by DQM mod-
pF/m,Q/m, and S/m for inductance, capacitance, re5|stance]ling is 0.108 s, while that of HSPICE is 0.7 s.

and conductance, respectively). Noting that the transmissi%n]_he third example consists of coupled transmission lines as

line in this example is an undistorted line, the transient simg— own in Fia. 9. Amona the lumped elements of this example
lation response calculated by the Method of Characteristic:se%Ch of the ?ésiétors hags the valupe ofEGach of the ca acito[r) '
exact value if the round errors are neglected [25]. P

A hat th lied | . | h has the value of 1 pF, and the inductance is 10 nH. The length
ssume that the applied Input is a step voltage Whoggy, coupled transmission lines is 5 cm. The distributed pa-

rise time is 50 ps. The propagation velocity along the "nr%m - :
) . . eters of the two-coupled line (TL1) are represented in the
is 5/3 x 10% m/s, and by (47) the maximum frequency 'Sfollowing matrices: P (TL1) P

fmax = 7 GHz. Equation (46) shows that the number of sec-
tions using fifth-order DQ methods is approximately calculated 494.6 63.3 62.8 —4.9
as 8. Therefore, the number of state variables is 11. Fig. 6 = [ 63.3 494.6} » €= {_4,9 62.8}
shows that the transient result by PDQ is most agreeable with 100 0.0 01 —0.01
the exact value. R:[OO 100], G = [_001 0.1 }
The second example consists of three coupled transmission ' ' '

lines as shown in Fig. 7. The length of each transmission lineThe four-coupled line (TL2) has the following distributed

is 4 cm, and its RLCG parameters a¥ei; = Ro» = R33 = parameters:

344.8, L1y = Loy = L33 =497.6, L1o = L93 =76.5, L13 =0, }

0112033:108.2, 022:112.4, 0122023:—19.7, 013:0, 4946 63.3 78 0.0
G11=Go=G33=0.1, G12 =G93 =—0.01, andG33=0. L= 63.3 4946  63.3 7.8

7.8 63.3 494.6 63.3

Input excitation is a trapezoidal pulse with 100 ps rise/fall
0.0 7.8 63.3 494.6

time whose magnitude is 1 V. The phase velocities along the -

transmission lines are obtained by eigenvalue analydigbés (628 -49 -03 0.0
following, v,; = 1.4184 x 10® m/s, vy = 1.3625 x 10% m/s c— |49 628 —-49 -03
andv,; = 1.3601 x 10® m/s, respectively. According to the -03 -49 628 -49
rule of (47), the highest frequency of interest is 3.5 GHz. The L 0.0 -03 —-49 6238
minimum wavelength is thus calculated as 3.89 cm. Application rioo 0.0 0.0 0.0

of (46) shows that the number of sections using fifth-order DQ | 0.0 100 0.0 0.0
method is approximately calculated as 8. Therefore, the number R = 0.0 0.0 100 0.0

of state variables of transmission line for either PDQ or HDQ L0.0 0.0 0.0 100
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Fig. 8. Transient responses at (a) point A and (b) point B in Fig. 7. Fig. 10. Transient responses at (a) point A and (b) point B Fig. 9.

TABLE 1l
COMPARISON OFCIRCUIT STRUCTURES OFDISCRETEMODELING TECHNIQUE

Quantitative descriptions [[ PDQ | HDQ | HSPICE
Number of discrete sections of TL1 8 8 20
Number of discrete sections of TL2 8 8 20
Number of total nodes 56 56 175
Number of total state variables 66 66 . 252
Total CPU time (s) 0.54 0.54 1.55

108 m/s, vpp = 1.7412 x 108 m/s, vp3 = 1.8369 x 10° m/s,
andv,s = 1.7780 x 10% m/s.
If the excitation is a pulse with rise/fall time 0.1 ns and 2.8 ns

Fig. 9. MTL network.

—.Bl _'S ! __'00011 _0(')%1 square width, the highest frequency of interest willhg, =
G = '001 '01 '1 ’ o1 |- 3.5 GHz. Then the minimum wavelength for the TL1Ag,;, =
_(') 0 _'001 '01 _'1 Up2/ fmax = 5.027 cm, and the minimum wavelength for the

TL2 is 4.975 cm. The transient responses of main transmission
The phase velocities along the transmission lines are obtaitie@s and the responses of victim lines are shown in Fig. 10.

by eigenvalue analysis &fC. For the TL1, the phase velocities The statistic data in solving this example by the proposed

of two modes are,; = 1.8506 x 10® m/s andv,» = 1.7595 x  modeling technique and HSPICE are compared in Table II.

10® m/s, respectively; for the TL2, they ang; = 1.8859 x  Taking the same time step, the total running time on ULTRA-1
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SUN workstation is 0.54 s for the fifth-order DQM-based [7]

modeling technique and 1.55 s for HSPICE.

VIl. CONCLUSION

A numerical technique called the DQM is adapted for
interconnect modeling. The approximation framework is[1qj
derived based on the fifth-order DQM, and its advantageous
computational accuracy and efficiency are demonstrated
in contrast to those of FD methods. In tkedomain, the
fifth-order DQM-based modeling methods represent trans-
mission lines by matrix equations which is compatible with
Krylov subspace techniques for circuit reduction. The proposeHz]
modeling approaches generate equivalent-circuit interconnect
models consisting of VCCSs and CCVSs, which can bél3l
directly incorporated into circuit simulators like SPICE. The
proposed modeling approaches have been shown to produpe)
highly efficient equivalent-circuit models. For both single and
multiconductor transmission lines, the fifth-order DQM—based[15]
modeling technique generates as 8/20 discrete sections, 9/21
circuit nodes, and 11/42 state variables as HSPICE does, whil&6]
maintaining comparable accuracy. The proposed modeling
approaches are theoretically proved to preserve passivity. N7
merical experiments on linear network show that the fifth-order
DQM-based modeling technique generates solutions at Iea[sita]
three times faster than HSPICE.
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