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Abstract— Dynamic voltage selection and adaptive body bi-  Voltage selection approaches can be broadly classified into
asing have been shown to reduce dynamic and leakage powergn-line and off-line techniques. In the following, we réstr
consumption effectively. In this paper, we optimally solvethe ourselves to the off-line techniques since the presented ap

combined supply voltage and body bias selection problem for . -
multi-processor systems with imposed time constraints, gticitly proaches fall into this category, where the scaled supply

taking into account the transition overheads implied by chaging Voltages are calculated at design time and then appliechat ru
voltage levels. Both energy and time overheads are considgt. time according to the pre-calculated voltage schedule.

The voltage selection technique achieves energy efficiendy  There has been a considerable amount of work on dynamic
simultaneously scaling the supply and body bias voltages in voltage selection. Yao et al. [3] proposed the first DVS

the case of processors and buses with repeaters, while engrg hf inal t hich h th
efficiency on fat wires is achieved through dynamic voltageveing approach for single processor systems which can change the

scaling. We investigate the continuous voltage selectiorsavell SUpply voltage over a continuous range. Ishihara and Y_asuur
as its discrete counterpart, and we prove strong NP-hardnesin  [1] modeled the discrete voltage selection problem using an

the discrete case. Furthermore, the continuous voltage sation integer linear programming (ILP) formulation. Kwon and Kim
problem is solved using nonlinear programming with polynomal [6] proposed a linear programming (LP) solution for the dis-

time complexity, while for the discrete problem we use mixed t It lecti bl ith unif d .
integer linear programming and a polynomial time heuristic. crete voltage selection problem with uniform and non-umifo

We propose an approach that combines voltage selection and SWitched capacitance. Although this work gives the impogss
processor shutdown in order to optimize the total energy. that the problem can be solved optimally in polynomial time,

we will show in this paper that the discrete voltage selectio
problem is indeed strongly NP-hard and, hence, no optimal
l. INTRODUCTION solution can be found in polynomial time, for example using

LP. Dynamic voltage selection has also been successfully
Embedded computing systems need to be energy efficiempplied to heterogeneous distributed systems, mostlygusin
yet they have to deliver adequate performance to compuleeuristics [7], [8], [9]. Zhang et al. [10] approached conthus
tional expensive applications, such as voice processinj aupply voltage selection in distributed systems using aa IL
multimedia. The workload imposed on such an embeddémmulation. They solved the discrete version of the proble
system is non-uniform over time. This introduces slack imehrough an approximation.
during which the system can reduce its performance toWhile the approaches mentioned above scale only the
save energy. Two system-level approaches that allow an sopply voltageVyg and neglect leakage power consumption,
ergy/performance trade-off during run-time of the apgima Kim and Roy [4] proposed an adaptive body-biasing ap-
are dynamic voltage selection (DVS) [1], [2], [3] and adegti proach (in their work referred to as dynamig, scaling)
body biasing (ABB) [4], [2]. While DVS aims to reducefor active leakage power reduction. They demonstrate that
the dynamic power consumption by scaling down operationthle efficiency of ABB will become, with advancing CMOS
frequency and circuit supply voltagé;q, ABB is effective technology, comparable to DVS. Duarte et al. [11] analyze
in reducing the leakage power by scaling down frequentlye effectiveness of supply and threshold voltage selectio
and increasing the threshold voltagg through body-biasing. and show that simultaneously adjusting both voltages piesvi
Up to date, most research efforts at the system-level wdhe highest savings. Martin et al. [2] presented an approach
devoted to DVS, since the dynamic power componead for combined dynamic voltage selection and adaptive body-
beendominating. Nonetheless, the trend in deep-submicrbimsing. At this point we should emphasize that, as opposed
CMOS technology to reduce the supply voltage levels and these three approaches, we investigate in this paper ¢(iow t
consequently the threshold voltages (in order to maintaekp select voltages for a set of tasks, possibly with dependsnci
performance) is resulting in the fact that a substantiatipor which are executed on multi-processor systems under real-
of the overall power dissipation will be due to leakage cotse time constraints. Furthermore, as opposed to our work, the
[5], [4]- This makes the adaptive body-biasing approach atechniques mentioned abomeglectthe energy and time over-
its combination with dynamic voltage selection attractivge heads imposed by voltage transitions. Noticeable exceptio
energy-efficient designs in the foreseeable future. are [12], [13], [14], yet their algorithms ignore leakagenss



dissipation and body-biasing, and further they do not guae accuracy of results. On the other hand, issues like optimal
optimality. In this work, we consider simultaneous supplyoltage swing and increased leakage power due to repeagers a
voltage selection and body biasing, in order to minimizeot considered at all for implementations of voltage-doiala
dynamic as well as leakage energy. In particular, we invesmbedded systems. We have presented preliminary results
tigate four different notions of the combined dynamic vgita regarding processor voltage selection and simulatanemis p
selection and adaptive body-biasing problem — considerimgssor and communication voltage selection in [28] and.[29]
continuous and discrete voltage selection with and withoutQur contributions are the following:
transition overheads. A similar problem for continuousagé
selection has been recently formulated in [15]. However,
is solved using a suboptimal heuristic. The combination of . ) . o
. . dependencies execute a time-constrained application on a
dynamic supply voltage selection and processor shutdoven wa :
; . multi-processor system.
presented in [16] for single processor systems. The authos) . .
. " ér Four different voltage selection schemes are formdlate
demostrate the existence of a critical speed, under whi R . ; : ) ;
: e as nonlinear programming (NLP) and mixed integer linear
scaling the processor frequency becomes energy inefficient . .
i programming (MILP) problems which can be solved
due to the fact that the leakage energy increases faster than ) : )
. . optimally. The formulations are equally applicable to
the dynamic energy decreases. The leakage energy reduction ~ .
: X . : single and multi-processor systems.
is achieved there by shutting down the processor during the . . . .
S . . . o €) We prove that discrete voltage selection with and withou
idle intervals, without performing adaptive body biasing.

. . s the consideration of transition overheads in terms of
To fully exploit the potential performance provided by L . .
: . : energy and time is strongly NP-hard, while the continuous
multiprocessor architectures (e.g. systems-on-a-ctipjn- : . o
S ; voltage selection cases can be solved in polynomial time
munication has to take place over high performance buses, . ) . T
L g . (with an arbitrary given approximatiosi> 0).
which interconnect the individual components, in order t ) )
. d) We solve the combined voltage selection problem for
prevent performance degradation through unnecessary con- . o .
: : ) . processing elements and communications links. To allow
tention. Such global buses require a substantial portion of . . TR
S : an effective voltage selection on the communication links,
energy, on top of the energy dissipated by the computational .
L we outline a set of delay and energy models. Further,
components [17], [18]. The minimization of the overall emer . e .
. : . N we take into account the possibility of dynamic voltage
consumption requires the combined optimization of both the . . .
o . swing scaling on fat wires and address the leakage power
energy dissipated by the computational processors as well a

; o dissipation in bus repeaters.
the energy consumed by the interconnection infrastructure e) Since voltage selection for components that operate wit
A negative side-effect of the shrinking feature sizes is th& g P P

nereasngRC dely of ontip wing [19) 18, The man 3o 17568 Poced 0 be N, we niocuee
reason behind this trend is the ever-increasing line sis. piey

T : lation for the continuous voltage selection problem.
In order to maintain high performance it becomes necessa . .
N i . . . EY) We study the combined voltage selection and processor
to “speed-up” the interconnects. Two implementation style .
. . . . shutdown problem. In particular, we demonstrate that the
which can be applied to reduce the propagation delay are: .
; . ) processor shutdown is an NP complete problem even
(a) The insertion ofepeatersand (b) the usage dht wires : .
o . . : isolated from the voltage selection. We propose two
In principle, repeaters split long wires into shorter (&t . . ) .

. . solutions that integrate the shutdown with the continuous
segments [19], [20], [18] and fat wires reduce the wire 4o che crively with the discrete voltage selection
resistance [17], [18]. Techniques for the determinatiorhef _ P y. o g '
optimal quantity of repeaters are introduced in [19], [28h As mentioned earlier, in this paper we will concentrate on
approach to calculate the optimal voltage swing on fat wirgdf-line voltage selection techniques, that make use of the
has been proposed in [17]. Similar to processors with supgiatic slack existing in the application. In [30] we preseht
voltage selection capability, approaches for link voltagaling an efficient technique that dynamically makes use of slack
were presented in [21], [22]. An approach for communicaticgreated online, due to the fact that tasks execute less then
speed selection was outlined in [23]. Another possibility ttheir worst case number of clock cycles. Although the dstail
reduce communication energy is the usage of bus encodpighat technique are beyond the scope of this paper, incsecti
techniques [24]. In [25], it was demonstrated that share¥- we will briefly introduce its principles and illustrate its
bus splitting, which dynamically breaks down long, globagffectiveness in conjunction with the shutdown procedure.
buses into smaller, local segments, also helps to improveThe remainder of this paper is organized as follows: Pre-
energy savings. An estimation framework for communicatidiminaries regarding the system specification, the pramess
switching activity was introduced in [26]. power and delay models are given in Sections Il and IlII.

Until now, energy estimation for system-level communicarhis is followed by a motivational example in Section IV.
tion was treated in a largely simplified manner, [23], [2#da The four investigated processor voltage selection problem
based on naive models that ignore essential aspects suclarasformulated in Section V. Continuous and discrete veltag
bus implementation technique (repeaters, fat wires),dgek selection problems are discussed in Sections VI and VII,
power, and voltage swing adaption. This, however, veryrofteespectively. We study the combined voltage selection and
leads to oversimplifications which affect the correctnesd ashutdown problem in Section VIII. Power and delay models
relevance of the proposed approaches and, consequemly,ftin the communication links are given and the general pmble

I{ta) We consider both supply voltage and body-bias voltage
selection at the system-level, where several tasks with



We construct the mapped and scheduled task g&(n, ).

g ",, ' ,{'\ Further, we define the s@® C £ of edges, as follows: an edge
3 s f% : (i,]) € £°* if it connects taskr; with its immediate successor
[} 8 TR . . , )
2 fﬁ }’IJ '\ Tj (according to the schedule), wheneandt; are mapped on
e — @/.H the same PE or CL.
a) Target architecture with ! "
§n;ppeg task graph (b) Multiple component schedule (c) Extended TG . PROCESSORPOWER AND DELAY MODELS
Fig. 1. System models Digital CMOS circuitry has two major sources of power dissi-

pation: (a) dynamic powePyyn, which is dissipated whenever

active computations are carried out (switching of logides
of voltage selection for processors and the communicatiand (b) leakage powddeak Which is consumed whenever the
is addressed in Section IX. Extensive experimental resuftscuitis powered, even if no computations are performéue T
are presented in Section X, and conclusions are drawn dginamic power is expressed by [31], [2],

Section XI.
den:Ceff' f 'ded (1)

|| SYSTEM AND APPL|CAT|ON MODEL Where Ceff, f, and Vdd denote the eﬁ:ective Charged ca-

citance, operational frequency, and circuit supply agst

!n this paper we Conside_r e_mbedded systems WhiCh. are r%Jérépectively. Although, until recently, dynamic power gilis
ized as heterogeneous distributed architectures. Sutiitere ation had been dominating, the trend to reduce the overall

tures consist of several d_ifferent processing elements)P ircuit supply voltage and consequently threshold voltage
iusclg as prografmwaﬁl;a mlcrogr\?gessgféQSIPs,bli'PG_,?\rs], éing concerns about the leakage currents. For nearefutur
S, some of which feature an capability. est%chnology & 65nm) it is expected that leakage will account

computational components communicate via an infrastracty - significant part of the total power. The leakage power is
of communication links (CLs), like buses and point—to-poinbiven by [2]

connections. We defin® and L to be the sets of all processing
elements and all links, respectively. An example architect Pleak = Lg - Via - K- €4 Vad . gsVbs 1\l - 15, 2)

is shown in Fig. 1(a). The functionality of applications is . m
captured by task graph&(M,r). Nodest € M in these whereVys is the body-bias voltage ang, represents the body

directed acyclic graphs represent computational taskﬂngunCtlon leakage current (constant for a given technologii

edgesy € I indicate data dependencies between these ta%géng parameter<s, Ka4 and K denote circuit technology

(communications). Tasks require in the worst cas¥G clock ependent constants ahg reflects the number of gates. For
cycles to be executed, depending on the PE to which they
mapped. Further, tasks are annotated with deadlifiethat

have to be met at run-time. .
. . by V44, due to the fact that the constas is larger than the
If two dependent tasks are assigned to different Risind constantk, (e.g., for the Crusoe processor described in [2],

py with X #y, then the communication takes place over a ClK 4.19 while K, — 1.83)
5= 4. = 1. .

involving a certain amount of time and power. ; .
We assume that the task graph is mapped and Schedule%oﬁevertheless, scaling the supply and the body-bias voltage

the target architecture, i.e., it is known where and in Whicﬁr power saving, has a side-effect on the circuit delagnd

order tasks and communications take place. Fig. 1(a) shows aence the operational frequency [31], [2]:

example task graph that has been mapped onto an architecture f— 1 ((1+Kz) -Vag + Kz - Vbs— Vtn1)® 3)

aclrarity reasons we maintain the same indices as used in [2],
Wﬁere also actual values for these constants are givenséPlea
note that the leakage power is stronger influencetfaythan

and Fig. 1(b) depicts a possible execution order. d Ks - Lg - Vyd

To tie the execution order into the application model, Wiherea reflects the velocity saturation imposed by the used
perform the following transformation on the original taS'fechnology (common values.4l< a < 2), Lq is the logic
graph. First, all communications that take place over comimu depth, and<y, Kz, Ks andViny are circuit dependent constants.
cation links are captured by communication tasks, as itéita Another important issue, which often is overlooked, is
by squares in Fig. 1(c). For instance, communicayiery is  the consideration of transition overheads, i.e., each tinee
replaced by tasks and the edges connectingto 1 andtz are  processor's supply and body bias voltage are altered, the
introduced.X defines the set of all such communication tasl@qange requires a certain amount of extra energy and time.
and C the set of graph edgeS obtained after the intrOdUCtiqfhese energ¥y | and de|ay6k’j overheads, when Switching

of the communication tasks. Furthermore, we denote witfpm Vyg, 10 Vg, and fromVig, 10 Vi, are given by [2],
T =NU XK the set of all computations and communications. ! :

Second, on top of the precedence relations given by data &kj = Cr - Vg, — Vaagj|*+ Cs- [Vbs, — Vs ° (4)
dependencies between tasks, we introduce additional prece

. ' . O = ma - Maa. — Vda: - [Vos, — Vis; 5
dence relations € ®, generated as result of scheduling tasks kJ XPvda: [Veid, = Vag |, Pvbs: Vos = Vos ) (5)
mapped to the same PE and communications mapped onwhiere C, denotes power rail capacitance, a@d the total
same CL. In Fig. 1(c) the dependenciRsare represented assubstrate and well capacitance. Since transition time¥fgr
dotted edges. We define the set of all edgesfas CUR. andVisare different, the two constanpsg qq and pypsare used
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the transition overheady; depends on the maximum time % 3 7 5
required to rea_ch the new Voltage |eVe|S. (c) after reordering, without overheads (d) after reordering, with overheads
In the following, we assume that the processors can op-
erate in several execution modes. An execution mogdds .
. . . Fig. 3. Influence of transition overheads
characterized by a pair of supply and body bias voltages:
m; = (Mdg,,Vbs,). AS a result, an execution mode has an

associated frequency and power consumption (dynamic afge total leakage and dynamic energies of the schedule in
leakage) that can be calculated using Eq. 3 and respectively. 2(a) are 156uJ and 1617ud, respectively. This results
Eg. 1 and 2. Upon a mode change, the corresponding dejay; total energy consumption of ZBuJ.
and energy penalties are computed using Eq. 5and 4. Consider now the schedule given in Fig. 2(b), where tasks
Tasks that are mapped on different processors communicag executed at two different voltage settings Vigg and Vs
over one or more shared buses. In sections 4-8 we assume that— (1.8v,0v) and m, = (1.5V,—0.4V)). Since the voltage
the buses are not voltage scalable and thus working at a givitings for modemy did not change, the system runs at
frequency. Each communication task has a fixed executipgoviHz and dissipate®gyrn = 100mW and Pleaia = 75mW.
time and energy consumption depeding proportionally on thg modem, the system performs at 4Bthz and dissipates
amount of communication. For simplicity of the explanatipn Payre = 49MW and Peare = SmW. There are two main dif-
in sections 4-8 we will not differentiate between Compl(matl ferences to observe Compared to the schedule in F|g Z(a)
and communication tasks. A more refined communicatiqfystly, the leakage power consumption during madg is
model, as well as the benefits of simultaneously scaliRgnsiderably smaller than in Fig. 2(a); this is due to the fac
the VOItageS of the processors and communication links that in modem2 the |eakage is reduced through a body_bias

introduced in Section IX. voltage of —0.4V (see Eq. (2)). Secondly, the high voltage
modem, is active for a longer time; this can be explained

IV. MOTIVATIONAL EXAMPLES by the fact that scalingvys during modem, requires the
A. Optimizing the Dynamic and Leakage Energy reduction of the operational frequency (see Eq. (3)). Hence

Hi‘ order to meet the system deadline, the high performance

Fig. 2 shows two optimal voltage schedules for a set )
mode my has to compensate for this delay. Although here

three taskstj, T2, andts), executing in two possible voltage ! ,
modes. While the first schedule relies ¥y scaling only the dynamic energy was increased from 1) to 180pJ,

(i.e., Vis is kept constant), the second schedule correspond<@nPared to the first schedule, the leakage was reduced from
the simultaneous scaling 84 andVis Please note that the 13-561J to 8.02J. The overall energy dissipation is 2@uJ,

figures depict the dynamic and the leakage power dissipatifeduction by 12.5%. This example illustrates the advantag
as a function of time. For simplicity we neglect transitiorf! Simultaneous/qq andVis scaling compared t¥qq scaling

overheads in this example. Further, we consider proces?&ly'

parameters that correspond to CMOS technology70nm) o N

which leads to a leakage power consumption close to 403 Considering the Transition Overheads

of the total power consumed (at the mode with the highedte consider a single processor system that offers threag®lt

performance). modes,m; = (1.8V,-0.3V), mp = (1.5V,-0.45V), andmg =
Let us consider the first schedule in which the tasks af&.2V,—0.8V), wherem, = (Vyq,,Vbs,). The rail and substrate

executed either a¥yq1 = 1.8V, or Vyg2 = 1.5V, while Vhg capacitance are given && = 10uF and Cs = 40uF. The

andVpe are kept at U. In accordance, the system dissipatesrocessor needs to execute two consecutive tgsksand

Payrt = 100mW and Reax = 75mW in mode 1 running at t2) with a deadline of @25ms Fig. 3(a) shows a possible

700MHz, while Pyyp = 49mW and Reae = 45mW in mode  voltage schedule. Each of the two tasks is executed in two

2 running at 52MHz, as observable from the figure. We haveifferent modes: taski executes first in modey and then

also indicated the individual energy consumed in each of tire mode my, while task 12 is initially executed in mode

active modes, separating between dynamic and leakageyenemg and then in modamp. The total energy consumption of



this schedule i€ = 9+ 15+ 4.5+ 7.5 = 36uJ. However, if with consideration of transition overheads (COH), (c) dhse
this voltage schedule is applied to raal voltage-scalable voltage selection with no consideration of transition dnesds
processor, the resulting schedule will be affected by itimms (DNOH), and (d) discrete voltage scaling with considematio
overheads, as shown in Fig. 3(b). The processor requimstransition overheads (DOH).

a given time to adapt to the new execution mode. During

this adaption no computations can be performed [32], [33], VI. OPTIMAL CONTINUOUS VOLTAGE SELECTION

which increases the schedule length such that the |mpo§ﬁdthis section we consider that the supply and body-bias

deadline is violated. Moreover, transitions do not onlyuieg oltage of the processors can be selected within a certain

time, they also cause an additional energy dissipation. 1366 : . :
. ’ . . . . continuous range. We first formulate the problem neglectin
instance, in the given schedule, the first transition ovaalia® 9 b 9 g

from modemm, andmy requires an energy of 10 - (1.8V transition overheads (Section VI-A, CNOH) and then extend
15V)2 + 40uF - (0.3V — 0.45V)% — 1.8, based on Eq. (4), this formulation to include the energy and delay overheads

Similarly, the energy overheads for transitioBs and Oz can (Section VI-B, COH).

be calculated as 18uJ and 58uJ, respectively. The overall

energy dissipation of the schedule from Fig. 3(b) accuneslat?- Continuous Voltage Selection without Overheads (CNOH)

to 36+ 1.8+ 136-+5.8=57.2uJ. We model the continuous voltage selection problem, exolydi
Compared to the schedule in Fig. 3(a), the mode activatitine consideration of transition overheads (the CNOH probje

order in Fig. 3(c) has been swapped for both tasks. Asing the following nonlinear problem formulation.

long as the transition overheads are neglected, the enekginimize

consumption of the two schedules is identical. However,

applying the second activation order to a real processofavou ¥ | NG-Cett, -Vig, +Lo(Ka - Vag, - €4 0 - 5 b +|JU"Vb3<D'tk) (6)

result in the schedule shown in Fig. 3(d). We can observé™ Eayn, Ejealy,

that this schedule exhibits only two mode transitiom®; (

and O3) within the tasks (intra switches), while the switch subject to

between the two tasks (inter switch) has been eliminated. Th t N (Ks - Lg-Vdg,) 7

overall energy consumption has been reducef te 43.6uJ, k=NG- ((1+ K1) - Vda, + K2 - Vbg, — Ven, )® (")

a reduction by 23.8% compared to the schedule given in

Fig. 3(b). Further, the elimination of transitioB, reduces Dk+tk < D Vkl)€E (8)

the overall schedule length, such that the imposed deadline ;

is satisfied. With this example we have illustrated the effec Dx +Dtk i glk v T that have a deadline (1059)
kK 2

that transition overheads can have on the energy consumptio

and the timing behavior and the impact of taking them into Vadyin < Vad < Vddna @Nd Vosin < Vbs, < Vbsnae  (11)
consideration when elaborating the voltage schedule. ) _ _
The variables that need to be determined are the task emacuti

timest, the task start time®y as well as the voltageéyq,
and Vps.. The total energy consumption, which is the sum

Consider a set of task& = {1;} with precedence constraints,0f dynamic and leakage energy, has to be minimized, as in
that have been mapped and scheduled on a set of varidbfe (6)'. The task execution time has to be equivalent to the
voltage processors. For each taskts deadlinedl;, its worst number of clock cycles of the task multiplied by the circuit
case number of clock cycles to be execufe@; and the delay for a particulaVyq, andVhs setting, as expressed by
switched capacitand@ are given. Each processor can varfrd- (7). Given the execution time of the tasks, it becomes
its supply voltagd/yq andbody bias voltag&hs within certain  Possible to express the precedence constraints betwelen tas
continuous ranges (for the continuous problem), or, within (EQ. (8)), i.e., a task; can only start its execution after all
set of discrete voltage pairs, = {(Vyq,, Vbs,)} (for the discrete its predecessor taskg have finished their executiol{ +t).
problem). The power dissipations (leakage and dynamic) aR&edecessors of tagk are all taskstk for which there exists
the cycle time (processor speed) depend on the selectedyeoltan edge(k,1) € £ in the mapped and scheduled task graph.
pair (mode). Tasks are executed cycle by cycle, and eack cy@imilarly, tasks with deadlines have to be completegd{ t)
can potentially execute at a different voltage pair, i.¢.aa before their deadlinedlx (Eq. (9)). Task start times have to
different speed. Our goal is to find voltage pair assignmerf?¢ positive (Eg. (10)) and the imposed voltage ranges should
for each task such that the individual task deadlines are ni& respected (Eq. (11)). It should be noted that the obectiv
and the total energy consumption is minimal. Furthermor&d. (6)) as well as the task execution time (Eq. (7)) are esnv
whenever the processor has to alter the setting¥fgeand/or functions. Hence, the problem falls into the class of gdnera
Vbs a transition overhead in terms of energy and time RPnvex nonlinear optimization problems. Such problems can
required (see Egs. (4) and (5)). be efficiently solved in polynomial time (given an arbitrary
For reasons of clarity we introduce the following fouPrecisione > 0), [35].

distinctive problems which will be considered in this paper | _ . . .
Note thatabsand maxoperations cannot be used directly in mathematical

(a) C_’Qntinuous VOItage selection Wit_h no ConSidera.tion (Btogramming yet there exist standard techniques to oweecthis limitation
transition overheads (CNOH), (b) continuous voltage s@Bc by equivalent formulations [34].

V. PROBLEM FORMULATION



0

. . . 1
B. Continuous Voltage Selection with Overheads (COH) Sl 2 gt
a T T, (a) Schedule and mode
In this section we modify the previous formulation in order -n2 ml execution order

to take transition overheads into account (COH problemg Th Yo
following formulation highlights the modifications. e bl

10200015 5] (b) Tasks and clock cycles in
M | n|m|ze m;my my m; m, my each mode (mode execution
= 'Fl" - ‘FZ* order is not captured)
7]
> (Edyn,+ Eleak) + > & (12) P L
k=1 (kJ)Ef' ) [020[0T1T0TOT9T0TOMOTO[4]0TO0T1]0TI5[0]  (c) Solution vector with division
SN—————— Slices m; My My My My Ny M; My My My My M3 My My My My My My of tasks into subtasks and slices
Task energy dissipation Transition energy overhead Subtasks <—‘51]4><— ’EZ] — ’D} - - ‘Ci+k 1;%*47 ‘p%» (mode execution order is captured)
Tasks T T
subject to
Fig. 4. Discrete mode model
H .
Dk+tk+dj<Dj V(kjeE (13)

O = maxX(pvaa- Vad, —Vaig |, Pvs: [Vos = Vs [) - (14) voltage selection problem (considered in [6] without body-
The objective function Eq. (12) now additionally accountbiasing and overheads) can be solved optimally in polynbmia
for the transition overheads in terms of energy. The energjyne.
overheads can be calculated according to Eqg. (4) for all con-
secutive tasksy andt; on the same processoE( is defined . . .
in Section II). Howevér, scaling voltages does not only feju B. Discrete Voltage Selection without Overheads (DNOH)
energy but it introduces delay overheads as well. Thergfotg the following we will give a mixed integer linear program-
we introduce an additional constraint similar to Eq. (8)jeh ming (MILP) formulation for the discrete voltage selection
states that a task; can only start after the execution of itsproblem without overheads (DNOH). We consider that pro-
predecessory (Dk+tx) on the same processor and after theessors can run in different modesc 4. Each modem
new voltage mode is reachedk(). This constraint is given in is characterized by a voltage paWud,, Vbs,), Which deter-

Eqg. (13). The delay penaltiég ; are introduced as a set of newmines the operational frequendy, the normalized dynamic
variables and are constrained subject to Eq. (14). Simdar power Pinom,, and the leakage power dissipatiBRak,. The

the CNOH formulation, the COH model is a convex nonlinedrequency and the leakage power are given by Egs. (3) and
problem, i.e., it can be solved in polynomial time. (2), respectively. The normalized dynamic power is given by
Panom, = fm'Vqun- Accordingly, the dynamic power of a task
T operating in moden is computed afefs, - Panom,. Based

) ] ] _on these definitions, the problem is formulated as follows:
The approaches presented in the previous section providg,gimize

theoretical upper bound on the possible energy savings. In

VIl. OPTIMAL DISCRETEVOLTAGE SELECTION

. ; . 7]
reality, however, processors are restricted to a discreteof ( P )
. i ) ) . . - -1 15
Vgg and Vis voltage pairs. In this section we investigate the kZlmeM Cotf - Panomy tem + Pleakn - tiom (15)
discrete voltage selection problem without and with the-con biect t
sideration of overheads. We will also analyze the comg&exi?u ject to
of the discrete voltage selection problem. Dy + Z tm < dl (16)
meM
A. Problem Complexity Dt > tm < D V(kl)eE (17)
M
Theorem 1:The discrete voltage selection problem is NP- m
hard. Ckm=tkm- fm and z Cm = NG cem€eN (18)
Proof: We proof by restriction. The discrete time-cost meM
trade-off (DTCT) problem is known to be NP-hard [36]. By Dk>0 and tm>0 (29)

restricting the discrete voltage selection problem (DNQ®1) The total energy consumption, expressed by Eq. (15), imgive

contain only tasks that require an execution of one clock . L P
y 9 Cloy two sums. The inner sum indicates the energy dissipated

cycle, it becomes identical to the DTCT problem. Henc T . . )
DTCT € DNOH which leads to the conclusion DNO& NP. %y an individual taski, depending on the timgn, spent in
each moden. The outer sum adds up the energy of all tasks.

. . . .Unlike the continuous voltage selection case, we do notimbta
The details of the proof are given in [34]. The problem '?he voltageVyg and Vi directly, but rather we find out how

NP-hard, even if restricted it to supply voltage selectimtl{- . .
out adaptive body-biasing) and even if transition overlsxeag]uch yme.to spend in each of the modes. Therefore, task
%xecu'uon timety m and the number of clock cyclesk m spent

are neg!ected. It should be noted that this finding rendass twithin a mode become the variables in the MILP formulation.
conclusion of [6f

impossible, which states that the d|scretci\_he number of clock cyclesy, is restricted to the integer

2The flaw in [6] lies in the fact that the number of clock cyclgest in a domain. We exe.mplif.y this model graphically in Figures 4(a)
mode is not restricted to be integer. and 4(b). The first figure shows the schedule of two tasks



Deadline Deadline Deadline
inter-task intra—task inter-task ~!

executing each at two different voltage settings (two modes wanstons |« V) varsion vanston v

out of three possible). Tasl executes for 20 clock cycles in

modeny and for 10 clock cycles i, while taskts runs 2Bl (ke RN 5 I G
for 5 clock cycles inmg and 15 clock cycles imy. The same ! ! AN vt
is Captured in Flg 4(b) _in What we call a mOde_ model. The(a)CominuousVollageSCheduIe (b) [;iscreleVo\tageSchedule (c) Reordered Discrete Schedule
modes that are not active during a task’s runtime have th@oel inter-task mode transiions) (5 performance mode transitions) (3 performance mode transitons)
corresponding time and number of clock cycles 0 (mage
for 11 andml for 13). The overall execution time of tadk is
given as the sum of the times spent in each mgyg. f t m)-
Eq. (16) ensures that all the deadlines are met and Eq. (17)

maintains the correct execution order given by the preceglen

relations. The relation between execution time and numbero & = z z bmi,j-DPR,j where(kl) € £* (22)
clock cycles as well as the requirement to execute all clock e jeM

cycles of a task are expressed in Eg. (18). Additionallyk tas

Fig. 5. VS heuristic: mode reordering

start timesDy and task execution times have to be positive Dk+s€%{m€ZMtk*3m+6k = dl (23)
(Eq. (19)). .
Dit H Y tesm+&+8pi <D V(kI)€Z,(pll)€E
se M meM

(24)
C. Discrete Voltage Selection with Overheads (DOH) Cisi = tksi - i seM,ieM, csj €N (25)
We now proceed with the incorporation of transition overdea > D Cksi =NG (26)
into the MILP formulation given in Section VII-B. The order seMieM

in which the modes are activated has an influence on the ) o
transition overheads, as we have illustrated in Section I\A Order to capture the energy overheads in the objective
B. Nevertheless, the formulation in Section VII-B does ndtnction (Eg. (20)), we introduce the boolean variatiigs; j.
capture the order in which modes are activated, it solely addition, we introduce an energy penalty matrix EP, which
expresses how many clock cycles are spent in each mode. §98tains the energy overheads for all possible mode transi-
introduce the following extensions needed in order to takth b tons, i.e., ER j denotes the energy overhead necessary to
delay and energy overheads into account. Giveoperational change form mod@ to j. These overheadg are precomputed
modes, the execution of a single tagkcan be subdivided into Pased on the available modes (voltage pairs) and Eq. (4). The
m subtasks?,s=1,...,m. Each subtask is executed in one angverall energy overhead is given by all intratask and iatskt
only one of them modes. Subtasks are further subdivided int§@nsitions. The intratask and intertask delay overhegiten

m slices, each corresponding to a mode. This resultsim i EQ. (21) and (22), are calculated based on a delay penalty
slices for each task. Fig. 4(c) depicts this model, showirag t Matrix DR, j, which, similarly to the energy penalty matrix, can
task T, runs first in modemy, then in modemy, and thatt, be precomputed based on the available modes and Eq. (5). For
runs first in modem, then inmy. This ordering is captured by @ taskTk and for each of its subtaskg, except the last one,
the subtasks: the first subtaskmfexecutes 20 clock cycles inthe variablebys; ; =1 if modei of subtaskry and modej of
modemy,, the second subtask executes one clock cycieyin Tk — are both activein 1,..., || ~1,i,j in 1,...m). These
and the remaining 9 cycles are executed by the last subtasi@f§ used in order to capture the intratask overheads, as in
modemy; T, executes in its first subtask 4 clock cycles in mod&d- (21). For intertask overheads, we are interested inae |
ms, 1 clock cycle is executed during the second subtask 'ode of taskr, and the first mode of the subsequent tagk
modemg, and the last subtask executes 15 clock cycles in tiéinning on the same processor). Therefdygy; j = 1 if the
modem,. Note that there is no overhead between subsequéifdei of the last subtaski’ and the modg of first subtask

. . . 1 . - . -
subtasks that run in the same mode. The following gives tfeare both active. For the example given in Fig. 4(®@); 21,
modified MILP formulation: b1211, b1313, b2133, b2232 are all 1 and the rest are 0.
Deadlines and precedence relations, taking the delay eadeh

M|n|‘r;1‘|ze into account, have to be respected according to Eq. (23.) and
z (Ceff 'Pdnomn'tksm+PIeann'tksm) (?4). Here s ar Smeartksm represents the totgl execution
&G K > ™ time of a taskrk, based on the number of cycles in each of the
subtasks and modes. Eq. (25) and (26) are a reformulation of
Task energy dissipation Eq. (18), which expresses the relation between the executio
|7 time and the number of clock cycles and the requirement to
+2 2 Z Z (bk@ivj 'EP'J) (20)  execute all clock cycles of a task. To ease the explanafien, t
Klseatiealjem above given MILP formulation has been simplified to a certain
Transition energy overhead degree. We have omitted here details on the computation of
subject to the b variables as well as the constraints that make sure that
& = z bisij-DPj (21) one and only one mode is used by a subtask. The complete

Seqr* AL e MILP model can be found in [34].
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D. Discrete Voltage Selection Heuristic

As shown earlier, discrete voltage selection is NP-hardisTh three tasks in Fig. 6(a). If the application runs on a single
solving it using the presented MILP formulation for largegyrocessor system at the lowest speed, it still finishes befar
instances is time consuming. We propose a heuristic to gfeadline, as depicted in Fig. 6(b). In the idle interval begw
fectively solve the discrete voltage selection probleme Thhe finishing time and the deadline, the processor consumes
main idea behind this heuristic is to perform a ContinUOL@]ergy_ In this Situation, we could shut down the procesﬁdra
voltage selection (as outlined in Section VI). As a resulhys save energy. In the case of a single processor systém wit
of this calculation, for each task, a continuous voltage' pahsks that do not have arbitrary arrival times, decidingtivea
(Vddeon: Vbsson)» @S Well as the corresponding frequerfgsh Will  or not to shutdown and for how long is relatively easy. In [16]
be determined. Using the approach introduced in [1], foheaghe notion of threshold time interval is defined as the midimu
task the two Surrounding discrete performance modes are Créhgth of an idle period that would provide energy Sa\/ings
sen such thafg; < feon < fg2. That is, the execution of a taskpy shuting down. A shutdown is decided if the idle interval
is split into two regions withtq; andtq, being the execution available is larger than the threshold time.

times in the mode withfy; and fgp, respectively. Fig. 5(a)

and 5(b) illustrate this transformation for an applicatigith Imagine now a more complex case, when the application
three tasks. In the continuous scaling case, Fig. 5(a), @skh Funs on two processors, as in Fig. 6(c). Due to dependencies
executes at a single voltage level, i.e., the voltages aaaged between tasks that are mapped on different processors, iher
only between tasks. In the discrete case, the voltage géstin & certain amount of slack that cannot be exploited by voltage
changed during the task execution. Of course, the requird@lection. For example, tasl can start only after task, has

time overhead; for the mode change has to be considered §8ished. Consequently, there is an idle intervalGfl; from
well, i.e., t =ti, +ti,+ &, wheret' is the execution time time 0, until the start off;. Deciding in this case weather or

executing tasks in two performance modes, determined iAsthe following section.
above, leads to close to optimal discrete voltage selectiong,qn though voltage selection aims at optimizing the ac-

Having determined the discrete performance mode settingSe energy, while processor shutdown minimizes the energy
the inter-task transition overheads are reduced by rem@lerconsumed during idle periods, these two techniques are not

the mode sequence of each task. We reorder the modes,jifgonal. Let us consider an application consisting ofs&sa
a greedy manner, such that the inter-task overhead betwc%clanT2 and 13, as in Fig. 7(a). The tasks are mapped on

con.secu.tive tasks_ is minim.ized..This .is outlined in Fig.)5(ctWO processor€PU; andCPU,. The resulting schedule, after
While this reordering technique is qp'umal for processbiat t performing voltage selection is depicted in Fig. 7(b), wéth
offer two performance modes, this is not true for componenfsy 3 tasks running at the lowest speeds. Task running for
with threg or more modes: Neyertheless, asldlemonstratedjﬂ;(swith 200mW, while T, and T3 run at 40@nW for 1.5ms
our experiments, this heuristic is fast and efficient. and respectively®s A brief analysis of the idle times present
after voltage selection on both processors, allows us tihéur
VIII. V OLTAGE SELECTION WITH PROCESSORSHUTDOWN  raduce the energy consumption by shutting de®®iJ; after
In this section we discuss the integration of two systemllevine execution of; and ofCPU, afterts. The energy overhead
energy minimization techniques: voltage selection and prior shutdown is 76JonCPU; and 125 onCPU,. We notice
cessor shutdown. Voltage selection is effective in miningz the idle interval of ®mson CPU,, between the executions of
the active energy consumption (the energy consumed while and t3. The idle power orCPU, is 250mW, resulting in
executing a certain task). However, specially in multigssor an energy consumption of 13, Please note that the energy
environments, processors alternate between active amd idbnsumed during this idle period equals the energy overhead
periods. During idle times, a certain amount of energy, pref a shutdown, so it would not pay off to shutdown after
portional to the length of the idle period is consumed. Alowever, let us consider the possibility of running faster,
solution for saving this energy is to shutdown the processsuch that it finishes in.bms The power consumption that
The transition to the shutdown state and from shutdown bactrresponds to this frequency is 36@/. This slight increase
to operation implies a time and an energy overhead. on CPU; is compensated by the fact that we can now execute
Idle times may be present due to multiple reasons, evesk 13 immediately afterto, use one shutdown operation to
after performing voltage selection. Consider, for examtiie exploit all the idle time orCPU, and thus save 128.



A. Processor Shutdown: Problem Complexity Dk+tk < Dy V(kl)eE—-EY(29)
The shutdown problem without voltage selection (SNVS) is Di+t+Xik-tisle, = DI V(kl)eZ* (30)
formulated as follows: Dk+tk+ X Tson +torf, = DI V(kl)eE* (31)
Consider a set of tasks with precedence constraints{t; } Xiktxse = 1 Vi (32)
that have been mapped and schedyled ona set of processors. Ditte < di ¥rwithdl (33)
Each processor operates at a given fixed frequency. For
each taskrtj, its deadlinedl; and number of clock cycles Dk = O (34)
to be executedG are given. The start time of each task Xig,x% € {0,1} (35)

is variable (with the constraints imposed by the precedence
in the scheduled task graph). When a processor is idle, an “ddmin < Veld < Vddrax and Vbspy < Vb, < Vosnax  (36)
amount of energy proportional to the length of the idle imé&r There are two noticeable differences between this forriariat

is consumed. In order to save energy, during such an idiad the one in section VI-A: the inclusion in the objective
interval the particular processor can be shut down. A shwtdo (Eq. 27) of the energy spent during idle and shutdown interva
operation comes with a fixed time and energy penalty. Oand Eg. 31 and 30 introduced in order to account for the idle
goal is to minimize the energy consumed by the system whig@d off times.Pgie., Poff,, Eson and Tson are constants for

the processors are idle. This translates into spending @ meach tasky and capture the power consumed by the processor
as possible of the idle time in the shutdown state. In order ¢, which 1 is mapped, during idle and shutdown time
be energy efficient, the best solution will assign the taaki stintervals and respectively the energy and the time overhead
times such that idle times are grouped together in big ilaierv associated to a shutdown operation. Please note the usage in

that can be covered with few shutdown operations. Eq. 27, 30 and 31 of binary variablek andxs,, associated to
Theorem 2:The shutdown problem (SNVS) is NP-each task, with the following semantics: if tagkis followed
complete. by a shutdown, thexs = 1 andxix = 0, otherwisexix = 1

The proof is given in [34]. It is based on the fact thaandxs = 0. In case of a shutdowtyf, captures the amount

the multiple choice continuous knapsack problem can lo# time the processor is off. If there is no shutdown after the

reduced to the SNVS problem. If the simple shutdown probleexecution ofty, tigie, captures the amount of idle timéq(e,

without performing voltage selection is NP complete, thes t is O if the next task starts immediately aftey).

combined voltage selection problem with shutdown (even in The binary variablesiy andxsc change the complexity of

the case with continuous voltages) is NP complete as wellthis nonlinear programming formulation, compared to theson
presented in sections VI-A and VI-B. While the problems

. ) ) presented there are convex nonlinear, the CVSSH problem is
B. Continuous Voltage Selection with Processor ShutdOWﬁeger nonlinear. Indeed, as shown in the previous sedfien

(CVSSH) voltage selection with shutdown problem is NP completeneve
In this section we present an exact integer nonlinear formti the case when continuous voltage selection is used. There
lation as well as a polynomial time heuristic for the voltagéore, in the following, we propose a heuristic to efficiently
selection with processor shutdoinThe following gives the Solve the problem.

modified nonlinear programming formulation (CVSSH): Let us consider particular instances of the CVSSH problem,
Minimize where xix and xg are given constants for each task.
7] We denote this simplified problem CVSI. Such a particular
z NQ'Ceffk'dedk instance can be solved in polynomial time and computes
=1 the optimal voltages for a system in which we know the

position of the shutdown operations. For examplexijf= 1,
7] fﬁr allhthe tasksty, CVSI corgputis the task voltagers1 suglh
el - KaVag, . KsVy ) ) that the energy is minimized, taking into account the idle
N k;Lg (K3-Vaq, - €75 €5 2% 4 lou- [Vos )t energy, without performing any shutdown. Running CVSI for
all possible combinations fotsc andxix and selecting the one
with the minimum energy, provides the optimal solution foe t
voltage selection with shutdown problem. This is, pradiyca
not possible, of course. We will present in the following
a heuristic that solves the CVSSH problem in polynomial

Eq yn

Ejeak
17l
+ D Xik-tidie - Pate + XS (Eson, +tof - Potg)  (27)
=1

EidleFoff time. The pseudocode of the heuristic is given in Fig. 8. The
subject to algorithm takes as input the mapped and scheduled task graph
(Ko~ Lg -Vag,) with each task characterized as in section V. It returns, the

te = NG - (28) supply and body bias voltage for each task as well as the

position and length of each shutdown operation and idle.time
3 N ) ) ) As a first step (line 02), we perform voltage selection, using
For simplicity of the presentation, we omit here the congitien of h VS| li f lati Thi il e h .

voltage transition overheads. Nevertheless, these cadshean be easily the C Sl non 'near_ ormulation. ] Is will optimize the aLEII.

included, as shown in section VI-B and idle energy, without performing any shutdown operation

((1+Kq) - Vg, + K2 - Vog, — Vi, )®



Al gori thm CONT.VS.SHUT HEU to provide savings via shutdowjg;e -P|d1|ek < Eson- The tgtal
Input: - Mapped and schedul ed task graph energy consumed in this caseE§+tid|ek-P.d|ek. Consider
- For each task: NG, GCefg, dk that we increase the speedmfby running it with execution
Qut put:- Vdg, Vbg, X&, X, toffy, tidleg : : : 2
oL T - R—— mode mp instead ofmy. In this casety will consume Ef
popor Al Tk xS B e (E2 > EL) and the idle interval becomes long enough to make
02: Ecurrem=cal | CVSI k k C = \
03: while(1) { a shutdown operation efficient. As a result the total enesgy i
045 for all T EFTk_zearI iest_start.time(t) Ef-i-Esoh(- SinceEf > Ekl and Eson, >ti%i|e -Pdiey the energy
05: for all 1x LSk=latest start_tinme(ty) fth t btained b . P fi d
06: for all (kl)cZ* tge —LST—EFT of the system obtained by runnirg in execution moder,
07: i f Vik tidie, - Pdle, < Eson break with a shutdown during the idle time is actually higher than
835 *Sf' ect le wi tg tidiey - Paie, = MaXtidie, - P [T € T} the energy of the system obtained by runnipgn execution
10. SESWG:;‘C;I s modem, without a shutdown. As a conclusion, increasing the
11: } speed of a task such that an idle interval becomes large énoug
12: while(1) { _ _ for a shutdown does not provide any energy savings.
13: for all 1w EFT=earliest_start _tinme(t) Th d alt ti is illustrated in Fia. 7. Th
14: for all 1, LSE=l atest start time(ty) . e second alternative is illustrated in Fig. 7. The energy
15:  for all (kl),(I,m) € E°* tgie,,, =LST—t —EFTk is reduced by speeding up certain tasks in order to create
16: i f (kD). (Im) € E%, tidie, - Pate < Esoh break the possibility of merging several small idle intervals.this
17 sfd'le“;jt fkﬁ'{&{‘t’zlth Pue (0.0 1) € £°) way, the resulting idle interval can be exploited by a single
18: set % —lxi—0xg—=0Xi=1 shutdown operation. This alternative is explored as thedthi
19: Ep=call CvSI step of our heuristic (lines 12-26). We inspect all the gsoup
20:  set xg=0xik=1xg=1xi=0 of three consecutive tasks mapped on the same processor,
21: Epy=call Cvsl ith (k1. (1 . | h .
22 *set (x&=1,x3=0) if E1> Ecurem&E1> Es To T and Ty with ( ; ),(I,m) € E* and explore the savings
23:  *set (xx=0,x3=1) if Ep>Ecumem&E2>E; achievable by mergingiqie, andtigi. More exactly, for all
ggf ;Set Qf;;{% X3 :g) E'f} E1 < Ecurrent& B2 < Ecurrent sets of three tasksy| m = {(Tk, T, Tm) | (K, 1), (I,m) € E*}, we
26 3 e e compute the maximum set idle tintge,, ,, as the difference
27: return (Vaq, Vbs, X% Xik, tofs, tidlex) between the latest start time of task, the execution time
of 11 and the earliest finishing time ofx (line 15). We

select the sebym with the highest energy (line 17). For
this set, there are two candidate locations of the shutdown
operation: after the execution of or after the execution af.
(xs = 0 andxi = 1) Our algorithm explores both possibilitie; (Iin_es 18-21%ing

In a second step. (lines 03-11), the idle intervals are iCVSI, we first compute the energy considering the showdown

' . AT r%’fterrk (E1) and secondly after; (Ep). If both E; andE; are

spected one by_one, and, if an interval is !arge ef‘ough (Iﬁi?e qwigher then the energy obtained without a shutdown after
a shutdoyvn IS !ntroducgd. In more detail, we find |terat|veI¥nd T;, no shutdown is scheduled during this iteration (line
the idle time with the highest energy that is large enough 1 Otherwise. the algorithm schedules a shutdown after
allow a shutdown. For this purpose, we compute, for each tagllg fer 1, (Iine,s 22-23). The global energy is improved at
Tk thg earliest finishing'timeEFTk and the'latest .start tim.ee ch iteration (line 25). The loop exits when no idle time
LSk (Ime.04-05), assuming that each task is running at a flX%@rresponding to a set is large enough to produce savings via
speed using the voltages computed by CVSI at line 02 or B idown (line 16).
the previous iteration at line 10. We select for shutdown the This heuristic relies on a continuous formulation for the
idle time that consumes the.most energy ("'.qe 08709). we Si%tmputation of the task voltages. We use the heuristic pre-
the corresponding binary variablgg, = 1 andxix = 0 in order

sented in section VII-D in order to translate the computed
to. schedule a shutdown aftgr the ta@_k Then we run CVSl voltage levels into the discrete ones available on the pscoce
with the updated values fod andxs (line 10). At each new sors
iteration the global energy consumption is improved. '
When the algorithm exits the loop from lines 03-11, there is
no idle interval that is large enough to produce energy sgvin |X. COMBINED VOLTAGE SELECTION FORPROCESSORS
by a shutdown (line 07). However, in principle, there are two AND COMMUNICATION LINKS

ways to further reduce the consumed energy: In this section, we consider the supply and body bias voltage
1) Increase the voltages of some tasks such that the idlgection problem for processors and communication likes.
intervals following them become longer and, thus, can hgtroduce a set of communication models for energy and delay
exploited by shutdowns. estimation. We study two different bus implementations and
2) Increase the voltages of some tasks such that several ishew the implication of the bus implementation type on the
intervals can be merged and exploited by a single shutdowypltage selection strategy. We introduce a nonlinear motlel
The first alternative can be excluded based on a simplee continuous voltage selection problem, which is optiynal
reasoning. Let us assume that we have a tgskat runs in solvable in polynomial time, while for the discrete voltage
modemy and consumes a certain amount enefiy Task T, selection case we use a heuristic similar to the one presente
is followed by an idle interval of Iengttifglek, that is too small in section VII-D. For simplicity of the explanation, we have

Fig. 8. \oltage Selection with Shutdown Heuristic



not considered the processor shutdown during the fornaulatithereby, reducing the overall system energy dissipation to

of the optimization problems in this section, however, th&63uJ. This is a reduction of 49% compared to the nominal

extension is straightforward. energy consumption, which is 10% more than in the case when
only the PEs are voltage scaled.

A. Voltage Selection on Repeater-Based Buses

Consider an architecture consisting of two voltage-sdalaif- Voltage Swing Selection on Fat Wire Buses
processing elements (CPU1 and CPU2) that communicate piathis example, we illustrate the influence that a dynamic
a repeater-based, shared bus (CL1), which also allowsgeltajariation of the voltage swing (the voltage on the wire) has
selection. CPUL executes task and CPU2 runstz. Task on the energy efficiency of the bus. Fig. 10 shows the total
T2 can only start after receiving data from, and it has to power consumption of a fat wire bus (including drivers and
finish execution before a deadline om2 Fig. 9(a) shows receivers), depending on the voltage swing at which data is
the schedule for this system, considering an executioneat &ent. These plots have been generated via SPICE simulations
nominal voltage settings (highest supply voltage and baay b using the Berkeley predictive #itnCMOS technology library.
voltage). The diagram shows the energy dissipation (dyoantihe two plots show the total power consumption on the bus for
two different voltage settings of the bus drivers and resesv

% 1o0] B3B3 W Ok, | EI9SW Ok, | E=163 pJ S “ For example, if the driver connected to CPU1 and the receiver
&~ y y eal H H H
N B B . B e o “ at CPU2 operate at.QV, the lowest bus power dissipation
1 ; -8u ; -h ; . . .
5 - s1sw | T? 3.9u 1 g ai 42w i (0.55mW) is achieved by a voltage swing of18V. Let us
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. . . e
and leakage) of the individual components. For clarity we i
assume in this example that the processors as well as the ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘

. 0
repeaters of the bus have the same nominal voltage values 0 020406 08 112 14 L6 18
(Vgg = 1.8V and Vps = OV). Furthermore, we assume that Voltage Swing (V)
the supply voltages and the body bias voltages of all col

ponents can be varied continuously in the ran{fes, 1.8)V ) )
and [-1,0)V, respectively. Given the power consumptiongSSume that the voltages of the driver and receiver are euang

at the nominal voltages, we can compute a total enery/ing run-time to 18V due to voltage selection. The bus
consumption of the tasks and communication in the initi@CWer/voltage swing relation for this situation is indiedtby
schedule ag156+ 103mW-0.5ms-+ (90+ 80)mW- 0.5ms the dashed line. As we can observe, by keeping the voltage

(125+ 90)mW- 0.5ms= 3231J. As can be observed, at theSWing at 014V, the power dissipation on the bus will be
nominal voltages the system over-performs, leading to ekslad-dmW. However, inspecting the plot reveals that it is possible
of 0.5ms to reduce the bus power dissipation by changing the voltage

We can exploit this slack by scaling the voltages of*Vind from 014V to 0.6V. At this volti\ge swing, the bus
the processing elements. Using the technique describeddjiSiPates a power of.2mw, i.e., a 51% reduction can be
section VI, the resulting voltages for tasks and 1, are achieved by changing the voltage swing.

(1.43V,—0.42V) and (1.54V, —0.49V), respectively. The cor- Now assume that the driver and receiver voltages are

responding, voltage scaled schedule is shown in Fig. 9(§j1anged back from.8V to 1.0V. Keeping the swing at.6v

The dynamic and leakage power consumptions of the tadkSults in @ power of @3mW, which is, compared to the
are reduced t¢72mW,5mW) and (65mW, 4mW); however, the optimal 055mW at 0.14V, 33% higher than necessary.
execution times have increased t&Z@nsand Q71ms With

these settings, the system dissipateg.@9& reduction by 39% C. Communication Models

compared to the energy at nominal voltages.

To demonstrate the importance of combined voltage
lection of the processors and the repeater-based bus,
have produced the schedule in Fig. 9(c). The optimg
voltage settings can be calculated @s48V,—0.42V) for L .
CPUL, (L7, —0.61V) for CPU2, and(1.59V,—0.50v) for taon\g‘gzérgEyagCe\;ﬁgzge;ﬁ;‘;‘egon In the bus adapter requires
the bus repeaters. Correspondingly the power dissipations ' '
are (81Imw,5.6mWw), (73.8mW,4.9mW) and (55.8mW, 16mW) Eadapter= Cadapter (Vddepy —Vddbus)2 (37)

g. 10. Optimum swing on a fat wire bus

We consider a bus-based communication system as in Fig. 11.
SWhenever the process@PU; sends data t€PU, over the
%,Vddl is converted to the bus voltalygq, by the bus adapter
CPU,. At the destination processGPU;, Vyq, is converted



Voltage/Frequency Island 1 Voltage/Frequency Island 3 Voltage/Frequency Island 2 . .
; where NB; denotes the number of bits to be transmitted by

communicationt and W,ys is the width of the bus (i.e. the
number of bits transmitted with each clock cycle). Accoghn

to Eq. (39) and (40), the bus energy dissipation is given by
Epus = Prep-t. Scaling the supply and body bias voltage of
the repeaters requires also an overhead in terms of enedyy an
time, similar to the overheads required by processor veltag
Vdd/Vbs i VddiVbsy : : : selection (see Eq. (4) and (5)).

2) Fat Wire-Based BusAnother approach for reducing the
wire delay is to increase the physical dimensions of the wire
instead of scaling them down with technology. The usage of

: : “fat” wires, on the top metal layer, has been proposed in.[17]
(b) Repeater-Based Bus (c) Fat Wire-Based Bus The main advantage of such wires is their low resistance. Pro
vided thatl - Ry/Zp < 2In2 (L is the wire lengthRy is the wire
resistance per unit length ag its characteristic impedance),
they exhibit a transmission line behavior, as opposed t&the
behavior in the repeater-based architecture. Using fasythe
Thus, the total energy consumed when communicating keansmission speed approaches the physical limits (thedsple
tween two processolGPU; andCPU; over the bus is: light in the particular dielectric). However, only a limievire
. length can be accomplished with the available width of the
Ecomm= Eadapte +Epus - Eadaptes (38) top metal layer. For example, for ardnlong wire in 180im
Feature size scaling in deep-submicron circuits is resptns technology, the authors in [37] obtained a fat wire width of
for an increasing wire delay of the global interconnectssTh2umon the top metal layer.
is mainly due to higher wire resistances caused by a shignkin The dynamic power consumption of a fat wire-based bus is
cross-sectional area. Two approaches to cope with thidgmob mainly due to its large line capacitance. This capacitasce i
have been proposed: (a) the usage of repeaters [19], [20] @gen by a driver, with the dynamic power consumption:
(b) the usage of fat wires [17], [18]. The bus enefgys in )
Eg. (38) depends on which of these two approaches is used. Parigyn = St f - (Cari +Cw) - Viig (41)

1) Repeater-Based Bughe wire delay depends quadratiwheres; is the switching activity caused by communication
cally on the wire length, which can be approximated using daskt € X, f is the bus frequency, ar@y; andCy represent
RC model. In order to reduce this quadratic dependency, ittise capacitance of the driver and the wire, respectively.
possible to break the wire into smaller segments by inggrtin One way to limit the dynamic power is to transmit data at
repeaters. The authors in [18] estimate an increasing numhbelower voltage swingVsw, instead of using the higher bus
of repeaters with technology scaling down. For instance, wpltageVyq. Correspondingly, the dynamic power consumed
to 138 repeaters are used inrf technology for a corner- by the driver is given by:

Driver
Receiver
Driver \
||
g
Receiver”

Fi

g. 11. Interconnect structures

to-corner wire with a die size of 7BAn?. Repeaters are . . .

. . . Do . - f- - ‘Vdad-Vsw  if V. d h

implemented as simple CMOS inverter circuits (Fig. 11(b)Pdridyn:{ z . Eg” Iag 'ded sw lmh;vrvv\llisszenerate on chip

In accordance, the power dissipated by a bus implemented . sw (42)

with repeaters is given by, The driver dissipates a non-negligible leakage power

Prep=N-(St-Crep- V- f +Vyq- Kg-€4Vad. gsVbs 1\ - 1y,) Pariion = Lg+ (Vg Ka- €4Vee . sVos 1 [\l 13)  (43)
den Reak

(39) Since the lower swing corresponds to lower signal values,

whereN is the number of repeaters, is the average switching @ réceiver has to restore the “original” signal. This reqsir
activity caused by communication task X, Crep is the load an ampllflpanon, for which a dynamic and a leakage power
capacity of a repeater (the sum of the output capacity ofc@NSumption can be calculated as:

repeateCy, the wire capacitfy, and the input capacity of the Precyyn = St f -Crec- Vi (44)
next repeateCy), andVyg, Vbs, and f are the supply voltage,

body bias voltage, and the frequency at which the repeatefsedca = Lg- (V- Kg- 4 Voa . g (Voa/27Vaw/2) gsos 1\ 15,)

operate. Further, the constarits, K4, K5, andl;, depend on Pl hat the leak ially d (45)d
the repeater circuits (see section I1I). ease note that the leakage power exponentially depends on

h ] , h ; the difference between the bus voltaggy and the voltage
The bus speed is constrained by the repeater reque%ng Vsw (KL is a technology dependent parameter), i.e., a

Since repeaters are implementeql as CMOS inverters, we #xfer voltage swing results in a higher static energy (while

Eq. (3) to approximate the operational frequerioyf the bus. 0 gvnamic power is reduced, Eq. 42). In order to find

The execution time of a communicatiare X is given by, he most efficient solution we need to find an appropriate
B {NB[" 1 voltage swing that minimizes the total bus powej,s =

Whus| f (40) Plrigyn + Parijea + Precayn + Pregea Using the optimal voltage




swing can significantly reduce the power consumption of theltage of these components. While the voltage swing can be
bus [37], [17]. scaled without an influence on the bus speed, the operational
The speed at which the data can be transmitted over thgeed of the bus drivers and receivers is affected through
fat wires can be considered to be independent of the voltagmtage selection, i.e., the bus performance has to be tadjus
swing Vsw. Yet, the bus driver and receiver circuits introducén accordance to the driver/receiver speed. In the case of
a delay that depends on the voltaygg andVys. This delayd continuous voltage selection, the value for the voltagengwi
and the corresponding operational frequency can be cadtllathe supply voltage, and the body bias voltage can be changed
according to Eq. (3). In order to lower the power dissipatibn within a continuous range. On the other hand, for the discret
the drivers and receivers, it is possible to reduggeand/or to voltage selection case, the components operate acrosefsets
increaseVvis, Which, in turn, necessitates the reduction of thdiscrete voltages, referred to as modes. For the voltagegswi
bus speed. However, it is important to note that the optimeiis set isn, = {Vsw,} and for the bus drivers and receiver
voltage swing depends on théy and Vps settings of the the set ism; = {(Vyg,,Vbs,) }- Of course, changing the voltage
drivers and receivers (see Fig. 10). Since these settings swing value as well as the supply and body bias voltages

dynamically changed during run-time via voltage selectiomequires an energy and time overhead. O
the value of the optimal voltage swing changes as well during
run-time, and has to be adapted accordingly. Our overall goal is to find mode assignments for each

In addition to the transition overheads in terms of energyocessing and communication task, such that the individua
and time, which are required when scaling the voltages of thgsk deadlines are satisfied and the total energy consumptio

drivers and receivers (see Eq. (4) and (5)), the dynamitms]:alinduding overheads, is minimal.
of the voltage swing necessitates additional overheadsaFo

transition fromVsy, to Vsw these overheads in energy and time
are given by,
£ :CWI"(VSW(_VSWJ')Z and & = pvsw Istq(—szJ-I E. Voltage Selection with Processors and Communication

(46) Links
whereC,, is the wire power rail capacitance amsw is the

time/voltage slope. We introduce a nonlinear programming model of the contin-

uous voltage selection problem formulated in section IX-D
i which is optimally solvable in polynomial time, as follows:
D. Problem Formulation L

) ~_ Minimize
We assume that all computation tasks and communications
have been mapped and scheduled onto the target architecture il Eqn +E +\7(\ Eqvre + Eleae -+ £ 47)
For each computation task € M its deadlinedl;, its worst- Z ync T Hleak Z ync T Hleak .
case number of clock cycles to be execufe@;, and the
switched capacitanc€es are given. Each processor can
vary its supply voltag&/qq and body bias voltagé/s within ~ subject to

(k,))eE®

computation communication overhead

certain continuous ranges (for the continuous voltagectele NG - (Ke-La Vag) if Teen
ithi i e _ ((1+K1) Vg +K2:Vog —Viny )

problem), or within a set of discrete voltages pairg = ty = NB, fe-La Vi) _ (48)
{(Vdd,,Vbs,) } (for the discrete voltage selection problem). A [V\TUJ : ((1+K1)‘VddK+K2‘Vlt<)q<—Vth1)a if ke X
transition between two different performance modes on a
processor requires a time and an energy overhead. Di+tc < D Vkl)eE (49)

qu egch communlpatlon tagk € X, the num.ber of bytesl Dittctdg < D Vkl) ez (50)
N By is given. Depending on the employed bus implementation . i
style, either using repeaters or fat wires, we have to djsiigh Dk+t < dik  Vrcel with a deadline (51)
between two subproblems: Dk > O (52)
Repeater Implementation: The communication speed as well
as the communication power on bus architectures implerdente Vddmin < Vdde < Vddnax (53)
through repeaters depend on the supply voltage and body bias Vbsnin < Vbs, < Vbsnax (54)
voltage. Similar to processing elements, these voltages ca Vownin < Vowe < Vewinax (55)

be varied within a continuous range, or within a set of dis-

crete voltage pairsy, = {(Vdq,, Vbs,) }, @nd transitions betweenThe variables that need to be determined are the task and
different bus performance modes require an energy and tim@mmunication execution timeg, the start time®dy, as well
overhead. Furthermore, an energy overhead is requirecsiotadas the voltage¥qq,, Vb, andVsy. The whole formulation

the bus voltage to the processor voltage. can be explained as follows. The total energy consumption
Fat Wire Implementation: If communication is performed (Eq. (47)), with its three contributors (energy consumiptio
over fat wires, it is necessary to dynamically adapt theag#t of tasks, communication, and voltage transitions) has to be
swing at which data is transfered. Furthermore, in order tainimized. For all these energies both their dynamic anidact
reduce the power dissipated by the bus drivers and receivéemkage components are considered. The dynamic energy of
it is possible to dynamically scale the supply and body bidgasks and communications is given by the following equation
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Fig. 12. Optimization Results for Processor DVS & ABB
(derived from the equations discussed in Section IlI): to 3 processors (we have considered that all processors are
NQ('S('Ceffk'V(12¢ if 1 en Crusoe TM5600). The techr)ology dependent parameters of
N [ NB 2 _ these processors were considered to correspond to a CMOS
) [M ] -5 Crep- Vg, if T € K on repeaters SR :
Edyn = N o Vs VI f 1 ¢ % on fat wires (intern) fabrication in 7&m, for which the leakage power represents
Vs S Htac VadVowe 1 T ) 50% of the total power consumed, [2]. For experimental
[WDUJ -S¢-Ctat - Véi, if Tx € % on fat wires (extern)

(56) purpose the amount of deadline slack in each benchmark

where Crep = Cg + G+ Cy and Cat = Cari + Cuy + Crec are was varied over a range 0 to 90%, using a 10% increment,
- - r . . . .
the total capacitances that have to be charged by bus imF[%s_uItlng in 900 performed evaluations. The continuousags

mentation either repeater-based or fat wire-based, rég ranges were set t0.6V < Vyg < 1.8V and —1V < Vs < 0.
P pc e values forC;, Cs, pvdg, and pyps Were set to 1QF,

. . . . h
Furthermore, in the case of fat wire implementations W% X :
have to distinguish between the chip-intern or chip-exter F, 10Qus/V, and 10@3/\(’ respectively. Fig. 12(a) shows
the outcomes for the continuous voltage selection with and

ge?ﬁ;aréo;k;);éhso\ngg;;\;,v;%n of processors and repeaf%?—hom the consideration of transition overheads. Th_erﬁgu
based buses is: shows the percentage of total energy consumed (relativeeto t
baseline energy) as a function of the available slack withén
Ejea, = Lg(K3-Vyg, - gKaVadc. o Vosc . Vbs|) -t (57) application. As a baseline we consider the energy consoempti
the nominal (highest) voltage f&fyg and Vs It is easy
observe the advantage of the combined voltage selection
heme over the classical voltage selection, with a diffese
Ejeak, = (Pdrijeax T Pregear) - tk (58) of up to 40%. These observations hold with and without the
. L consideration of overheads. Regarding the influence of the
The energy overhead due to voltage transitions is given Byerhead on the overall energy consumption, we can see that
Eq. (4) and (46). o _ _ the savings are around 1% for the combined scheme and
The constraints are similar to the ones in section Vb, for the vdd-only selection. These moderate amounts of
expressing the execution order imposed by the schedulidg afyjitional savings have a straightforward explanationthin
task graph depen.defnmgs,. as well as the time const'ramts. the continuous scheme (which from a practical point of view
We use a heuristic similar to the one presented in Sec“%”unrealistic), the voltage differences between taskdikety

VII-D in order to translate the computed continuous voltﬁgetO be small, i.e., large overheads are avoided (see Eq. (#) an
into the discrete ones available for the processors ancbbusgq. (5)).

For fat wire-based buses we need to additionally account f?t:r
the leakage in the receiver (see Eqg. (43) and (45)), given bé’c

X. EXPERIMENTAL RESULTS We have further evaluated the discrete voltage selection

. . scheme. Here the processors could switch between three
We have conducted several experiments using numerous ¢ R rent voltage settingé1.8,0), (1.5,—0.4), and (1.2, —0.6)

erated benchmarks as well as two real-life examples, inrorde

to demonstrate the efficiency of the presented approaches or the combined scheme, and8l 15, and 12 for the
y P PP classicalVyq selection. The results are given in Fig 12(b). As

in the continuous case, we can observe the difference betwee
A. Vud and \bs Selection on the Processors the classical supply voltage selection and the more efficien
The first set of experiments was conducted in order tmmbined selection scheme. For low amounts of slack (around
demonstrate the achievable energy savings when comparl@§o), the savings for the combined selection are signifigant
the classicVyg selection with simultaneou¥yq and Vs se- lower than in the continuous case. The reason for this is that
lection. The automatically generated benchmarks congist due to the small slack available, the processors have to run
100 task graphs containing between 50 and 150 tasks, whictthe highest voltage mode, which does not reduce leakage
are mapped and scheduled onto architectures composed @lo@er. Further, we can see that with increasing slack, the
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overall energy approaches the theoretical minimum given by
the continuous case, since more time is spent in the energy-
efficient modems. It is interesting to observe the influence of
the transition overheads, in particular when not much syste
slack is available. In this situation the unnecessary $wite
between voltages to exploit the "small” amounts of slack
causes an increased energy overhead. Compare, for instanc
the cases where the combin&ly and Vys selection has
been optimized with and without considering the overheads.
Between 10% to 40% of slack, the consideration of transition
overheads results in solutions with up to 12% higher savings
Of course, with an increasing amount of slack, the number
of tasks executed at the lowest voltage setting increaseb, &ig. 13. \Voltage Selection with Shutdown

hence the number of transitions is decreased. As a resalt, th

influence of the transition overheads reduces.

It should be noted that the reported results for the discrefee quality of the heuristic, we have also represented with
scheme have been evaluated using graphs with at mostag@lotted line the results obtained by an optimal solution.
tasks (without overhead, DNOH) and 40 tasks (with oveAs we can observe from Fig. 13, if the amount of slack is
head, DOH), since the required optimization times beconhaw, shutting down does not yield additional energy savings
intractable, as a result of the NP-hardness of the probldédowever, the additional benefit of the shutdown is significan
(Section VII-A). To overcome this problem we have additionfor larger amounts of slack. For example, for systems having
ally investigated the voltage selection heuristic progose 30% slack, the additional savings obtained with shutdown,
Section VII-D. The results of the heuristic are shown by theelative to DVS and ABB are only 2%. When the available
dotted line in Fig 12(b) and, as we can be seen, they are clstgck is above 60%, the savings due to shutdown range from
to the optimal (maximum 8% deviation) solution. Moreovei} 0% to almost 30%. It is interesting to note that the proposed
due to its relatively reduced polynomial time complexitycan heuristic yields results that are close to the optimal sofut
be applied to large instances of the problem. At this point it
is interesting to note that the optimization times for indisal
applications with up to 300 tasks using continuous volta %
selection were below 1 minute, using the MOSEK optimizg]—IC
tion software [38] on a 2GHz AMD Athlon PC. Typically, for We have conducted a set of experiments in order to validate
task graphs with less then 100 tasks, the optimization tenethe presented techniques for combined processor and bus
below 15 seconds. The discrete voltage selection withaaut tholtage selection. The automatically generated benchsnark
consideration of the transition overheads, runs betweends aonsist of 120 task graphs containing between 50 and 300
20 minutes, for tasks graphs with less then 90 tasks. Whi@sks, which are mapped and scheduled onto architectures
considering the overheads during the discrete optiminaaa composed of 2 to 5 processors, interconnected via 1 to 4
important parameter that affects the optimization timesides buses either implemented repeater-based or fat wire-based
the number of tasks, is the number of execution modes. VWhe continuous voltage ranges were set 8/0< Vyq < 1.8V
were not able to solve optimally task graphs with more then 3d —1V < Vs < 0, while the discrete voltage levels are
tasks, considering 3 or more execution modes. Even for suchma= {(1.8,0),(1.4,—-0.2),(0.8,—-0.6),(0.6,—1)}. The voltage
small number of tasks, the optimization time is around 1 housnges for repeater-based systems are identical to thé- poss
The proposed heuristic for discrete voltages, however,anhadle processor voltage settings. For the fat wire-basedsbuse
runtime comparable to the continuous voltage optimizatiothe continuous voltage swing can be set betweeh d@hd
making it suitable for large applications. 1V, and for the discrete case it can be adjustedmo=
0.2,0.3,0.4,0.6,1V. The amount of deadline slack in each
benchmark was varied over a range 0 to 100%, using a 10%
increment. Furthermore, the amount of communication withi
Using the same setup as in the previous experiments, we httve generated benchmarks was varied between 10 to 50% of
studied the achievable energy savings that can be obtainedlte total execution time, with an increment of 10%. Overall,
using the proposed voltage selection with shutdown, ptegenthese experiments resulted in 2400 performed evaluations.
in Section VIII-B. We have assumed that the overheads for aThe first set of experiments was conducted with the aim
shutdown operation ar&son = 300uJ and tsoph = 1ms as in to investigate the energy savings that are achievable when
[16]. The results are presented in Fig. 13. On the x axis, vagnamically scaling the supply voltage as well as body bias
have varied the amount of available deadline slack. Weegaottvoltage of bus repeaters. The 32bit-wide bus architectnde
with the continuous line the energy savings achievable by thonsideration consisted of 27 repeaters per bit-line ofctvhi
combined voltage selection and shutdown heuristic preseneach has a total length of Zimm The capacitance of a
in section VIII-B, relative to a system that is optimizedngsi single wire including the repeaters was estimated 2pF,
solely DVS and ABB, without shutdown. In order the measunesing the power optimized data from [39]. Fig. 14(a) shows

to
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Fig. 14. Optimization Results for Different Bus Implemeigas

the outcomes of three system configurations for differefdr discrete voltage selection shows that results compartab
amounts of system slack. All plots have been normalizeéde continuous case (within 4%) can be achieved.

against the energy dissipation at nominal (highest) vellag Please note that we do not advocate here repeater-based or
The first plot gives the energy consumption for systems fat wire-based approaches and do not try to show that one
which the repeaters’ voltages are kept fixed, while the supgk better than the other. What we do show is that energy
voltage (but not the body-bias voltage) of the processorssavings can be achieved if voltage selection is applied on
dynamically scaled. The second plot represents a systemthie communication links and that the communication energy
which the repeater settings are still kept fixed, while camdi models are highly dependent on the actual technique used to
Vgq and Vs scaling is applied to the processors. The thirdnplement the communication lines. The experiments have
plot indicates the systems in which the repeater-based laiso shown that with an increasing amount of communication
as well as the processors are scaled by chanyfipgand data, the bus voltage selection approach achieves inngdgsi
Vps. Please note that Fig. 14(a) gives the energy values fugher energy reductions. If, for example, the time spent fo
systems with a communication amount of 30%, compared tcommunications is around 15% of the total execution time, th
the total execution time. Inspecting the graphs reveals tremergy savings due to bus voltage scaling are around 10%.
the highest energy savings are achieved by considering thvh communication time around 30%, the energy savings
combinedVyq andVps continuous voltage selection scheme ohecome around 16%.

the buses as well as on the processors (plot 3). We can also

observe that the energy efficiency is increased by appré%. 1D. Real-Life Examples

if combined voltage selection is applied on the bus (diffiee2 We have conducted experiments on two real-life application
between plot 2 and 3). Generally, the combingd andVhs a GSM voice codec and a generic multimedia system (MMS),
scaling yields higher energy saving (around 30%) thaVie  that includes a H263 video encoder and decoder and MP3
only scaling (difference between plot 1 and 2). the results faydio encoder and decoder . Details regarding these appli-
continuous VOltage SE|ecti0n, it is interesting to note tha cations can be found in [40] and [41] The GSM voice
proposed heuristic for discrete voltage selection (Secditl-  codec consists of 87 tasks and is considered to run on an
D) achieves results that are within 4% of the values Obtaing%hitecture Composed of 3 processing elements with twi vol
at continuous voltage levels. It is important to note thaijge modes(Q.8v,—0.1V) and (1.0V,—0.6)). At the highest
the efficiency difference of about 12% on average, betwe@bitage mode, the application reveals a deadline slackeclos
implementations with and without bus voltage selection g 109%. Switching overheads are characterizedChy= 1pF,
preserved also when discrete voltage levels are used. Cs = 4uF, pvdd = 10us/V, and pyps= 10us/V. Tab. | shows

In the second set of experiments, shown in Fig. 14(b), wie results in terms of dynamkgyyn, leakageEeax, Overhead,
investigate the achievable energy savings on a fat wiredbagnd total energ¥acive (Columns 2-5). Each line represents a
bus system, assuming the same bus-width as in the previdifferent voltage selection approach. Line 2 (Nominal) sedi
experiment. Since fat wires are considered to be suitablie omas a baseline and corresponds to an execution at the nominal
for short distance connections, we consider a lengthmim4 voltages. Lines 3 and 4 give the results for the classi@al
with a single line capacitance of 60B. Similarly to the selection, without (DVDDNOH) and with (DVDDOH) the
previous experiments, the plots 1 and 2 represent systemsdamsideration of overheads. As we can see, the consideratio
which only the processing elements are scalg Enly for of overheads achieves higher energy saving (10.7%) than the
plot 1 and combined/yq andVys for plot 2), while the third overhead neglecting optimization (8.7%). The results mive
plot indicates systems in which the processors and buses lares 5 and 6 correspond to the combinggd andVjs selection
voltage scaled in terms d¥yq, Vhs, and Vsy. As expected, schemes. Again we distinguish between overheads neglectin
the fully voltage scalable systems, achieve the best enef@NOH) and overhead considering (DOH) approaches. If
savings, with reductions between 4% to 18% compared tite overheads are neglected, the energy consumption can
systems with fixed bus voltages. Again, applying the hearistbe reduced by 22%, yet taking the overheads into account



Edyn | Eleak | € | Eactive| Reduction and IV. Each line represents a different approach. The first
Approach || (mJ) | (mJ) | (mJ) | (mJ) (%) line (Nominal) is the baseline and represents an execution a
Nominal 1.342| 0.620| non | 1.962 — the highest voltages, without any processor shutdown. &he r
DVDDNOH || 1.185| 0.560| 0.047| 1.792 8.7 maining four lines represent the resulting energy consiompt
DVDDOH || 1.190| 0.560| 0.003| 1.753 10.7 for supply voltage selection without (DVddNoSH) and with
DNOH 1.253| 0.230{ 0.048| 1.531| 22.0 shutdown (DVddSH) and respectively the supply and body
DOH 1.255/ 0.230(0.002| 1.487| 24.3 bias selection without (DVddVbsNoSH) and with shutdown
Heuristic 1.271] 0.250{ 0.008| 1.529| 22.1 (DVddVbsSH). For each approach we list the actigcfve),

idle and total energyHqie) consumption. The overheads for a
shutdown operation are estimated in [16]E&s,= 300uJ and
tsoh= 1ms If we use these values for the GSM voice codec,
we can not perform do any shutdown, due to the little amount
of slack available after voltage selection. If we consider

results in a reduction of 24.3%, solely achieved by decrepsilower shutdown overhead&on = 90uJ andtson=0.3m9, we

the transition overheads. Compared to the classical wlta@Ptain the results presented in table Ill. As we can see, even
selection scheme, the combined selection achieved a furtR@nsidering a reduced overhead, the energy can be improved
reduction of 14%. The last line shows the results of thga shutdown by only 4%. It is interesting to compare the
proposed heuristic approach. It should be noted that, shee active and idle energy values resulted after performin¢age
problem is NP hard, such heuristic techniques are needed wigglection without and with processor shutdown from thediide
dealing with larger cases (increased number of voltage siodd 5 in table Ill. As we can see, the active energy is slightly
and tasks). In the GSM application, although the numbbicreased when we perform the shutdown (frord&nJ to

of tasks is relatively large, we considered only two voltagk50mJ), while the idle energy is reduced (from.SBmJ
modes. Therefore the optimal solutions could be obtained #¢ 0.70mJ). This means that a situation similar to the one
the DOH problem. described in Fig. 7 is encountered during the optimizattbe (

We have performed the same set of experiments on tH@tages for a task are increased in order to allow the mgrgin
MMS system consisting of 38 tasks that is considered & several idle intervals into one big shutdown period). The
run on an architecture composed of 4 processors with fotiifference between the total energ¥ia) and the sum of
voltage modes ((.8V,0.0V), (1.6V,—0.8), (1.3V,—0.9) and @active Eamv'e) and idle Egie) energies represents the energy
(1.0V,—0.9)). At the highest voltage mode, the appncaﬂoﬁorrespond!ng to the shutdown overhgads plus the Ipw energy
reveals a deadline slack close to 40%. Tab. Il shows tR@nsumed in the shutdown state. A simple calculation shows
results in terms of dynami€qyn, leakageEjear, Overheack, that only one shutdown is perfomed in case of the GSM voice

and total Eactive €nergy (Columns 2-5). As with the GSM,COde‘j‘- . .
A similar experiment was performed for the MMS. We have

Edyn | Eleak € Eactive | Reduction used the shutdown overheads estimated in [E@Mz 300uJ .
Approach MmI | MY | (M) | (M (%) gnd tsoh.: 1mg. The results are.presented in Fable Iy. It_|s
Normal 1788 1205 on | 2693 — mFerestmg to note that performmg shutdown.m conjunttio
DVDDNOH 11'33 9 ;15 0.68 21.46 504 with supply voltage selection provides a reduction of 9%meo

: : - - - pared to a reduction of 5% obtained by the shutdown with the
DVDDOH | 11.31] 9.46 | 0.0001) 20.77) 22.9 combinedVyg andVys selection. This is due to the fact that the

TABLE |
OPTIMIZATION RESULTS FOR THEGSM CODEC

DNOH 11.40) 7.18 | 0.89 | 19.47] 27.7 combined supply and body bias voltage selection exploitemo
DOH_ i 11.41) 718 0.01 | 18.60) 31.0 slack than the supply-only voltage selection, thus lealéisg
Heuristic 11.62| 7.30] 0.40 | 19.32] 293 idle time for potential shutdown operations. As opposedo t
TABLE I GSM voice codec, the optimization determines 5 shutdowns
OPTIMIZATION RESULTS FOR THEMMS SYSTEM for the MMS.

The relatively reduced energy savings achievable by shut-
down are due to the small amount of static slack available.
the consideration of overheads achieves higher energpgswviExploiting the dynamic slack, resulted online from the task
(22.9% for the Vdd-only selection and respectively 31.0%mat execute less then their worst case number of clock sycle
for the combined approach) than the overhead neglectipgvides an additional opportunity for shutdowns. This ied
optimization (20.4 and respectively 27.7%). Compared to the fact that considering the dynamic slack in addition to
the classical voltage selection scheme (22.9% savings), the static one, provides a higher chance to find, onlineglarg
combined selection achieved a further reduction of 8.1%. idle periods that can be exploited for shutdown. We have
We have performed a set of experiments on each of tpeesented in [30] an online voltage selection techniqué tha
two real-life applications in order to show the efficiencxan make use of dynamic slack. The technique is based on
of the proposed voltage selection with processor shutdown offline calculation of look-up tables that are used online
technique. The voltage modes are the same for GSM codecvoltage selection. The calculation of the tables is Haze
and respectively for the MMS system as the ones used in e equations presented in this paper. Applied on top of such
previous experiments. The results are presented in tablesdn approach, a strategy which includes shutdown produses it



entire potential. For example, for the MMS system, in thas a baseline for the reductions indicated in the fourthroolu
case that the average execution time of the tasks is halfeof thhe third and fourths row present the results of systems in
worst case, we can achieve a further energy reduction of 6@hich the bus remains unscaled while the processors arereith

by using the shutdown. Vgd Or V4g and Vs scaled over a continuous range. As we
can observe, savings of 9 and 20% are achieved. In order to
Eactive | Eidle | Etotar | Reduction adapt the continuous selected voltages towards the tweetksc
Approach (mJ) | (mJ) | (mJ) (%) voltage settings at which the processor can possibly run, we
Nominal 1.96 | 1.02| 2.98 — apply our heuristic outlined in Section VII-D. The achieved
DVddNoSH 1.74 | 0.93] 2.68 10 reduction in the discrete case is 17% (row 5). Neverthekss,
DVddSH 1.75 | 0.62| 2.56 14 shown by the values given in row 6, it is possible to further
DVddVbsNoSH| 1.48 | 0.93| 2.41 19 reduce the energy by scaling the repeater-based bus. Cedhpar
DVddVbsSH 150 | 0.70] 2.30 23 to the baseline, a saving of 27% is achieved. Using the

discrete voltage heuristic, the final energy dissipatiosults
in 1.7234J, which is 24% below the unscaled system.

The MMS system is mapped on 4 processors that communi-
cate over two repeater-based buses. At the nomimal voltages
the communication accounts for 25% of the total energy

TABLE Il
RESULTS FOR THEGSM CODEC WITH SHUTDOWN

Eactive | Eidle | Erotal | Reduction consumption. The results are presented in table VI.

Approach (mJ) | (mJ) | (mJ) (%)

Nominal 26.93] 6.94] 33.87] — [ Approach [VS type]| Bt (mJ) | Reduc. (%)

DVddNoSH || 20.78] 4.83] 25.61] 25 Nominal — || 3501 —
DVddSH 20.83| 0.20| 2253] 34 CPU Vaa) cont. || 28.99 18
DVddVbsNoSH|| 18.55| 4.78| 23.33] 32 CPU Vaa.Vhs) cont. || 26.05 26
DVddVbsSH || 19.85| 0.20| 21.56] 37 Heu.CPU Vua,Vbs) disc. || 26.82 24
v CPU+BUS Vud,Vos) cont. || 22.94 35
Heu.CPU+BUS(aaVbg) | disc. || 23.48 33

RESULTS FOR THEMMS SYSTEM WITH SHUTDOWN

TABLE VI

RESULTS FOR THEMMS SYSTEM CONSIDERING THE COMMUNICATION
In the previous experiments, communication energy has
been ignored. Another set of experiments was performed on
the two benchmarks in order to highlight the importance of
combined processor and communication links’ scaling. The XIl. CONCLUSIONS

GSM codec is congidered to run on an architecture Compow%jrqergy reduction techniques, such as supply voltage &mbect
of 3 processors (with two vqltage moded.@v, -0.1v) and  5ng adaptive body-biasing can be effectively exploitechat t
(1.0v,-0.6V))), communicating over a repeater-based shargfsiem.level. In this paper, we have investigated differen
bus. At the nomimal voltages, the communication accounfgenatives of the combined supply voltage selectionptide

for 15% of the total energy consumption. Tab. V shows thg, 4y hiasing and processor shutdown problems at the system
resulting total energy consumptions for six differentattans. |ee| These include the consideration of transition oeeds

The first column denotes the used voltage selection teckniqil .o as the discretization of the supply and threshold

voltage levels. We have shown that nonlinear programming
|Apprf3aCh | VS type] Etot (MJ)|Reduc. (%) and mixed integer linear programming formulations can be
Nominal — 2.273 — used to solve these problems. Further, the NP-hardnes of th
CPU Wua) cont. | 2.091 9 discrete voltage selection case was shown, and a heunstic t
CPU {4d,Vbs) cont. | 1.831 20 efficiently solve the problem has been proposed. Similarly,
Heu.CPU Vud,Vbs) disc. 1.887 17 if the shutdown of processors is considered, the problem
CPU+BUS V4d,Vbs) cont. 1.665 27 becomes NP complete. Therefore, we have proposed an ef-
Heu.CPU+BUS{yq,Vbs) | disc. 1.723 24 ficient heuristic to solve this problem. The voltage setmtti
TABLE V technique achieves additional efficiency by simultangousl

RESULTS FOR THEG SM CODEC CONSIDERING THE communication  Scaling the voltages of processors and communication. We
have investigated two alternatives, considering both $ugth
repeaters and fat wires. Several generated benchmark éemmp

and the second indicates if continuous or discrete voltagas well as two real-life applications were used to show the
were considered. The third and fourth column give the energpplicability of the introduced approaches.

consumption and achieved reduction in percentage for eachn this paper we have focused on the voltage selection
scaling approach. For instance, according to the second r@roblem. The solutions presented and the heuristics pezpos
the system dissipates an energy &#73.J at nominal voltage can be included in design space exploration frameworks that
settings, i.e., without any voltage selection. This valaeves also perform other system level optimizations, such as task



mapping and scheduling. This has been demonstrated [B8] G. Wei, J. Kim, D. Liu, S. Sidiropoulos, and M. Horowit# Variable-

integrating our work in the frameworks proposed in [42],][43
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