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Abstract—High reliability against noise, high performance, and 

low energy consumption are key objectives in the design of on-

chip networks. Recently some researchers have considered the 

impact of various error-control schemes on these objectives and 

on the trade-off between them. In all these works performance 

and reliability are measured separately. However, we will argue 

in this paper that the use of error-control schemes in on-chip 

networks results in degradable systems, hence performance and 

reliability must be measured jointly using a unified measure, i.e., 

performability. Based on the traditional concept of performability, 

we provide a definition for the 'Interconnect Performability'. 

Analytical models are developed for interconnect performability 

and expected energy consumption. A detailed comparative 

analysis of the error-control schemes using the performability 

analytical models and SPICE simulations is provided taking into 

consideration voltage swing variations (used to reduce 

interconnect energy consumption) and variations in wire length. 

Furthermore, the impact of noise power and time constraint on 

the effectiveness of error-control schemes are analyzed.      
 
Index Terms—On-chip network, on-chip interconnect, energy 

consumption, error control, performability  

 

I. INTRODUCTION 

he implementation of an on-chip network affects the 

system reliability, performance, and energy consumption 

to a large extent [1]. Energy consumption is one of the most 

prominent issues in on-chip networks. It has been shown that 

on-chip interconnects account for a significant fraction of the 

total on-chip energy consumption [3]. On the other hand, the 

required reliability of on-chip interconnects is becoming 

harder to achieve due to shrinking feature-sizes and supply 

voltage scaling [2]. 
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To address the energy consumption issue, reduced voltage 

swing [3], [4] is often used. However, reduced voltage swing 

leads to decreased noise margin; making interconnects less 

immune to noise. Variations in voltage swing also necessitate 

changes in interconnect operational frequency which lead to 

variations in performance [3]. To address the reliability issue, 

error-control schemes such as Automatic Repeat Request 

(ARQ), and Forward Error Control (FEC) can be used [2], [3]. 

However, these mechanisms increase the energy consumption 

and can degrade the performance of the on-chip networks. For 

instance, in the ARQ scheme, the receiver requests the sender 

to retransmit the data unit that was faulty [2]. Clearly, 

retransmissions take time (i.e., degraded performance) and 

consume energy (i.e., increased energy consumption). Based 

on the above, high performance, high reliability and low 

energy consumption are conflicting objectives that require to 

be considered jointly when designing an on-chip network. 

In the context of on-chip communication, the energy 

efficiency of FEC and ARQ has been studied in [2]. This 

research has reported that, for the same constraint on system 

reliability, ARQ consumes less energy than FEC. However, 

this research has not considered the performance. Indeed, it 

has been assumed that timing penalties can be tolerated [8]. 

Furthermore, this research has not considered the hybrid 

ARQ/FEC (HARQ) scheme. A dynamic voltage swing 

approach has been proposed in [3] to optimize the energy 

consumption of ARQ without degrading the performance and 

the reliability. However, this research has not considered FEC 

and HARQ. [9] has compared ARQ and HARQ. This work 

provides useful information to select an appropriate error-

control scheme for a given application. However, it addresses 

energy/reliability and performance/reliability trade-offs 

separately and does not consider the impact of voltage swing 

on the simultaneous trade-off between reliability, performance, 

and energy consumption. [15], [16], [21] have addressed the 

reliability, performance and energy consumption of NoCs, 

however these works are mainly focused on router architecture 

and they do not investigate the issues related to channel wires 

such as voltage swing variations, variations in wire length, etc. 

These works also do not provide any comparison between 

ARQ, FEC and HARQ.  
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Although some of the above previous works have addressed 

the performance and reliability of NoCs, none of them has 

addressed the performability metric [12] which is a composite 

measure of performance and reliability. It has been shown that 

for degradable fault tolerant systems – fault tolerant systems 

that tolerate faults by reducing their performance – reliability 

and performance cannot be measured separately and should be 

measured jointly using the performability metric [12]. We will 

argue in this paper (Section II-B) that the use of error-control 

schemes in on-chip networks results in degradable fault 

tolerant systems, hence performability should be used to 

measure performance and reliability jointly. Based on the 

traditional concept of performability [5], [12], in this paper, 

we provide a definition of "interconnect performability" to 

measure the reliability and performance of an on-chip network 

interconnect in a composite way. Two other important issues 

which have not been addressed in all previous works are the 

impacts of (i) time constraints and (ii) noise power on the 

effectiveness of error-control schemes. In this paper, we aim: 

(i) to analyze the impact of voltage swing and different error-

control schemes on the trade-off between performability and 

energy, and (ii) to answer the following question: "If a 

message transmission has to be finished in a given time 

interval (time constraint) and in the presence of noise with a 

given power, which error-control scheme and what voltage 

swing must be used to perform the transmission with the 

minimum energy and highest performability?".  

To analyze the performability/energy trade-off, analytical 

models of performability and expected energy consumption 

are developed for three error-control schemes (ARQ, FEC, and 

HARQ) and the simple non-fault-tolerant communication 

(SNFT). In the energy analysis, the energy overhead of the 

error-control circuits, estimated by SPICE simulations, is also 

considered. We have chosen SNFT to demonstrate why error-

control schemes are necessary. 

The rest of the paper is organized as follows. Section II 

provides the performability/energy models for communication 

schemes. Based on the models provided in Section II, Section 

III analyzes and compares the different communication 

schemes. Finally, Section IV concludes the paper. 

 

II. ERROR-CONTROL SCHEMES AND PERFORMABILITY/ENERGY 

MODELS 

One of the distinctive aspects of on-chip networks is data 

packetization [1]. In general, each message to be transmitted is 

partitioned into packets. Packets in turn are often broken into 

message flow-control units or flits. Most of the related works 

[3], [7], [8] consider flit-level error control where each flit 

contains its own check bits. Similarly, in this paper we 

consider flit-level error control. Fig. 1 shows a possible 

architecture for an on-chip interconnect with flit-level error 

control. The encoder (denoted by 'ENC') adds check bits to 

each flit and the decoder (denoted by 'DEC') uses the check 

bits to detect and/or correct faulty flits. The 1-bit connection 

line denoted by 'Retransmission Request' is, unlike all the other 

connections in Fig. 1, backward from the decoder to the 

encoder. The 'Retransmission Request' line is only required for 

the error-control schemes with retransmission capability and is 

not required for the other schemes (Section II-A). The level 

shifter units are used to change the voltage swing. 

In the rest of this section, we first introduce the error-control 

schemes, and then we develop the analytical models of 

performability and energy for the schemes. 

A. Error-control schemes 

The three error-control schemes for on-chip networks, 

considered in this work, are: 

1) ARQ: In this scheme [2], the sender includes an encoder 

which encodes flits using an error detection code (e.g., CRC-8 

code [3]). The receiver includes a decoder which can detect 

errors (faulty flits). When the receiver detects no fault in a flit, 

it sends back an ACK (e.g., a '0' on the 1-bit 'Retransmission 

Request' line) to the sender to acknowledge the correctness of 

the flit. However, when the receiver detects that a flit is faulty, 

it sends back a NACK (e.g., a '1' on the 'Retransmission 

Request' line) to request the sender to resend the flit. This 

process is repeated until the receiver detects no fault in the flit. 

When the receiver detects no fault in a flit, the flit is supposed 

to be correct; however there are rare occasions when a flit is 

faulty and the receiver cannot detect the fault. In this case, 

since the fault is undetected, the receiver does not request a 

retransmission. Therefore, the flit remains faulty and the 

transmission fails. 

Most of the related works (e.g., [3]) consider the ARQ 

schemes which are based on a policy called Go-Back-N [18]. 

In this policy, flits are transmitted continuously and the sender 

does not wait for an ACK after sending a flit. Such an ACK is 

received after a round-trip delay. The sender requires buffering 

resources to store a copy of those flits that are transmitted 

during the round trip delay and their ACKs are still not 

received. Using these buffers, when a NACK is received, the 

sender backs up to the flit that is negatively acknowledged and 

resends it in addition to the N-1 (N is called window size [18]) 

succeeding flits that were transmitted during the round-trip 

delay. A flit is removed from the sender buffer only when an 

ACK is received for it. At the receiver, the N-1 received flits 

following a detected faulty flit are discarded regardless of 
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Fig. 1. A possible architecture for an on-chip interconnect 
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whether they were correct or not. It should be noted that in the 

Go-Back-N policy, the channel and the 'Retransmission 

Request' line operate in parallel. That is, while the sender is 

transmitting the ith flit over the channel, the receiver transmits 

an ACK/NACK for the i-(N-1)th flit over the 'Retransmission 

Request' line. In this paper, we consider the ARQ schemes 

which are based on the Go-Back-N policy (for more 

information on the Go-Back-N policy refer to [18]). 

As it can be seen from Fig. 1, the 'Retransmission Request' 

line is not driven with a reduced voltage swing. This is because 

this line usually carries ACKs and it rarely carries a NACK, 

only when a fault is detected. Hence the switching activity of 

this line is essentially very low, so that a reduced voltage 

swing is not required. 

2) FEC: In this scheme [2], the sender includes an encoder 

that encodes flits using an error correction code which can be 

used for single-bit error correction (e.g., overlapping parity 

bits [6]). The receiver includes a decoder which can correct 

single-bit errors. When the receiver detects a single-bit error in 

a flit, it corrects the error. However, on the occasions that 

there is a multiple-bit error in a flit, it cannot be corrected and 

the transmission fails. In this scheme, the 'Retransmission 

Request' line shown in Fig. 1 is not needed and does not exist. 

3) Hybrid FEC/ARQ (HARQ): In this scheme, the sender 

includes an encoder that encodes flits using an error correction 

code (e.g., overlapping parity bits [2]). The receiver includes a 

decoder which can correct single-bit errors and detect 

multiple-bit errors. When the receiver detects a single-bit error 

in a flit, it corrects the error. However, when the receiver 

detects a multiple-bit error in a single flit, it cannot correct the 

error and hence requests the sender, through the 

'Retransmission Request' line (Fig. 1), to resend the flit. This 

process is repeated until the receiver detects no fault in the flit 

or detects only a single-bit error that is correctable without 

requiring any retransmission. Like in ARQ, when the receiver 

detects no fault in a flit, the flit is supposed to be correct; 

however there are rare occasions when a flit is faulty and the 

receiver cannot detect the fault. Since the fault is undetected, 

the receiver neither corrects the flit nor requests a 

retransmission, therefore the transmission fails. In this paper, 

the retransmission policy of HARQ is considered to be Go-

Back-N. 

B. Performability of an on-chip network interconnect 

An important class of fault tolerant systems are degradable 

systems which in the presence of faults descend into a lower 

level of performance but still operate correctly. In fact, 

degradable systems have the capability of compromising 

performance for reliability. These are unlike non-degradable 

fault tolerant systems which in the presence of a fault either 

tolerate the fault and continue to operate correctly at the 

normal performance level (without any degradation in 

performance) or do not tolerate the fault and fail. As discussed 

in the literature (e.g., [5], [12]), traditional views of computer 

"performance" and computer "reliability" are no longer 

applicable to degradable systems and performance and 

reliability must be measured jointly using a metric called 

performability. We believe that the use of error-control 

schemes for on-chip network interconnects may result in 

degradable systems, thereby requiring performability analysis. 

We clarify this by means of the following example:  

Suppose a 32-bit on-chip interconnect operates at the 

frequency of 500MHz (i.e., each flit takes 2ns to be transferred 

and the bit rate is 32bits/2ns = 16Gbit/s) and we want to 

transfer 10 flits on this interconnect. Also suppose that ARQ is 

used for this interconnect. If no fault occurs during the transfer 

of the 10 flits, the transfer of the 10 flits will take 20ns and 

hence the useful bit rate will be (32*10bits/20ns)=16Gbit/s. 

However, if for example during the transfer of the 10 flits, 4 of 

them become faulty and require retransmissions, 14 flits 

should be totally transferred  that will take 28ns and hence the 

useful bit rate will be (32*10bits/28ns) ≅11.4Gbit/s. It can be 
seen that when faults have occurred during the transmission of 

the 10 flits, the faults have been tolerated using ARQ, but the 

interconnect performance has dropped from 16Gbit/s to 

11.4Gbit/s. This example shows that the use of ARQ for the 

interconnect results in a degradable system. Therefore a 

performability analysis should be used for such an interconnect 

rather than analyzing the performance and reliability 

separately. In fact when we use error-control schemes for on-

chip network interconnects, the traditional views of 

communication performance and communication reliability 

have the following drawbacks: 

1- Metrics such as bit rate, baud rate, latency, bandwidth, 

and operational frequency are some of the most commonly 

used measures of communication performance [3], [9]. 

However, when error-control schemes are used in on-chip 

networks, these metrics cannot provide a realistic view of 

performance. In fact, from a performance point of view, it is 

the useful bit rate which is important, not the apparent rate at 

which all the bits (including faulty and fault-free flits) are 

transferred. On the other hand, the use of error-control 

schemes causes the useful bit rate to become dependent on 

how faults occur and how they are tolerated. Therefore it may 

be impossible to measure the real performance without 

considering the reliability issues. For instance, in the above 

example, when there is no faulty flit, the useful bit rate is 

16Gbit/s, but when 4 flits become faulty, the useful bit rate is 

reduced to 11.4Gbit/s (although the faults are tolerated). Note 

that while the useful bit rate varies with the number of faults, 

the apparent bit rate is constant and equal to 16Gbit/s.  

2- Another important drawback of the above mentioned 

metrics of communication performance is that they cannot 

model the probabilistic nature of the performance of those on-

chip interconnects which use error-control schemes. From the 

above example, it is clear that the real performance of the 

example interconnect (i.e., the useful bit rate) depends on the 

number of faulty flits. However, since faults occur randomly 

the real performance is also a random variable and is not 

deterministic. In such cases, metrics such as bit rate, baud rate, 
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etc. can only be used to describe the average (or the 

maximum) value of the interconnect performance but cannot 

model its probabilistic nature.  

3- Metrics such as Bit Error Rate, Flit Error Rate and 

Residual Error Probability are some of the most commonly 

used measures of communication reliability [2], [3], [9]. 

However, when error-control schemes are used in on-chip 

networks, these metrics cannot provide a realistic view of how 

reliable an on-chip interconnect is. For example, suppose that 

in the above example the residual error probability is 0. From 

a reliability point of view this is the highest imaginable 

reliability which means that all the possible faults are 

definitely detected and tolerated by retransmission. However, 

if the number of faulty flits increases, although all of them will 

be detected and tolerated, the interconnect performance may 

be drastically reduced because of the time that retransmissions 

will take. In this case, the reliability of the interconnect is 

apparently infinite since all the faults are tolerated, but the 

resulting performance reduction may make the interconnect 

completely useless if the performance becomes less than what 

is required by the application. Hence, for those on-chip 

network interconnects that use error-control schemes, 

performance have to be taken into account in measuring 

reliability.  

The above discussion indicates that like all other degradable 

systems, when error-control schemes are used for on-chip 

interconnects, performance and reliability may be impossible 

to be measured separately and preferably they should be 

measured jointly using the performability metric. Formal 

definitions for performability have been provided in [5], [6], 

[12]. However, the performability of a degradable system can 

be simply defined as [5]: "the probability of completing a 

given amount of useful work within a specified time interval”. 

Since in an on-chip network interconnect the useful work is to 

transmit useful bits (by useful bits we mean original data bits 

excluding check bits and redundantly transmitted data bits), in 

this paper we define the performability P(L,T) of an on-chip 

network interconnect as the probability to transmit L useful 

bits during the time interval T in the presence of noise. To see 

how this definition can be used to combine the reliability and 

performance analysis, again consider ARQ. The presence of 

faulty flits (low reliability problem) in ARQ necessitates a 

more frequent retransmission of flits which requires more time 

and reduces the probability to finish the transmission of a fixed 

number of useful bits during a fixed time interval (i.e., 

performability). Also, reducing the bit rate (i.e., low 

performance problem) increases the time required for sending 

the flits. This time increase reduces the probability to finish the 

transmission of a fixed number of useful bits during a fixed 

time interval (i.e., performability). Whilst the performability of 

an on-chip interconnect provides a better insight into the 

performance and reliability of the interconnect, it is not 

intended to replace the basic metrics of performance and 

reliability (e.g., Bit Error Rate and operational frequency) with 

the performability metric. In fact, as it will be seen in this 

section, the performability metric itself should be calculated 

and obtained from the basic metrics of performance and 

reliability. 

The analytical performability models for the communication 

schemes are presented next. 

 

Analytical Performability Models  

An effective method to reduce the energy consumption of an 

on-chip interconnect is to reduce the voltage swing [3], [4]. 

Variations in the voltage swing of a channel also lead to 

variations in the channel delay [3]. When a channel is used at 

the voltage swing VSW, the channel delay is [3]: 
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where Km is the driver transistor transconductance, CL is the 

wire capacitance, and Vth is the threshold voltage of the 

transistors. Let DError-control be the additional delay imposed by 

the error-control circuit (e.g., the encoder and decoder). Then, 

the interconnect operational frequency is: 
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where DTotal(VSW) is the total delay of the interconnect caused 

by both the channel and error-control circuit. 

Suppose L bits are put into K flits of length LF bits. Since 

each flit is transmitted in one cycle, the time required for 

transmitting a flit is DTotal(VSW); hence, the maximum number 

of flits which can be transmitted during the time interval T is: 

 

                   )(
)(

)( SW

SWTotal

SW VFT
VD

T
VM ⋅=








=               (3) 

 

When a flit is transmitted over an on-chip network 

interconnect, the following three cases are possible to happen: 

Case 1 (Correct flit): In this case, the flit is either fault-free or 

with a fault that can be corrected in the receiver without 

requiring any retransmission. Case 2 (Retransmission 

requiring flit): In this case, a fault occurs in the transmitted flit 

but the error-control scheme detects the fault and initiates a 

retransmission of the flit. Case 3 (Residual faulty flit): In this 

case, a fault occurs in the flit which cannot be tolerated by the 

error-control scheme. The probability of this happening 

sometimes is referred to as Residual Error Probability [2], [3]. 

This happens when either 1) the error-control scheme detects a 

fault but cannot tolerate it, because for example the scheme 

does not support retransmissions, or 2) a fault occurs but the 

error-control scheme cannot detect it, hence no action is taken 

to tolerate the fault. 

Let c, r, and f be the probabilities of Case 1, Case 2, and 

Case 3 respectively. Since all the possibilities have been 

considered above, we can write: c+r+f=1. As shown in the 

following, the probabilities c, r, and f are used to develop 
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performability models for error-control schemes. 

Consider the schemes with retransmission capability (i.e., 

ARQ and HARQ). Suppose that the transmission of L useful 

bits (put into K flits) within the time interval T is finished 

successfully and exactly i faulty flit(s) occur during this 

transmission. None of these i faulty flits can be a 'Residual 

faulty flit' (Case 3) and they all should be 'retransmission 

requiring flits' (Case 2), because it is supposed that the 

transmission is finished successfully. Since the retransmission 

policy is considered to be the Go-Back-N policy, the 

occurrence of these i faulty flits results in i⋅N more flit 

transmissions. Therefore, in this case K+i⋅N flit transmissions 

are required. As mentioned in Section II-A, when a faulty flit 

occurs, the receiver discards the N-1 received flits following 

the detected faulty flit regardless of whether they were correct 

or not. In fact, it is not important at all whether these N-1 flits 

are correct (Case 1), retransmission requiring (Case 2), or 

residual faulty (Case 3), since they will be discarded anyway 

and the receiver will never use them.  Therefore, in this paper 

these N-1 flits are called discarded flits. Because of the 

occurrence of exactly i faulty flits, totally i⋅(N-1) flits are 
discarded. From the remaining K+i non-discarded flits: 

a) None of them can be a 'Residual faulty flit' (Case 3), 

because if even one 'Residual faulty flit' occurs, the 

transmission will fail. 

b) The last non-discarded flit which is the (K+i)th non-

discarded flit should be a correct flit (Case 1). Otherwise, the 

(K+i)th non-discarded flit is a retransmission requiring flit 

(Case 2), which means that more flit transmissions are required 

and hence the (K+i)th non-discarded flit is not the last non-

discarded flit. Note that the probability of the (K+i)th non-

discarded flit being correct  is: P1=c. 

c) From the remaining (K+i)-1 non-discarded flits, K-1 flits 

should be correct flits (Case 1) because in total we require that 

K flits be transmitted successfully. Also the remaining 

[(K+i)-1]-(K-1)=i flits should be retransmission requiring flits 

(Case 2), because it is supposed that exactly i faulty flit(s) 

occur during the transmission. Assuming that all transmitted 

flits are independent and equally probable to be a correct flit, a 

retransmission requiring flit, or a residual faulty flit, the 

probability that K-1 flits out of (K+i)-1 flits are correct flits 

and the remaining i flits are retransmission requiring flits is: 
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Therefore, the probability that the transmission (of L useful 

bits which are put into K flits) is finished successfully while 

exactly i faulty flit(s) occur during the transmission is: 
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Based on Eq. 3, the maximum number of flits which can be 

transmitted during the time interval T is M(VSW), hence 

K+iN≤M(VSW). Therefore, the maximum number of faulty flits 

that may occur during this transmission is: 
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Based on the definition of interconnect performability, the 

performability P(L,T) of the error-control schemes which have 

the retransmission capability (HARQ and ARQ) can be 

expressed as the probability that the transmission of L useful 

bits (put into K flits) within the time interval T is finished 

successfully despite the occurrence of i faulty flit(s), where i 

can change from 0 to max(i). Based on Eqs. 5 and 6, this 

performability can be written as: 
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In the schemes which do not have the retransmission 

capability (FEC and SNFT), when K>N(VSW), this means that 

there is not enough time to transmit K flits during the time 

interval T, and therefore performability is 0. On the other 

hand, when K≤N(VSW), there is enough time to transmit K flits, 

however each flit can only be transmitted once and there is no 

retransmission. Therefore, the transmission of the K flits will 

be successful if and only if the only transmission of each flit is 

correct (Case 1), whose probability is c
K
. Therefore, the 

performability of FEC and SNFT is: 
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As it can be seen from Eqs. 7 and 8, to evaluate the 

performability of an interconnect we need to know the c, r, and 

f probabilities. These probabilities in turn depend on the Bit 

Error Rate (BER) (i.e., the probability that a transmitted bit 

will be received in error). In the context of on-chip network 

interconnects, the relevant literature mostly uses Gaussian 

noise model to evaluate BER [2], [3], [7]. In this model, it is 

assumed that all the noise sources collectively induce a noise 

voltage VN on the channel which follows a Gaussian 

distribution with zero mean and variance 2

Nσ . Therefore, the 

BER is given by: 
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where VSW is the voltage swing. 
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For each scheme (SNFT, ARQ, FEC, and HARQ) we have 

analyzed the probabilities c, r, and f as follows: 

 

SNFT scheme  

In SNFT, a flit will be a correct flit if and only if all of its 

bits are correct and intact, therefore the probability of a flit 

being a correct flit is: 

 

             SNFTL

SWSWSNFT VBERVc )](1[)( −=                   (11) 

 

where LSNFT is the flit size. Since SNFT does not have the 

retransmission capability, we have rSNFT(VSW)=0 and hence:  

 

             SNFTL

SWSWSNFT VBERVf )](1[1)( −−=                 (12) 

 

ARQ scheme 

Cyclic redundancy check (CRC) codes are error detecting 

codes that are widely used in communications links [13] and in 

particular are used for implementing ARQ for on-chip 

interconnects [2], [3], [9]. Similarly, in this paper we consider 

the ARQ schemes which are based on CRC codes. In ARQ, 

like in SNFT, a flit will be a correct flit if and only if all of its 

bits are correct, therefore: 

 

               ARQL

SWSWARQ VBERVc )](1[)( −=  (13) 

 

where LARQ is the flit size in ARQ. It has been shown that the 

residual error probability of a CRC code can be expressed as 

[13]: 

 

              min

min
)()(
d

SWdSWARQ VBERAVf ⋅=  (14) 

 

where dmin is the minimum Hamming distance of the CRC 

code, and Admin is the number of code words with weight dmin. 

For a CRC code, the dmin and Admin parameters depend on the 

generator polynomial [13] and the flit size. In this paper, in all 

experiments and case studies, it is assumed that each flit 

contains 32 bits, excluding the check bits. Also, in all 

experiments and case studies (Section III), we consider a CRC 

code with the generator polynomial x
8
+x

5
+x

4
+x

3
+1 (called 

DARC-8 [14]). Therefore, we developed a software code to 

evaluate the dmin and Admin parameters for this CRC code, and 

we obtained: dmin=2, Admin=29. Based on Eqs. 13 and 14, we 

have: 

 

      
min

min
)(

)](1[1)(

d

SWd

L

SWSWARQ

VBERA

VBERVr ARQ

⋅−

−−=
 (15) 

 

FEC scheme 

For FEC, a flit is considered faulty when it has more than 

one erroneous bit. Those flits which have only one erroneous 

bit are not considered as faulty flits, since they are recoverable 

by the receiver. Therefore the probability of a flit being a 

correct flit is: 

 

    
1

)](1[)(

)](1[)(

−−⋅⋅

+−=
FEC

FEC

L

SWSWFEC

L

SWSWFEC

VBERVBERL

VBERVc  (16) 

 

where LFEC is the flit size in FEC. Since FEC does not have the 

retransmission capability, we have rFEC(VSW)=0 and hence: 

 

 
1

)](1[)(

)](1[1)(

−−⋅⋅−

−−=
FEC

FEC

L

SWSWFEC

L

SWSWFEC

VBERVBERL

VBERVf
 (17) 

 

HARQ scheme 

For HARQ, like FEC, a flit is considered faulty when it has 

more than one erroneous bit. Hence, the probability of a flit 

being a correct flit is: 

 

  
1

)](1[)(

)](1[)(

−−⋅⋅+

−=

HARQ

HARQ

L

SWSWHARQ

L

SWSWHARQ

VBERVBERL

VBERVc
 (18) 

 

where LHARQ is the flit size in HARQ. Assuming that the error 

correction code can also be used for double-bit error detection 

(e.g., overlapping parity bits [2]), the residual error probability 

can be expressed as [8]: 

             

1212

2

1

)](1[)(
12

)(

−−+









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∑ jL

SW

j

SW

L

j

HARQ

SWHARQ

HARQ

HARQ

VBERVBER
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(19) 

 

and hence: 

 

1212
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











=

−⋅








+
−

−−=

∑ jL

SW

j

SW

L

j

HARQ

L

SWSWHARQ

HARQ

HARQ

HARQ

VBERVBER
j

L

VBERVr

 (20) 
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C. Energy consumption model 

The dynamic energy consumption of an on-chip wire per bit 

is [4]: 

 

               
SWDDLSWlink VVCVE ⋅⋅⋅=α)(       (21) 

 

where α is the switching activity, CL is the wire capacitance, 

and VDD is the supply voltage. 

It has been observed that when a reduced voltage swing is 

used, the transistors of the receiver level shifter may never be 

cutoff because of a low input voltage swing [4]; hence a 

considerable current flows through the receiver level shifter. 

This current can be calculated as: 

                      













>−−−

≤−

=−

th

SWDD

th

SWDD

th

SWDD

SWStaticREC

V
VV

V
VV

V
VV

VI

22
)

22
(

2

22
0

)(

2β

  (22) 

 

where β is the transistor beta parameter, VDD is the supply 

voltage, and Vth is the threshold voltage of the transistors. The 

energy consumption per bit, dissipated by this current is: 

 

                     
)(

)(
)(

SW

SWStaticRECDD
SWStaticREC

VF

VIV
VE −

−

⋅
=   (23) 

  

Another important source of energy consumption in on-chip 

interconnects is the error-control circuit. The energy 

consumption of the error-control circuit has two components: 

static and dynamic. Let PS be the static power of the error-

control circuit. Since each flit is transmitted in one cycle, the 

static energy consumption per flit is PS /F(VSW), where F(VSW) 

is the interconnect operational frequency given by Eq. 2. 

Hence, the static energy per bit is: 

 

                    
)(

)(
SWF

S
SWStatCIR

VFL

P
VE

⋅
=−

    (24) 

 

where LF is the flit size. Let ECIR-Dyn be the dynamic energy 

consumption per bit. The total energy per bit which is 

consumed by the error-control circuit can be written as: 

 

           )()( SWStatCIRDynCIRSWCIR VEEVE −− +=   (25) 

 

Note that the dynamic energy consumption per bit is 

frequency independent, because to process a bit of data a 

certain number of signal transitions are required regardless of 

the rate at which the circuit processes data. Considering all the 

sources of energy consumption (Eqs. 21, 23, and 25), the total 

energy consumption per bit which is consumed by both the 

channel and error-control circuit is: 

               

)()()()( SWCIRSWStaticRECSWlinkSWtot VEVEVEVE ++= −  (26) 

 

Suppose that the transmission of L useful bits (put into K 

flits) within the time interval T is finished successfully. When 

the Go-Back-N policy is used for the schemes with 

retransmission capability (ARQ and HARQ), if i faulty flit(s) 

occur during the transmission, K+i⋅N flit transmissions will be 

required (Section II-B). Since the probability that i faulty 

flit(s) occur during the transmission is P(i) (Eq. 5), the 

expected number of total flit transmissions (including the 

original flit transmissions as well as the retransmissions) is: 

 

                    ∑
=

⋅+⋅=
)max(

0

)()(
i

i

T NiKiPN             (27) 

 

where max(i) is given by Eq. 6. Therefore, for the 

retransmission-based schemes (ARQ and HARQ), the 

expected energy consumption required for the successful 

transmission of K flits during the time interval T is: 

 

        )()( based-RT SWtotFTSW VELNVE =    (28) 

 

where LF is the flit size. In the retransmission-free schemes 

(FEC and SNFT), each flit is transmitted only once. Therefore, 

the energy consumption required for the successful 

transmission of K flits during the time interval T is: 

 

         )()(free-RT SWtotFSW VELKVE ⋅⋅=  (29) 

 

III. EVALUATION OF THE ERROR-CONTROL SCHEMES 

In this section we will evaluate the error-control schemes as 

TABLE I 

 POWER, ENERGY, AND DELAY OF ERROR-CONTROL HARDWARE*  

Error control circuitry Static PowerΨ 
(nW) 

Dynamic Power 
(nW) 

Total dynamic 
energy† (fJ) 

Dynamic energy per 
flit† (fJ/flit) 

Dynamic energy per useful 
bit† (fJ/ubit) 

Circuit delay  
(ns) 

Encoder 9589 14326 8994.1 140.5 4.3906 0.81 CRC (DARC-8) 
Decoder 5988 7633 4792.0 74.9 2.3406 1.17 
Encoder 6023 8952 5620.5 87.8 2.7437 0.78 Overlapping 

Parity (FEC) Decoder 6463 8981 5638.6 88.1 2.7531 1.64 
Encoder 10453 15420 9680.8 151.3 4.7281 0.90 Overlapping 

Parity (HARQ) Decoder 6697 8999 5649.7 88.3 2.7594 1.76 
 
* 211 useful bits were put into 26 flits, each containing 32 useful bits 
† Dynamic energy per useful bit has been calculated, since it should be inserted in Eq. 27  
Ψ Static Power has been estimated, since it should be inserted in Eq. 26 
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well as the non-fault-tolerant one for energy consumption and 

performability. We first estimate the energy overhead of the 

error-control circuitries, using SPICE simulations. Then we 

use the analytical models, developed in Section II to analyze 

and compare different communication schemes. 

A. Energy overhead of error-control circuitry 

To analyze the energy overhead of the error-control circuits, 

we synthesized the error-control circuits into 45nm SPICE 

models. The simulations were carried out using 45nm PTM 

technology [10] (VDD=0.5V). Note 45nm technology has been 

used as a way of an example and the models, developed in this 

work, are generic and can be used for other technologies. A 

cyclic redundancy code with the generator polynomial 

x
8
+x

5
+x

4
+x

3
+1 [14] was used for ARQ, while overlapping 

parity methods [6] were used for FEC and HARQ. A CRC 

circuitry can be easily implemented using a Linear Feedback 

Shift Register (LFSR). However, the LFSR-based 

implementation is unsuitable for parallel communication 

interconnects. Therefore, a Parallel Bit Code Generator [7] 

(PBCG) method was employed for CRC. The aim of the 

SPICE experiments was to obtain the energy and power values 

from the simulation to insert them in the analytical models 

obtained in Section II-C, i.e., Eqs. 24 and 25. For Eq. 24, we 

needed to evaluate the static power PS and for Eq. 25, we 

needed to evaluate the dynamic energy per bit ECIR-Dyn. For the 

evaluation of ECIR-Dyn, some random data bits were encoded 

and decoded. Each flit contained 32 useful bits as well as 

redundant check bits. It was assumed that all data 

combinations are equally probable to be transmitted (this is a 

simplified assumption, but the same methodology can be 

applied to any data pattern). In order to determine the 

interconnect operational frequency (Eq. 2) we also needed to 

evaluate the delay of the error-control circuits. The values of 

energy consumption and circuit delays were obtained using 

TRANSIENT SPICE analysis. The simulation results are 

shown in Table I.  

Apparently an error correction circuit should be more 

complex than an error detection circuit, because an error 

correction circuit not only detects the faults but also corrects 

them. However, an error detection circuit with high error 

detection capability may be even more complex than an error 

correction circuit with relatively lower error detection 

capability. For example, consider the error detection and error 

correction circuits that are considered in this paper, i.e., the 

DARC-8 and overlapping parity circuits respectively. The 

DARC-8 circuit is only able to detect errors and cannot correct 

them; however thanks to its complex hardware, it provides a 

higher error detection capability than the overlapping parity 

circuit. In fact, DARC-8 is more effective in detecting 

multiple-bit errors as compared to the overlapping parity 

method, so that the residual error probability of the 

overlapping parity method is worse than that of DARC-8. This 

is why, in Table I, the energy consumption of the DARC-8 

circuit is comparable to that of the overlapping parity circuit. It 

should be noted that there are various CRC circuitries with 

different generator polynomials that differ in complexity and 

detection capability. As compared to CRC circuitries with 

fairly simple generator polynomials (e.g., x
8
+1 considered in 

[2]), DARC-8 (with the generator polynomial x
8
+x

5
+x

4
+x

3
+1) 

has more complex hardware and consumes relatively more 

power but provides a better error detection capability. 

Another noticeable issue which can be seen from Table I is 

that although both HARQ and FEC use the overlapping parity 

method, the energy consumption of the HARQ error-control 

circuit is more than that of the FEC error-control circuit. This 

is because HARQ requires more hardware resources to provide 

the retransmission capability. For example, HARQ requires 

buffering resources to store a copy of those flits that are 

transmitted and their ACKs are still not received (Go-Back-N 

policy). Note that in this paper it is not intended to provide a 

study of the hardware complexity (area overhead) of the error 

control schemes. Some information on the hardware 

complexity (area overhead) of the error-control schemes can 

be found in [2] and [9].  

B. Analysis of performability/energy trade-off 

In this analysis, we make the following assumptions: the wire 

capacitance is CL=1pF (a few millimeters long wire in 45nm 

technology [11]). Threshold, supply voltage, and Gaussian 

noise are Vth=0.11V, VDD=0.5V, and σN=0.05V respectively. 
The amount of data that has to be transmitted consists of 

L=1120 useful bits, which have been split into K=35 flits, each 

containing 32 useful bits. It is assumed that these data bits 

need to be transferred during the time interval T=700ns and all 

the bits are independent and equally probable to be 0 or 1.  

Since DARC-8 has been used for ARQ, the flit size in ARQ 

is LARQ=(32+8) bits. Also since overlapping parity methods 

have been used for HARQ and FEC, the flit size in HARQ and 

FEC is LHARQ=LFEC=(32+7) bits. Assuming that, in ARQ and 

HARQ, the channel and the 'Retransmission Request' line 

shown in Fig. 1 operate in parallel and none of them is 

pipelined (i.e., at any time instant, just one flit is transmitted 

over the channel and just one ACK/NACK is transmitted over 

the 'Retransmission Request' line), the window size for the Go-

Back-N policy is N=2 (for more information on window size 

refer to [18]). 

Using the analytical models developed in Section II (i.e., 

Eqs. 7, and 28 for ARQ and HARQ and Eqs. 8, and 29 for 

FEC and SNFT), Fig. 2 shows the performability/energy trade-

off for the communication schemes. This figure shows how the 

energy consumption and the performability of the 

communication schemes change as VSW changes. Three main 

observations are made from Fig. 2: 

• The maximum achievable performability (at the maximum 

voltage swing VSW=0.5V) from SNFT is less than 1-10
-4
, 

while error-control schemes can provide much better 

performabilities, i.e., significantly greater than 1-10
-4
. 

Therefore, the usage of error-control schemes is essential in 

noisy environments to achieve a highly reliable 

communication. This observation is in line with previous 
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works [2], [3], [9]. 

• For a given performability constraint, HARQ consumes less 

energy than ARQ and FEC. For example, if we require a 

performability of 1-10
-8
, we can use ARQ with VSW=0.45V. 

However, if we use HARQ with VSW=0.40V, we will achieve 

the required performability but with 10.6% energy saving. 

Note that none of the previous works [2], [3], [9] has reached 

to the same conclusion. 

• While the maximum achievable performability from FEC 

and ARQ are about 1-10
-9
 and 1-10

-10
 respectively, the 

maximum achievable performability from HARQ is much 

higher – about 1-10
-14
. Again note that none of the previous 

works [2], [3], [9] has reached to the same conclusion. 

 

Influence of noise power 

It has been observed that noise power varies for different 

applications and environments [3], [19], so that the related 

literature often considers different ranges of possible noise 

power values. For example, in [19] two different noise power 

values, σN=0.3V and σN=0.5V, are considered for logic gates 
with VDD=1.5V. As another example, in [3] it is considered 

that for an on-chip interconnect in a 90-nm technology (with 

VDD=1V), the noise power varies from 0.04V to 0.1V. In this 

paper, the intention is not to consider any specific noise power 

value; rather we aim to analyze how the effectiveness of the 

error-control schemes change as the noise power changes.  

Therefore, we consider a wide range of noise power values 

between two extreme cases. Fig. 3 shows the 

performability/energy trade-off of the communication schemes 

when the noise power varies between the following 

excessively low and excessively high noise power values: 

1- σN=0.01V (Fig. 3a): In this case the noise is so weak that 
no error control is required. This is because as it can be seen 

from Fig. 3a, SNFT can provide a performability of 1-10
-134

, 

which is very close to 1. Considering the definition of 

performability (Section II-B), a performability of 1-10
-134

 

means that the transmission of the given amount of data within 

the given time interval will be finished successfully with the 

probability of 1-10
-134

. Since this probability is very close to 1, 

it is not necessary to improve the performability and hence the 

use of error-control schemes is unnecessary.  

2- σN=0.135V (Fig. 3f): In this case the noise is so strong 
that the interconnect fails despite the use of error-control 

schemes. For example, it can be seen from Fig. 3f that when 

σN=0.135V, the maximum achievable performability is about 

1-10
-0.0025

 = 0.00574 (HARQ, VSW =0.5V). A performability of 

0.00574 means that the transmission of the given amount of 

data within the given time interval will be finished successfully 

with the probability of 0.00574. This probability is very low 

and indicates that the interconnect most likely (with a 

probability of 0.99426) fails. 

Two interesting observations can be made from Fig. 3: 

• When the noise power is low (Figs. 3a and 3b), ARQ is more 

effective than FEC. However as the channel becomes more 

noisy (Figs. 3c, 3d, 3e, and 3f), ARQ becomes less 

advantageous than FEC. We clarify this by means of the 

following example: 

- When σN =0.035V (Fig. 3b), if we use FEC with 
VSW=0.44V, we will achieve a performability of 1-10

-15
. 

However, if we use ARQ with VSW=0.40V, we will achieve 

the same performability but with 4.3% energy saving. 

- When σN =0.06V (Fig. 3c), if we use FEC with 
VSW=0.44V, we will achieve a performability of about 

1-10
-3
. If we use ARQ with VSW=0.42V, we will achieve the 

same performability but with 1.6% more energy 

consumption. 

- When σN =0.085V (Fig. 3d), if we use FEC with 
VSW=0.44V, we will achieve a performability of about 

1-10
-0.8

. If we use ARQ with VSW=0.44V, we will achieve 

the same performability but with 9.4% more energy 

consumption. 

In short, as σN increases, the energy saving of FEC over 
ARQ improves. This is because a strong noise can 

repeatedly affect the retransmitted flits. Therefore a simple 

retransmission scheme (i.e., ARQ) is not suitable for a very 

noisy channel. 

• While the maximum achievable performabilities (at 

VSW=0.5V) decrease with the increase in nose power, the 

maximum achievable performability from HARQ is always 

significantly higher than what is achievable from the other 

schemes. For example, when σN =0.06V (Fig. 3c), the 
maximum achievable performabilities from SNFT, FEC and 

ARQ are about 1-10
-2
, 1-10

-5
 and 1-10

-6
 respectively, but the 

maximum achievable performability from HARQ is about 

1-10
-9
. This shows the importance of HARQ. 

 

Influence of wire length  
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Since the length of interconnects varies for different on-chip 

networks, a wide range of interconnect capacitances is 

considered in the related literature. For example, in [2] two 

different interconnect capacitance values are considered for a 

180-nm technology: CL=0.5pF (a few millimeter long wires in 

a 180-nm technology) and CL=5pF (a wire of about 1cm in a 

180-nm technology). In [3], a capacitance of 2.73pF is 

considered for an on-chip interconnect in a 90-nm technology 

(a wire of about 1cm in a 90-nm technology). In this paper, we 

do not consider any specific capacitance value; rather we 

analyze how the effectiveness of the error-control schemes 

change as the interconnect capacitance (length) changes. For 

this purpose, we assume that the interconnect capacitance CL 

varies from 0.01pF to 1pF. Based on the information provided 

in [11], in a 45-nm technology, a capacitance of 0.01pF 

corresponds to an interconnect length of about 0.05mm and a 

capacitance of 1pF corresponds to an interconnect length of 

about 5mm. Fig. 4 shows the performability/energy trade-off 

of the communication schemes when the interconnect 

capacitance CL varies from 0.01pF to 1pF. Two main 

observations are made from Fig. 4: 

• When CL =1pF (Fig. 4a), HARQ consumes less energy than 

ARQ and FEC. However, as the wire capacitance CL (wire 

length) decreases (Fig. 4b and 4c), the energy saving of 

HARQ over ARQ and FEC decreases. We clarify this by 

means of the following example: Suppose we require a 

performability of 1-10
-8
. To achieve this level of 

performability: 

- When CL =1pF (Fig. 4a), we can use ARQ with VSW=0.45V 

and HARQ with VSW=0.40V. However, at these voltage 

settings, HARQ offers 10.6% energy saving as compared to 

ARQ. 

- When CL =0.1pF (Fig. 4b), we can use ARQ with 

VSW=0.45V and HARQ with VSW=0.40V. However, at these 

voltage settings, HARQ offers 2.4% energy saving as 

compared to ARQ. In fact, it can be seen from Fig. 4b that 

when CL =0.1pF, the FEC, ARQ and HARQ curves become 

very close to each other which means that there is no 

considerable difference between the energy consumption of 

the three schemes. 

- When CL =0.01pF (Fig. 4c), we can use ARQ with 

VSW=0.45V and HARQ with VSW=0.40V. In this case, HARQ 

consumes 11.4% more energy than ARQ. 

In short, with the performability constraint of 1-10
-8
, as CL 

decreases from 1pF to 0.01pF, the energy saving of HARQ 

over ARQ decreases from +10.6% to -11.4%. This is mainly 

because, as it can be seen from Table I, the energy 

consumption of the HARQ error-control circuit is more than 
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that of the ARQ error-control circuit. In the interconnects 

made up of long wires, the main portion of the energy is 

consumed by the wires and not by the error-control circuit; 

hence, the difference between the energy consumption of the 

ARQ and HARQ error-control circuits is negligible. 

However, as the wire length decreases, the energy 

consumption of the error-control circuits becomes a 

significant portion of the total energy; hence the energy 

saving of HARQ over ARQ decreases because of the higher 

energy consumption of the HARQ error-control circuit.  

• As the wire capacitance CL decreases, the slope of the curves 

decreases so that in Fig. 4c, the curves are close to being 

horizontal. This means that as CL decreases, the effectiveness 

of reducing VSW decreases. For example, in Fig. 4c, when 

VSW of HARQ decreases from 0.5V to 0.36V, the energy 

consumption only decreases from 11.73 pJ to 11.29 pJ, while 

the performability decreases considerably from 1-10
-14
 to 1-

10
-6
. This is because, when an interconnect is made up of 

short wires, the energy consumed by the wires is only a small 

portion of the total interconnect energy and the main portion 

of the energy is consumed by the error control circuit. In this 

case, reducing the voltage swing can only achieve a 

negligible energy saving, while it still has a considerable 

negative impact on the interconnect performability.  

 

Influence of time constraints  

So far, we have analyzed the performability 

P(L=35*32,T=700ns). Assuming that L is constant, for the 

applications which do not have tight time constraints, we can 

analyze the performability for relatively large T values. 

However, for the applications with tight time constraints, 

smaller T values have to be considered. In order to study the 

impact of the time constraints on the efficiency of the error-

control schemes, Fig. 5 shows the performability/energy trade-

off of the communication schemes when T=355ns, i.e., in Fig. 

5, we consider the performability P(L=35*32, T=355ns). Two 

key observations are made from Fig. 5: 

• When we compare Fig. 2 (T=700ns) with Fig. 5 (T=355ns), 

it can be seen that when T=700ns (relaxed time constraint), 

ARQ is more effective than FEC. However, when T=355ns 

(tight time constraint), ARQ becomes less advantageous than 

FEC. For example, when T=355ns, the maximum achievable 

performability from ARQ is about 1-10
-7
. However, if we use 

FEC with VSW=0.48V, we will achieve not only a 

performability more than 1-10
-7
 but also 7% energy saving. 

This is because ARQ only relies on retransmissions to 

tolerate faults. Therefore, when tight time constraints are 

imposed, ARQ has relatively less time to retransmit faulty 

flits and hence its performability decreases. However, 

imposing tight time constraints does not have a similar 

negative impact on FEC, as it does not use retransmissions. 

[2] has studied energy/reliability trade-off and reported that 

for the same constraint on system reliability, ARQ consumes 

less energy than FEC. This is true and our observation is in 

agreement with it (Fig. 2) but only when we do not require 

high performance (relaxed time constraints). It can be seen 

from Fig. 5 that when we require high performance (tight 

time constraints), ARQ is less effective than FEC. 

• When we compare Fig. 2 (T=700ns) with Fig. 5 (T=355ns), 

it can be seen that when T=700ns (relaxed time constraint), 

HARQ is more effective than FEC. However, when T=355ns 

(tight time constraint), HARQ becomes less effective than 

FEC. In fact, when T=355ns (tight time constraint), HARQ 

does not have enough time to retransmit faulty flits and 

hence, just like FEC, it can only correct single-bit errors at 

the receiver without any retransmissions. Therefore, as it can 

be seen from Fig. 5, when the voltage swings of FEC and 

HARQ are the same, they provide almost the same 

performabilities. Since the energy consumption of the HARQ 

error-control circuit is more than that of the FEC error-

control circuit (Table I), when the voltage swings of both the 

schemes are the same, although they provide almost the same 

performabilities, HARQ consumes more energy than FEC. 
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IV. CONCLUDING REMARKS AND FUTURE WORKS 

In this paper, we have argued that the use of error-control 

schemes in on-chip networks results in degradable systems, 

hence performance and reliability must be measured jointly 

using the 'Performability' metric. We have analyzed the impact 

of three error-control schemes on the trade-off between 

performability and energy in on-chip networks, when voltage 

swing, noise power, wire length (wire capacitance) and time 

constraint vary. This is unlike the previous works [2], [3], [9] 

which none of them has addressed the degradable nature of on-

chip interconnects and the performability metric. 

Since noise power and time constraint vary for different 

applications and environments, and wire length varies for 

different on-chip interconnects,  the impacts of these three 

factors (noise power, time constraint, and wire length) on the 

effectiveness of the error-control schemes have been analyzed 

in this paper. This analysis shows that: 

- The maximum achievable performability (at the maximum 

voltage swing) from HARQ is always higher than (or almost 

equal to) what is achievable from the other schemes. 

- For a given performability constraint, HARQ consumes 

less energy than ARQ and FEC, except for when short wires 

are used, or when tight time constraints are imposed. 

- When short wires are used, HARQ provides the best 

performability and consumes the most energy. Also, FEC 

provides the least performability and consumes the least 

energy among the error-control schemes. It is worth 

mentioning that when short wires are used, reducing the 

voltage swing is not suitable. 

- When tight time constraints are imposed, HARQ and FEC 

provide almost the same performabilities and can provide 

better performabilities than ARQ. However, since FEC 

consumes less energy than HARQ, FEC is preferable to 

HARQ. 

Although we have analyzed a number of factors that have 

significant impacts on the performability/energy trade-off in 

the communication schemes (i.e., voltage swing, noise power, 

wire length, and time constraint), it is clear that there may be 

other factors that can affect this trade-off. Future work mainly 

involves analyzing the other factors that may have noteworthy 

impacts on the performability/energy trade-off in the 

communication schemes. For instance, it is becoming common 

in deep submicron designs to use repeaters for on-chip 

interconnects [17]. These repeaters have an influence on the 

delay and energy consumption of on-chip interconnects [17]. 

Therefore, an interesting topic for future work is to investigate 

the impact of the use of repeaters on the performability/energy 

trade-off. Another interesting topic for future work is to 

consider the use of error-control schemes for current-mode 

interconnects [20] and to analyze their performability/energy 

trade-offs. 
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