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Abstract—Manufacturing defects can cause Hard-to-Detect
(HTD) faults in FinFET SRAMs. Detection of these faults, such
as random read outputs and out-of-spec parametric deviations,
is essential when testing FinFET SRAMs. Undetected HTD faults
result in test escapes, which lead to early in-field failures. This
paper presents a detailed analysis of HTD faults in FinFET
SRAMs by exploring their sensitization and discussing solutions
to improve HTD fault coverage during manufacturing testing. We
first define the fault space for SRAMs and classify all faults in
the space. Following this, we perform a systematic fault analysis
based on injecting resistive defects in a memory cell, inspecting
its behavior, and identifying HTD faults. Furthermore, we survey
existing test solutions and discuss their HTD fault coverage and
limitations. Based on our analysis, it is clear that no single test
solution can fully detect all HTD faults, thus leading to test
escapes. Hence, there is a need for new and more efficient test
solutions. Improved detection of HTD faults could be achieved
by using parametric test solutions, proposing solutions that cover
yet-untargeted HTD faults, combining multiple test approaches
into a single solution, and further exploring stress conditions.
These new approaches would reduce test escapes and therefore
improve the quality of FinFET SRAMs.

Index Terms—Hard-to-Detect Faults, SRAM, FinFET, Fault
Analysis, Testing, Test Solutions

I. INTRODUCTION

The semiconductor industry has used the FinFET tech-
nology to continue the down-scaling of technological nodes
[1] as it has improved short-channel behavior and overcomes
the growing sub-threshold leakage problem of planar CMOS
technology [2]. Despite their benefits, FinFETs also present
challenges; one of them is small manufacturing defects. Al-
though these defects may not impact the transistor’s function-
ality, they can cause parametric deviations such as increased
leakage current and small delays [3]. In FinFET Static Random
Access Memories (SRAMs), these defects cause Hard-to-
Detect (HTD) faults, such as random read and parametric
faults [4]. HTD faults do not always lead to incorrect behavior;
nevertheless, they compromise the device’s quality as they
may significantly impact memory parameters, such as Bitline
Swing (BLS) and Static Noise Margin (SNM). Furthermore,
undetected HTD faults result in test escapes, a known cause of
early in-field failures, and no-trouble-found components [5].
To avoid these scenarios and achieve the quality demanded by
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applications using FinFET devices, such as automotive and
aerospace [6, 7], new high-quality test solutions are necessary
[8].

To develop new test solutions for SRAMs, it is necessary
first to investigate faulty memories’ behavior. Traditionally,
this has been carried out by following a well-established
methodology based on defect injection and electrical simu-
lations. Works by Van de Goor et al. [9], Hamdioui et al.
[4], and Dillilo et al. [10] are examples of such methodology.
More recently, researchers have also started to analyze faulty
behavior in FinFET SRAMs [11–14]. This methodology led to
many different March algorithms [10, 15–18]. However, using
only March tests is not a suitable solution to detect HTD faults
[19] as these test solutions require faulty behaviors at the logic
level. HTD faults (e.g., random read faults, undefined state
faults) do not always lead to incorrect functional behavior;
hence, they may not be detected by March tests, resulting in
test escapes. A solution to reduce test escapes is using Design-
for-Testability (DFT) circuits and stress tests. Examples of
DFT methodologies that can enhance HTD faults’ detection
are schemes that perform memory operations differently [20–
22] or schemes that monitor some parameters of the memory
[23–25]. Even though there are different test solutions, it is
still unclear if they can efficiently cover HTD faults. Thus,
to develop new and high-quality test solutions that can fully
cover HTD faults, it is necessary to obtain better insight
into the occurrence of HTD faults, investigate existing test
solutions, and provide strategies to improve these solutions
with minimum test overhead (e.g., no additional test time and
low hardware complexity).

This paper presents a systematic analysis of HTD faults
and test solutions for FinFET SRAMs. In particular, we focus
on analyzing the occurrence of HTD faults on FinFET SRAM
cells affected by resistive defects, investigating the existing test
solutions, and discussing new solutions for SRAM testing; to
the best of our knowledge, this is the first study that focuses
on the occurrence of HTD faults, such as random reads and
undefined states, in FinFET SRAMs. First, we present a fault
modeling approach that includes the fault space definition, a
fault classification between Easy-to-Detect (ETD) and HTD
faults, and a methodology to validate the proposed fault space.
We then perform fault analysis by injecting resistive defects
in the memory and identifying faulty behavior. This type of
analysis has many benefits: it helps gain insight into HTD
faults’ occurrence, and it provides knowledge to improve and
optimize manufacturing tests and diagnosis methodologies for
yield learning and process optimization. Following the HTD
fault analysis, we investigate existing SRAM test solutions
and classify them based on their target, fault observation and



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 2

identification methods, and stress conditions. Furthermore, we
analyze their fault coverage, discuss their limitations, and pro-
pose strategies that the industry could follow to develop new
test solutions with enhanced HTD fault coverage (i.e., reduce
test escapes) and improve the quality of FinFET SRAMs. The
main contributions of this paper are as follows:
• The extension of the Fault Primitive concept to better

define, classify, and identify the FinFET SRAM fault
space, including the subspace of HTD faults.

• A systematic fault analysis approach for HTD faults in
FinFET SRAMs based on electrical-level simulations.

• The analysis of existing SRAM test solutions and the
evaluation of their fault coverage regarding HTD faults.

• A discussion on how to improve SRAM test solutions’
HTD fault coverage, including concepts and directions.

The rest of this paper is organized as follows. Section II
provides a brief background on FinFET SRAMs. Section III
introduces the fault modeling methodology, including the
definition of the fault space, fault classification, and fault
space validation. Section IV presents the fault modeling
results for FinFET SRAMs based on defect injection and
circuit simulation. Section V summarizes the existing tests
for FinFET SRAMs, a discussion on their limitations, and
recommendations for future test solutions. Finally, Section VI
concludes this paper.

II. FINFET SRAMS

Static Random-Access Memories (SRAMs) are volatile
memories consisting of a cell array and peripheral circuitry
[26]. The cell array comprises 6T SRAM cells (Fig. 1a); the
logic value stored in each cell corresponds to the voltage on
node Q (‘1’ for VDD, ‘0’ for GND). Each 6T cell contains six
transistors. Transistors M0, M1, M2, and M3 form two cross-
coupled inverters; this enforces a ‘1’ or ‘0’ at Q, and the
complementary value of Q at Q. M4 and M5 are pass gates.
Controlled by the Wordline (WL) signal WL, these transistors
connect Q and Q to the Bitline (BL) signals BL and BL.

The peripheral circuitry comprises address decoders, sense
amplifiers (SAs), write drivers, prechargers, and output latches
(Fig. 1b). An operation is performed by selecting an SRAM
cell through the row and column address decoders; the first
activates the appropriate WL while the latter activates the
appropriate BL and BLṪhe operation can be either a read or
a write. During a write operation, the write driver (dis)charges
BL based on the value (‘0’ or ‘1’) to be written, while BL
is set to the complementary value. The WL signal is then
asserted to match the voltage on the node Q (Q) to the voltage
on BL (BL). During a read operation, both BL and BL are
first pre-charged to VDD. The WL signal is then activated;
the node containing ‘0’ will then discharge its respective BL.
Subsequently, the SA is triggered by an SA enable signal
SAE. The SA is connected to both BLs; it senses the voltage
difference between BL and BL (i.e., the BL swing), amplifies
this difference (amplification phase), and outputs the logic
value ‘0’ or ‘1’.

The memory used in this work is designed using 14 nm
Fin Field-Effect Transistors (FinFETs). FinFETs are multi-gate

(a) 6T SRAM cell.
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Fig. 1. Memory model.

transistors consisting of vertical silicon fins covered by a gate
structure [2]. The dimensions of these fins, such as fin height
(HFIN) and fin thickness (TFIN), define the transistor’s driving
strength. The effective width (Weff ) of a FinFET is defined as
Weff = 2HFIN + TFIN. During the manufacturing process,
inaccurate processing may affect these dimensions [27], re-
sulting in a FinFET device bigger or smaller than designed. A
smaller HFIN and TFIN lead to a reduced transistor’s effective
width, thus weakening the device. Furthermore, small shorts
and fin cuts can lead to impaired FinFETs [28]. Although these
defects may not lead to incorrect logic behavior, they will lead
to small delays or increased leakage current [3]. Therefore,
detecting these defective devices is of great significance to
ensure high-quality FinFET SRAMs.

III. FAULT MODELING

Manufacturing defects may lead to unexpected and unde-
sired faulty behaviors in SRAMs. These faults can only be
detected by using appropriate test solutions, which requires
accurate fault modeling. In SRAMs, fault modeling is com-
posed of three steps. It starts with defining a fault space,
i.e., (all) possible faults that can occur in a given defective
circuit, followed by classifying and grouping these faults. The
fault space is then validated by following a fault analysis
methodology to correlate faulty behaviors and manufacturing
defects. These three steps (fault space definition, classification,
and validation) are explained next.

A. Fault Space Definition

A fault space is defined by modeling possible faults that
can occur in a given circuit; it is complete if it contains all
faults that could occur in this circuit [29]. A fault can be
either functional (i.e., related to incorrect logic behavior) or
parametric (i.e., related to incorrect parametric behavior). We
first discuss faulty functional behavior.

1) Functional Faults: Traditionally, Fault Primitives (FPs)
[9] have been used to describe all faults that might lead to
incorrect functional behavior. An FP is denoted by the three-
tuple notation 〈S/F/R〉 as follows.
• S denotes the sequence of operations that sensitizes the

fault. If S describes a fault in which only one cell is
involved, the fault is defined as a single-cell fault. If S
contains more than one cell, then the fault is defined as
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a multi-cell fault. Due to the complexity of multi-cell
faults (as they represent the combination of all possible
operations and logic values for all cells involved), we
limit our analysis to single-cell faults only. For such case,
S takes the form of S = x0O1x1...Onxn, where xi ∈
{0, 1}, i ∈ {0, 1, ..., n}, and O ∈ {r, w}. ‘0’ and ‘1’
denote logic values, while ‘r’ and ‘w’ denote a read and
a write operation, respectively. n represents the number
of operations necessary to trigger the fault. If n ≤ 1, the
fault is defined as a static fault. If n ≥ 2, the fault is
defined as a dynamic fault.

• F denotes the stored value in the cell after the fault takes
place. While there are only two logic values that a cell
can store (‘0’ and ‘1’), the voltage in nodes Q and Q
may be different from VDD or GND in the presence of
a manufacturing defect. If the voltage difference between
the two nodes is too small (i.e., the voltages on both nodes
are almost the same), the cell may be storing an undefined
value (‘U’) [4]. Thus, F ∈ {0,U, 1}. Additionally, a
subscript may specify the faulty effect’s nature; ‘i’ and ‘t’
have been used to denote intermittent and transient faults
in STT-MRAM devices [30]. We use the subscript ‘r’ to
denote retention faults [31, 32], i.e., the cell’s value flips
some time (at least longer than the period of one memory
operation) after the cell was stressed.

• R represents the read output if the last operation in S is
‘r’. Here, R ∈ {0, 1, ?,−}, where ‘0’ and ‘1’ are logic
values, ‘?’ denotes a random readout value in case the
BL swing is too small for the SA to sense the cell’s
content correctly, and ‘−’ denotes the case where the
last operation in S is not ‘r’.

For example, the fault 〈1r1/0/?〉 denotes a failed read ‘1’
operation that flips the cell’s content to ‘0’ and returns a
random readout value. Similarly, both the FPs 〈0w1/0r/−〉
and 〈0w1/0/−〉 represent a failed write transition from ‘0’
to ‘1’. The first FP is modified with a temporal component
to indicate that the cell’s impact occurs after a time interval
longer than one memory operation, i.e., the cell’s content goes
back to ‘0’ after some time following the write operation. On
the other hand, the second fault does not include a temporal
component; the cell’s content is still ‘0’ right after the write
operation.

The name of an FP is defined by the combination of S, F ,
and R. Additionally, it also considers the number of operations
in S (i.e., n). For n = 0, FPs are named as

{ini}F{fin}{nat}, (1)

while for n = 1 FP are described as

{out}{opn}{opd}{eff}F{fin}{nat}. (2)

Each field in the name template (1) and (2) describes a specific
fault characteristic as follows:
• ini describes the cell’s initial state; ini ∈ {0, 1}.
• fin describes the cell’s final state; fin ∈ {0,U, 1}.
• nat is an optional modifier based on the fault’s nature.

For this work, the subscript ‘r’ is used to specify retention
faults, i.e., the fault’s impact on the cell’s final state

TABLE I
COMPLETE SPACE OF FUNCTIONAL FAULTS.

# S F R FP Notation FP Name Functional
Fault Model

1 0 1 - 〈0/1/-〉 S0F1

State Fault2 0 U - 〈0/U/-〉 S0FU
3 1 0 - 〈1/0/-〉 S1F0
4 1 U - 〈1/U/-〉 S1FU
5 0w1 0 - 〈0w1/0/-〉 W1TF0

Write
Transistion Fault

6 0w1 U - 〈0w1/U/-〉 W1TFU
7 1w0 1 - 〈1w0/1/-〉 W0TF1
8 1w0 U - 〈1w0/U/-〉 W0TFU
9 0w0 1 - 〈0w0/1/-〉 W0DF1

Write
Disturb Fault

10 0w0 U - 〈0w0/U/-〉 W0DFU
11 1w1 0 - 〈1w1/0/-〉 W1DF0
12 1w1 U - 〈1w1/U/-〉 W1DFU
13 0r0 0 1 〈0r0/0/1〉 iR0NF0 Incorrect Read

Non-Destructive Fault14 1r1 1 0 〈1r1/1/0〉 iR1NF1
15 0r0 0 ? 〈0r0/0/?〉 rR0NF0 Random Read

Non-Destructive Fault16 1r1 1 ? 〈1r1/1/?〉 rR1NF1
17 0r0 1 1 〈0r0/1/1〉 iR0DF1

Incorrect Read
Destructive Fault

18 0r0 U 1 〈0r0/U/1〉 iR0DFU
19 1r1 0 0 〈1r1/0/0〉 iR1DF0
20 1r1 U 0 〈1r1/U/0〉 iR1DFU
21 0r0 1 0 〈0r0/1/0〉 dR0DF1

Deceptive Read
Destructive Fault

22 0r0 U 0 〈0r0/U/0〉 dR0DFU
23 1r1 0 1 〈1r1/0/1〉 dR1DF0
24 1r1 U 1 〈1r1/U/1〉 dR1DFU
25 0r0 1 ? 〈0r0/1/?〉 rR0DF1

Random Read
Destructive Fault

26 0r0 U ? 〈0r0/U/?〉 rR0DFU
27 1r1 0 ? 〈1r1/0/?〉 rR1DF0
28 1r1 U ? 〈1r1/U/?〉 rR1DFU

fin occurs after a time interval longer than one memory
operation.

• out describes the read operation’s output; out ∈ {i, r,d},
where ‘i’ means an incorrect read output, ‘r’ a ran-
dom read output, and ‘d’ a deceptive read output (i.e.,
ini 6= fin). This field is disregarded if a write operation
is the last operation in S.

• opn describes the last operations in S; opn ∈ {W,R},
where ‘W’ stands for a write operation while ‘R’ stands
for a read operation.

• opd describes the operand of the operation opn; opd ∈
{0, 1}.

• eff describes the operation’s effect on the faulty cell;
eff ∈ {T,D,N}, where ‘T’ denotes a transition opera-
tion (i.e., S=0w1 or S=1w0), ‘D’ denotes a destructive
operation, and ‘N’ denotes a non-destructive operation.

In case n > 2, an additional field {nd-} is prefixed to
name template (2), indicating that the dynamic FP requires
n operations to be sensitized. Based on this nomenclature, we
draw a list with all single-cell static FPs followed by their
notation and names, as shown in Table I; we do not include
the nat modifier as it does not change the name of a fault. The
list also groups the FPs into functional fault models [4]; for
example, the functional fault model Write Transition Faults
comprises the FPs W1TF0, W1TFU, W0TF1, and W0TFU.
Additionally, this table could be expanded for dynamic faults
by increasing the number of operations in S.

2) Parametric Faults: While it is important to understand
functional faults’ behavior, it is equally important to under-
stand that manufacturing defects may also lead to paramet-
ric faulty behavior. This type of faulty behavior has been
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TABLE II
FAULT SPACE OF PARAMETRIC FAULTS.

# Parameter Fault Model
29 BLS Reduced Bitline Swing
30 SNM Reduced Noise Margin31 RNM
32 PCH

Increased Power Consumption33 PCR
34 PCTW
35 PCNW

discussed in recent years in modeling and simulation of
analog faults [33]. For SRAMs, a parametric faulty behavior
means that a cell’s performance characteristics are outside
the expected range due to a small defect or extreme process
variation (PV), thus failing one of its parametric specifications.
Despite no functional impact, parametric faults may lead to
early in-field failure and must be considered, especially for
task-critical applications such as aerospace and automotive.

Unlike functional faults, it is impossible to define a complete
fault space for parametric faults in SRAMs due to the number
of parameters involved in such a circuit. Therefore, we have
selected a set of critical circuit parameters to define parametric
faults. Specifically, when one of the selected parameters is out
of the pre-defined spec, we refer to it as a parametric fault.
These parameters are listed in Table II. We do not define
names for parametric faults. Instead, we list the parameter
and group them into bigger parameter groups. BLS stands for
Bitline Swing, i.e., the voltage difference between BL and
BL during a read operation. SNM and RNM stand for Static
Noise Margin and Read Noise Margin of the cell, which is
the minimum noise voltage able to flip the cell’s state during
hold mode or a read operation, respectively. Finally, PCH,
PCR, PCTW, PCNW denote the Power Consumption (PC)
during four scenarios: hold mode (H), a read operation (R),
a transition write operation (TW), and a non-transition write
operation (NW). While we have limited our work to these
specific parameters, any parameter could be included in the
fault space as long as it has a performance specification.

B. Fault Classification

We propose to classify memory faults based on their impact
and detection requirements, as shown in Fig. 2. The first-
level classification considers the fault impact, i.e., whether
the fault impacts the memory’s functionality or parameters.
This distinction is the same used to define the fault space.
Therefore, the 〈S/F/R〉 notation can describe any functional
fault. Functional faults have also been referred to as strong
faults [31]. Contrarily, parametric faults cannot be described
by the 〈S/F/R〉 notation; they are only parametric deviations.
Parametric faults have also been referred to as weak faults [31].

The second level of this classification consists of their de-
tection conditions. Faults whose detection is guaranteed using
only read and write operations are classified as functional
Easy-to-Detect (ETD) faults. They have deterministic behav-
ior, and therefore will always lead to a logic faulty behavior
that can be detected by writing or reading the memory cell.
Contrarily, faults whose detection is not guaranteed using only

Memory Faults

Easy-to-Detect Faults Hard-to-Detect Faults

Functional Parametric

Fig. 2. Two-level fault classification.

TABLE III
SET OF ETD AND HTD FAULTS.

ETD Faults HTD Faults
Functional ETD Functional HTD Parametric HTD

S0F1, S0F1 S0FU, S1FU BLS
W0TF1, W1TF0 W0TFU, W1TFU SNM, RNM

W0DF1, W1DF0 W0DFU, W1DFU
PCH, PCR,

PCTW, PCNW
iR0NF0, iR1NF1 rR0NF0, rR1NF1
dR0DF1, dR1DF0 dR0DFU, dR1DFU
rR0DF1, rR1DF0 rR0DFU, rR1DFU
iR0DF1, iR0DFU,
iR1DF0, iR1DFU

read and write operations are classified as Hard-to-Detect
(HTD) faults; they can be either functional HTD or parametric
HTD. Table III shows the ETD and HTD classification of the
previously-introduced faults. Next, we briefly explain each of
them.

1) Functional ETD Faults: Functional ETD faults are faults
that always impact the functionality of the memory. Therefore,
test approaches that rely on logic fault observation can easily
detect them. For example, W1TF0 = 〈0w1/0/−〉 can be sen-
sitized by writing ‘1’ on a cell containing ‘0’ and be detected
by immediately reading this cell. Due to its high impact in
the functionality of the memory, functional ETD faults have
been extensively analyzed in the literature [10, 17, 31, 34–37].
This has led to the development of many well-known March
algorithms that guarantee to detect ETD faults, such as March
SS [38], March C- [39], March AB [16], and more recently
the FinFET-specific March FFDD [18].

2) Functional HTD Faults: Functional HTD faults are
faults whose detection is not guaranteed by performing read
and write operations on the cell. Unlike Functional ETD faults,
Functional HTD faults do not always impact the memory’s
functionality; they are related to random read outputs and
undefined cell state. Considering that random effects such
as PV impact the outcome of functional HTD faults, it is
statistically expected that March tests will detect only part
of these faults due to incorrect logic behavior. The remaining
faults that do not cause incorrect logic behavior will result in
test escapes and compromise the circuit’s reliability. Therefore,
only special testing solutions can guarantee the detection of
functional HTD faults. Although HTD faults may not lead to
functional errors at time zero, they may cause reliability issues.
Undetected HTD fault may cause random faulty behaviors if
the memory is used in a harsh environment or conditions,
leading to soft errors. Furthermore, HTD faults’ impact may
worsen once the memory ages, thus leading to a higher failure
rate and a shorter lifetime [40]. Thus, detecting HTD faults



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 5

1. Netlist Generation

2. Defect Injection

3. Sweep Defect Size

4 .Stimulus Generation

5. Circuit Simulation

6. Behavior Inspection

All Stimuli?

Sweep 

Done?

n = 0

Start

n-operation Fault Report

ETD Faults

OC01: (0, +∞ Ω]: Fault Free

HTD Faults

OC01: (750 KΩ, +∞ Ω]: SNM

(6.6 MΩ, +∞ Ω]: W0TFU

Defect set:

1. OC01

2. OC02 

...

n < nmax ?
n = n + 1

All defects? End

No

Yes

No

No

Yes

Yes

YesNo

Dsize = 0 Ω

Dsize = 0 Ω

Fig. 3. Fault space validation methodology.

and avoiding test escapes is of high importance.
3) Parametric HTD Faults: Parametric HTD faults are

severe parametric deviations that cause the memory cell to
fail one or more of its specifications. As they do not impact
memory cells’ functionality, their detection is not guaranteed
by performing read and write operations. From the logic
functionality point of view, these faults are undetectable, as
all operations pass correctly. Consequently, only special test
solutions can guarantee the detection of parametric HTD
faults.

C. Fault Space Validation Methodology

Once the fault space is defined, a systematic circuit simu-
lation approach validates it. This validation is necessary to
establish whether the faults defined in the fault space are
realistic or not, i.e., if manufacturing defects can sensitize
the faults defined in the fault space. As shown in Fig. 3, our
approach consists of six steps:

1) Netlist Generation: a SPICE-level netlist of a memory
(array and peripherals) is generated; this is a one-step
procedure.

2) Defect Injection: a defect is introduced in the memory
cell, one at a time, to sensitize faults. For this work, we
have modeled the inject defects as resistor components.
Additionally, the number of operations in S and the
defect size Dsize are (re)set (i.e., n = 0, Dsize = 0 Ω).

3) Defect Size Sweep: The resistor component’s resistance
is swept within the specified defect range. If n ≤ 1,
this range is [0,+∞), i.e., all possible defect sizes. If
n ≥2, this range consists of the defect sizes in which
no ETD faults were observed in previous iterations. For
each iteration of sweep defect size, Dsize is increased.

4) Stimuli Generation: based on n, the stimuli S is gen-
erated. It includes an initial condition and n memory
operations. For n = 0, S can be {0,1}; for n = 1, S
can be {0w0, 0w1, 1w0, 1w1, 0r0, 1r1}, and so forth.

5) Circuit Simulation: the netlist including a defect, a defect
size Dsize, and stimuli S is simulated using a Spice
simulator.

6) Behavior Inspection: once all defect sizes and stimuli
for a given defect and n are simulated, an (automated)
behavior inspection is carried out. This step consists of
analyzing all measurements from the circuit simulation
step and identifying faults. The result is a report contain-
ing all observed faults alongside their respective defect
size ranges.

All steps are performed sequentially. A loop between steps 2
and 6 guarantees that the methodology covers all combinations
of defects, defect sizes, and stimuli.

The Behavior Inspection is the methodology’s most critical
step, as it translates the measured electrical behaviors to the
faulty behaviors defined in the fault space. While it is easy
to identify when the defect causes an incorrect logic behavior
in the memory, the occurrence of random reads, undefined
states, and parametric faults due to severe parametric deviation
is strongly dependent on the memory’s specifications. Thus,
it is mandatory first to define the memory’s specifications to
identify the occurrence of such faults correctly:

• Random Read Fault: a SA circuit has a specification
for minimal input, which is the minimum BLS that
guarantees that the SA will correctly output the cell’s
value. A Random Read occurs when the SA’s input is
smaller than its specification. It is important to note that
this fault is related to the SA’s specification and how it is
affected by PV effects rather than the BLS specification.

• Undefined State Fault: this fault occurs when the voltage
difference between nodes Q and Q is smaller than a
predefined threshold. Previous works that have dealt
with undefined state faults in older SRAM technologies
have not defined this threshold [4, 31]. The acceptable
∆V between true nodes changes from application to
application; non-critical applications may tolerate a small
∆V between true nodes, while critical applications (e.g.,
automotive, aerospace) may require a greater ∆V. For
this work, we aim at identifying HTD faults from the
perspective of a critical application. Therefore, we specify
this threshold as half VDD. Thus, a cell is in an Undefined
State if |V(Q)−V(Q)| ≤ VDD/2.

• Parametric Fault: this fault occurs when one of the mem-
ory’s parameters (e.g., BLS, noise margin, power con-
sumption) fails its specification, i.e., its performance char-
acteristics are outside its expected range. In the context
of analog faults, it has been reported [33] that this range
is typically three standard deviations (σ) of the mean
(µ) of a given parameter. Nevertheless, it is common
for memory engineers to design SRAMs that withstand
parameter variations of 5σ or even 6σ [41]. In our work,
we only want to detect extrinsic variations (i.e., variations
caused by manufacturing defects) that surpass the typical
range of intrinsic variations (i.e., variations caused by
process variation). Therefore, we define the threshold
between intrinsic and extrinsic variation (i.e., PV-induced
variation and defect-induced variation, respectively) as
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± 6σ. Accordingly, deviations within the µ±6σ range
are considered intrinsic variations; parametric deviations
outside this range are considered extrinsic variations and
consequently parametric faults. A too relaxed threshold
causes intrinsic variations to be classified as extrinsic (i.e.,
a defect-free device is signaled as defective), leading to
further yield loss. Note that the definition of this range is
flexible and can change based on the application; critical
applications may not tolerate a variation of 3σ, and thus
variations greater than 3σ are already flagged as faulty.
Notwithstanding, changing this range modifies only the
resistance boundaries in which a fault is sensitized; the
overall fault trends are expected to remain the same.

Once the behavior inspection for a given defect (including
defect size sweep and all n-operation stimuli) has finished,
steps 3 to 6 are repeated for n+1. The defect size Dsize is reset
to 0 Ω, and the defect size range and S are adjusted. If n < 2,
the defect size range is set to [0,+∞). If n ≥2, the defect
size range is adjusted based on previous iterations’ reports;
only defect sizes in which no ETD faults were observed are
analyzed. The lower bound of the defect size range is the
smallest defect size possible, and the upper bound is the
smallest defect size that triggered an ETD fault. For example,
consider that for a given defect, ETD faults were observed in
the range [50 kΩ,+∞) when n = 1. For n = 2, the defect
size range investigated will be then limited to [0, 50 kΩ].

Results from previous iterations are also used to limit
the stimuli. Since it is infeasible to investigate all possible
combinations of memory operations for large values of n,
S must be limited. Thus, only operations that triggered un-
expected behaviors are used as the base of S. For example,
consider that for a given defect, no faults were observed when
n = 1. However, two unexpected behaviors were observed:
a prolonged transition when applying the sequence 0w1 and
a slightly reduced BL swing when applying the sequence
0r0. Such behaviors can be an indication of dynamic faulty
behavior. Thus, for n = 2, 0w1 and 0r0 will be used as the
base of S. Only the sensitizing sequences {0w1w1, 0w1w0,
0w1r1, 0r0w1, 0r0w0, 0r0r0} are applied to the defective
cell; remaining combinations of S for n = 2 are excluded
from the analysis. This process is repeated until n reaches a
user-defined maximum number of operations (nmax).

The aim of increasing the number of sensitizing operations
and limiting the defect size range and S is to reduce the defect
size ranges that cause HTD faults while enlarging the ranges
that lead to ETD faults. Enlarging the range in which ETD
faults are sensitized can optimize and cheapen testing costs
since ETD faults can be detected by March tests (i.e., cheap
test solutions), while HTD faults require Design-for-Testability
(DFT) designs or stress tests to detect them (i.e., expensive test
solutions).

This fault analysis methodology is useful to optimize the
trade-off between the test quality and the overheads related
to developing a new test solution (e.g., silicon area, time,
costs). In the next section, we will apply this methodology to
validate the previously proposed fault space. In summary, the
methodology consists of injecting defects in a memory array,
performing electrical simulations, inspecting the memory’s

behavior, and identifying faults. This way, we can determine
which faults in the fault space are realistic, i.e., actually occur
in a faulty memory.

IV. SIMULATION SETUP AND RESULTS

In this section, we validate the fault space through SPICE-
based circuit simulations. First, we introduce our simulation
setup, including details about the simulated circuits, the Monte
Carlo analysis, and the injected defects. We then present the
simulation results from the Monte Carlo analysis and the
results obtained following the 6-step methodology presented
previously.

A. Simulation Setup

The memory netlist is described in SPICE using the Predic-
tive Technology Model (PTM) 14 nm FinFET library [42]. The
memory array comprises 128 rows and 64 columns where each
logical word contains 32 bits; hence, two neighboring columns
share a single write driver, SA, and prechargers. Capacitive
loads are applied to BLs and WLs to emulate a 1 kB memory.
The memory works on a nominal supply voltage of 0.8 V and a
clock frequency of 2 GHz. Additional timing circuits are used
to generate control signals. This memory model is used in both
memory spec identification and fault modeling analysis. The
first comprises thousands of simulations to estimate the impact
of PV on the memory’s parameter, while the second comprises
injecting defects and inspecting the electrical behavior under
different sensitizing sequences. These analyses are further
described below:

1) Monte Carlo Setup: To accurately distinguish paramet-
ric deviations caused by defects from parametric deviations
caused by PV, we must first perform Monte Carlo simulations
to estimate PV’s impact on the memory’s parameters and
define the memory’s specs. In this work, we have introduced
a voltage source on the gate terminal of transistors [43]
to emulate the PV’s impact on VTH variation at time zero
[44]. We simulated the memory operating under four distinct
scenarios: hold mode (i.e., idle), read operation, non-transition
write operation, and transition write operation; each scenario
is simulated 10,000 times. We measured different operating
parameters in each scenario, such as power consumption, BLS,
and noise margin. The mean value derived from measurements
is defined as the specification, and the calculated standard
deviation is then used to define the parametric deviation
threshold.

2) Defect Injection Setup: The injected defects consist of
twenty-eight single-cell resistive defects, as shown in Fig. 4.
They are either Resistive-Open (RO), Resistive-Short (RS), or
Resistive-Bridge (RB) defects [4]. RO defects are unintended
series resistances within an existing connection. They are
labeled as Open Connections (OC) 01 to 12. RSs and RBs
are unintended resistive connections between two nodes. In
more detail, RSs are shorts to power nodes (VDD or GND);
they are named Short in the Cell (SC) 01 and 02, Short in
the Bitline (SB) 01 and 02, and Short in the Wordline (SW)
01 and 02. In contrast, RBs are shorts between any two other
nodes of the cell. They are identified as Bridges Connections
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Fig. 4. Injected resistive defects: opens, shorts, bridges.

TABLE IV
RESULTS OF THE MONTE CARLO ANALYSIS.

Parameter Mean (µ)
Standard

Deviation (σ)
Condition for

Parametric Fault

BLS 168 mV 7.58 mV BLS < 122.5 mV

SNM 347.2 mV 5.41 mV SNM < 341.74 mV

RNM 191 mV 8.01 mV RNM < 141.92 mV

PCH 43.19 pW 4.4 pW PCH > 70.4 pW

PCR 63.0 µW 2.1 µW PCR > 75.9 µW

PCTW 102.2 µW 2.7 µW PCTW > 118.5 µW

PCNW 27.2 µW 6.2 µW PCNW > 64.1 µW

(BC) 01 to 03. Due to the symmetry of 6T cells, all defects
have symmetrical opposites, e.g., OC01 can be injected on
the pull-up of either Q or Q; defect BC01 is an exceptional
case to this rule. Symmetrical opposite defects will lead to a
similar faulty behavior to their counterparts and are therefore
neglected in our analysis.

Each simulation comprises one defect, one defect size, and
one sensitizing sequence S of n operations. We have set an
nmax of 30 operations, i.e., S contains at most 30 operations.
Each combination of a resistive defect and a sensitizing
sequence was simulated with (at most) 100 different defect
sizes by sweeping the resistance value from 0 Ω to 100 GΩ
(representing +∞), logarithmically spaced.

B. Memory Spec Identification

This section presents the results obtained from the Monte
Carlo analyses’ measurements; we aim to obtain the mean
and standard deviation of the operating parameters (e.g., BLS,
SNM) to define the memory’s spec. Table IV shows a summary
of the measured parameters, their mean (µ), their standard
variation (σ), and the condition to determine a parametric fault.
The last represents the threshold between a parameter deviated
by (extreme) PV and a deviation caused by a manufacturing
defect; it is defined as µ±6σ. It is worth noting that the Monte
Carlo analysis did not lead to functional faults; only parametric
deviations were observed. Furthermore, no parametric fault
was observed within the ±6σ range. Therefore, it is safe
to assume that the parametric faults identified during fault
modeling are caused by manufacturing defects rather than PV.
Reducing the ±6σ range could lead to the incorrect indication
of PV-induced variation as defect-induced.

Functional HTD Parametric HTD

Functional ETD

OC02

OC03
OC01 OC04

OC09OC08

OC07OC06

OC05

OC11

OC10 SB01SC01

SC02

SW01

OC12 BC01

BC02

SB02 SW02 BC03

BC04 BC06

Fig. 5. Distribution of resistive defects based on sensitized faults.

C. Fault Modeling Results

This section presents the results obtained from the reports
generated on the Behavior Inspection step of the fault space
validation methodology. We analyze all defects assuming wide
size ranges and identify which faults were sensitized by each
defect. Table V shows a summary of the observed static faults
by each defect. All the functional fault models previously
listed in Table I have been observed, with at least one FP
of each functional fault model being sensitized. FPs that were
not sensitized are not included in Table V; in total, 24 of
all the 35 faults investigated in this work were sensitized
and are therefore listed in Table V. Nevertheless, it is worth
mentioning that some faults could have been sensitized by
changing the simulation setup in two manners: 1. including
symmetrical opposite defects (if a defect sensitizes an R0DF1
fault, its symmetrically opposed defect sensitizes an R1DF0
fault); and 2. reducing the defect size sweep step (a correct
read may become a deceptive read, and finally a destructive
read as the defect strength increases; if the sweep step is too
big, the intermediate behavior is not observed).

Table V is divided into three segments representing the three
different fault classes. The top segment focuses on functional
ETD faults; the middle segment focuses on functional HTD
faults, while the bottom segment focuses on parametric HTD
faults. Traditional March tests, which use only write and read
operations, can guarantee to detect the faults listed only in
the top segment. Thus, defects that do not lead to functional
ETD faults cannot be detected by March tests. Fig. 5 further
explores this limitation by showing the distribution of defects
among sensitized faults. March tests can detect defects only
on the functional ETD space (green circle). However, March
tests do not guarantee the detection of defects on the functional
HTD or parametric HTD space (yellow and red circle, respec-
tively) or their intersection. Furthermore, it is also possible
that a weaker version of a defect that can cause a functional
ETD fault is only sensitizing an HTD fault, therefore limiting
the efficacy of March tests.

Based on results presented on Table V and Fig. 5, we can
conclude the following:
• Covering only functional ETD faults is not enough as

most defects will lead to some form of HTD faulty
behavior. From the set of 24 resistive defects investigated,
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TABLE V
SINGLE-CELL STATIC FAULT MODELING RESULTS OF ALL INJECTED DEFECTS.

Fault
Type

Fault
Prim.

Defect
OC01 OC02 OC03 OC04 OC05 OC06 OC07 OC08 OC09 OC10 OC11 OC12 SC01 SC02 SB01 SB02 SW01 SW02 BC01 BC02 BC03 BC04 BC05 BC06

Fu
nc

tio
na

l
E

T
D

S0F1 X X X X
S1F0 X
W0DF1 X X
W0TF1 X X X X X X X X X X X
W0TF1r X X
W1TF0 X X
iR0NF0 X X X
iR0DF1 X X
rR0DF1 X X

Fu
nc

tio
na

l
H

T
D

S0FU X
S1FU X
W0TFU X X X X
W1TFU X
rR0NF0 X X X X X X X X X X X X X
rR1NF1 X X X X
rR0DFU X
rR1DFU X
dR0DFU X

Pa
ra

m
et

ri
c

H
T

D BLS X X X X X X X X X X X X X X X X
SNM X X X X X X X X X X X
RNM X X X X X X X X
PCH X X X X X X X X X X
PCR X X X X X X X X
PCTW X X X X X X X
PCNW X X X X X X X X X X

22 led to HTD faults. Furthermore, 8 out of 24 defects
led to HTD faults only, parametric or functional. Without
test solutions that also target HTD faults, detecting these
defects is not guaranteed. Undetected HTD faults become
test escapes, leading to early in-field failures and no-
trouble-found components.

• Some defects will lead to both functional and parametric
HTD faults. In those cases, test engineers have the
flexibility to choose between test solutions that focus on
functional faults or parametric faults.

• There are a few defects that only trigger one type of
fault; the majority of defects will sensitize a combination
of functional ETD, functional HTD, and parametric HTD
faults. In general terms, weaker defects lead to parametric
HTD faults, while stronger defects lead to functional
HTD and ETD faults.

To better analyze the occurrence of static HTD faults, we
explore the occurrence of these faults in five example defects,
namely OC01, OC05, OC08, SW02, and BC01. Table VI
lists the results. We categorize the faults sensitized by each
defect based on defect size ranges. We define these ranges
as fault classes (FCs). Each FC contains a set of faults that
are sensitized for a given defect size range. Furthermore, an
FC may be a subset of another FC, i.e., if FC-1 ⊂ FC-2,
FC-2 contains all the faults in FC-1, plus other faults not in
FC-1. The expressive occurrence of HTD faults illustrates the
importance of having additional DFT designs or stress tests
to detect HTD faults, even when functional ETD faults are
sensitized.

Since detecting most of the faults caused by resistive defects
is not guaranteed using single operations, we increased the
number of consecutive operations (i.e., n + 1) to investigate
if static HTD faults can lead to dynamic ETD faults. Only
resistive-open defects led to dynamic faults; Table VII outlines
the results for 3 exemplary defects. Defect OC01 sensitizes
dynamic parametric HTD faults for defect sizes much smaller
than the HTD faults sensitized for n ≤ 1; this is due to the

TABLE VI
SINGLE-CELL STATIC FAULT MODELING RESULTS OF RESISTIVE DEFECTS.

Defect Model Resistance (Ω) Fault
Class Faults Observed

OC01
(0, 474 K] - Fault Free
(474 K, 3.8 M] 1 SNM
(3.8 M, +∞) 2 FC-1 + W0TFU

OC05
(0, 3.8 M] - Fault Free
(3.8 M, 6.6 M] 1 W0TF1
(6.6 M, +∞) 2 W0TFU, W0TF1r

OC08

(0, 2 K] - Fault Free
(2 K, 20 K] 1 BLS
(20 K, 29.3 K] 2 FC-1 + rR0NF0
(29.3 K, +∞) 3 FC-2 + W0TF1

SW02

(0, 200.9] 6 FC-5 + rR0NF0, rR1NF1
(200.9, 473.6] 5 FC-4 + W0TF1, W1TF0
(473.6 , 1.1 K] 4 FC-3 + BLS
(1.1 K, 10.2 K] 3 FC-2 + PCNW
(10.2 K, 29.3 K] 2 FC-1 + PCTW
(29.3 K, 38.4 K] 1 PCR
(38.4 K, +∞) - Fault Free

BC01

(0, 11 K] 6 FC-3 + S0FU, S1FU
(11 K, 20.2 K] 5 FC-4 + rR0DFU, rR1DFU
(20.2 K, 29.3 K] 4 FC-3 + dR0DFU, dR1DFU
(29.3 K, 202 K K] 3 FC-2 + RNM
(202 K, 1.1 M] 2 FC-1 + SNM
(1.1 M, 22.5 G] 1 PCH
(22.5 G, +∞) - Fault Free

disturbance generated when writing the defective memory cell.
Nevertheless, this disturbance only generates parametric devi-
ations. Therefore, dynamic stress does not lead to ETD faulty
behavior for this defect. On the other hand, defect OC03 led to
dynamic ETD faulty behavior for n ≥ 2. While smaller defects
may require up to 27 consecutive operations to sensitize a
functional ETD fault, bigger defects require a maximum of
4 consecutive operations to sensitize a functional ETD fault.
Even though dynamic functional ETD faults are sensitized, the
high number of consecutive operations necessary to trigger
them is a significant limiting factor in their detection. It



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 9

TABLE VII
SINGLE-CELL DYNAMIC FAULT MODELING RESULTS OF RESISTIVE OPENS.

Defect Model Resistance (Ω) Fault
Class Faults Observed

OC01 &
OC02

(0, 112.5 K] - -
(112.5 K, 150 K] FC-1 2-PCH
(150 K, +∞) FC-2 FC-1 + 2-SNM, 2-PCH

OC03

(0, 15 M] - -
(15 M, 16 M] FC-1 27-rR0DF1
(16 M, 17 M] FC-2 16-rR0DF1
(17 M, 20 M] FC-3 9-rR0DF1
(20 M, 50 M] FC-4 5-rR0DF1
(50 M, +∞) FC-5 4-rR0DF1

may not be viable to perform that many instructions to each
memory cell, considering time and cost constraints in modern
memory testing. Furthermore, defects smaller than 15 MΩ do
not sensitize any functional ETD faults. Therefore, a more
effective way to detect defects OC03 and OC04 is by using
special testing.

Using a test solution that only targets static functional ETD
faults will lead to test escapes as it does not guarantee HTD
fault detection. Furthermore, the occurrence of static HTD
faults does not necessarily mean the occurrence of dynamic
ETD faults. Thus, special test solutions are necessary to
guarantee the detection of HTD faults. In the next section,
we discuss the existing test solutions for SRAMs, detailing
aspects related to their stressing conditions, fault coverage,
and limitations.

V. TEST SOLUTIONS

When developing a memory test solution, test engineers first
define a fault space. We can verify which faults manufacturing
defects will cause in the circuit under test by validating
this fault space. Then, the test solution’s targeted faults are
defined, and a method to detect such faults is developed. This
section proposes a classification for test solutions based on the
methods they use for testing. We classify existing test solutions
for SRAMs and discuss their fault coverage and limitations.
Lastly, we examine possible opportunities for test engineers to
develop new test solutions with improved fault coverage based
on what is still missing from previously proposed solutions.

A. Classification

Memory test solutions represent efforts for testing a memory
circuit. The main goal of these solutions is to provide the
detection of faulty behaviors. Test solutions use many different
methods to test a circuit, from observing and identifying a fault
to stressing the memory. To analyze well-known memory test
solutions, we first propose to classify them, as shown in Fig. 6.
The first classification level is based on what they are testing:
functionality or memory parameters. A functional test solution
is a procedure that focuses on the logic functionality of the
memory, i.e., if read and write operations are performed as
expected. Differently, a parametric test solution focuses on
identifying parametric deviations and if parameters are within
the tolerated performance ran

Expected 
Output 

Target 

Fault 
Observation 

Fault 
Identification 

Test Solutions 

Functional Parametric 

Dynamic 
Reference 

Pre-defined 
Reference 

Read 
Operation 

Voltage 
Monitoring 

Current 
Monitoring 

… 

Fig. 6. Classification of memory test solutions.

Once the testing target is defined, the second classification
level is based on the fault observation method. Functional
test solutions can only observe faults by performing read
operations, as they test for correct functionality. However,
parametric test solutions observe faults by monitoring the
memory‘s electrical parameters, such as voltage or current.

The third and final classification level is based on fault
identification, i.e., defining if the observed behavior is indeed
a fault. Functional test solutions can only identify faults
by verifying the memory‘s output, i.e., comparing the read
output with an expected output. Alternatively, parametric test
solutions rely on comparing the measured electrical parameter
with a reference value. The reference can be dynamic (e.g.,
measurements from other components in the same circuit) or
pre-defined (e.g., a threshold defined during the design phase).

Additionally, every test solution uses Stressing Conditions
(SCs) to trigger the targeted faults; they may use a single SC
or a combination of different SCs. We split SCs between two
types: algorithm-related stress and environment-related stress
[45]. Algorithm-related stress specifies the algorithm that will
be applied to the memory cells. It includes all types of SCs
derived from using only write and read operations. Examples
of algorithm-related SCs are as follows:

• Base Test (BT): A BT is a sequence of operations (reads
and writes) applied to a memory cell.

• Address Order (AO): The AO indicates in which se-
quence the algorithm accesses addresses. It can be in-
creasing (⇑), decreasing (⇓), or irrelevant (m).

• Address Direction (AD): The AD indicates how the
one-dimensional AO is applied in the two-dimensional
cell array. It is generated by addressing methods such as
fast x [45] and H2/H3/HN1 [46].

• Data Background (DB): DB is the pattern of ones and
zeros, as seen in the memory array. The most known DBs
are Solid, Checkerboard, and Row/Column Stripe [45].

In contrast, environment-related SCs use additional stress
sources to create unrealistic SCs under nominal operating
conditions. These include [45], but are not limited to:

• Voltage Stress: An additional source applies voltage
stress to the circuit. It can apply additional stress in
the entire circuit (e.g., changing the supply voltage) or
specific components (e.g., write driver, SA).

• Timing Stress: An additional source applies timing stress
to the circuit. It can apply the additional stress in the
entire circuit (e.g., changing the circuit’s frequency) or
specific components (e.g., write driver, SA) to change
memory operations’ timing.
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• Temperature Stress: The temperature is either increased
or reduced from its nominal value during testing.

B. Previously Proposed Test Solutions

Table VIII summarizes the most relevant memory test
solutions found in literature, categorized following the classi-
fication previously presented. Furthermore, the table identifies
each test solution’s stressing conditions, their HTD fault cover-
age, and their limitations. We do not discuss Fault coverage for
functional ETD faults since any test solution using appropriate
algorithm-related stress can guarantee the detection of these
faults.

We first discuss functional test solutions, which use read
operation as the fault observation method, and compare the
obtained output to an expected output value to identify faults.
Ad-hoc tests are one of the oldest forms of structured memory
test solutions [50]. Examples of ad-hoc tests include GalPat
[50], SCAN [51], and Walking 1/0 [29]. March tests are the
evolution of ad-hoc tests; they are based on FPs and have a
linear time complexity. Examples of march tests include March
SS [38], March C- [39], March AB [16], and March FFDD
[18]. Besides algorithm stress, ad-hoc and march tests have
also used voltage stress [47]. Both tests can only Partially (P
in the table) cover random read functional HTD faults due to
the random nature of this kind of fault; they do not detect any
of the other HTD faults. On the other hand, they do not lead
to yield loss, as they will not indicate fault-free cells as faulty
and do not require any post-silicon calibration. Furthermore,
they do not require any Hardware Modification (HW Mod. in
the table) as they do not introduce additional hardware in the
memory.

The remaining three functional test solutions rely on
environment-related stress to change the execution of oper-
ations. Self-timed circuits [21] uses time stress to change the
timing of the WL signal, effectively increasing or decreasing
the time in which the cell can discharge the BLs during a
read operation, or the write driver can write the new value
into the cell. Additionally, voltage stress is also applied by
changing the supply voltage of the circuit. Compared to ad-
hoc and march tests, this test solution improves the coverage of
functional HTD faults. Nevertheless, it cannot Fully (F in the
table) cover this fault as it does not force an incorrect behavior.
It also leads to yield loss, as this solution creates unrealistic
operating conditions that will cause fault-free cells to fail;
built-in post-silicon calibration can alleviate this drawback.

Weak-read test mode [22] applies voltage stress by creat-
ing a mismatch on the SA and biasing the amplification phase
during a read operation. Thus, this kind of test fully covers
random read functional HTD faults as it forces an incorrect
behavior; other HTD faults are not targeted and therefore are
not covered. This test solution does not lead to yield loss, as
it uses post-silicon calibration strategies to adjust the stress
applied to the SA. This strategy guarantees that only cells
affected by random read HTD faults trigger an incorrect read
output.

Lastly, weak-write test mode [20] reduces the voltage
stress applied by the write driver during write operations,

causing the failure of transition write operations in fault-free
cells. However, cells that are in an undefined state are still
flipped by the weaker write driver. Therefore, this solution
Fully covers the undefined state functional HTD faults. It also
partially covers random read functional HTD faults due to
their random nature. A more recent version of weak-write
test mode has been developed for RRAMS. [52]. Analogous
to weak-read test mode, the weak-write test mode does not
lead to yield loss since only cells in an undefined state are
flipped and identified. No post-silicon calibration strategies
have been proposed for this test solution. All three previously
described solutions require additional hardware on the memory
and hence require some hardware modification. Nevertheless,
they all marginally modify the hardware, as they only require
some extra gates or transistors on the peripherals to generate
the environment-related stress.

The parametric test solutions listed in Table VIII exemplify
the versatility of parametric testing. On-chip voltage sensors
(OCVSs) [25] focus on monitoring the voltage on the BLs
when applying a BT sequence of read and write operations. A
neighborhood-comparison logic circuit compares the measured
voltage to a dynamic reference obtained through measurements
from neighboring cells. OCVSs fully cover all BL-related
HTD faults (i.e., random read functional HTD and BLS
parametric HTD faults) as they compare the behavior of all
BLs in the array, detecting any possible deviation. This test
solution leads to yield loss as it relies on measurements
and comparison methodologies profoundly impacted by PV
effects. Additionally, no post-silicon calibration strategies for
this test solution proved to be efficient in reducing yield loss.
This test solution also shows a severe HW modification as it
introduces operational amplifiers and many logic gates into the
memory array.

BL swing monitoring [24] focuses on monitoring the
voltage on BLs during read operations and comparing the
obtained value to a pre-defined reference (i.e., a threshold).
Like OCVS, this test solution fully covers all HTD faults
related to BLs, as any deviation that surpasses the pre-defined
threshold is considered faulty. However, the solution also leads
to yield loss because it does not use post-silicon calibration
strategies to adjust the threshold. Furthermore, the required
HW modification is significantly less than the one related to
OCVS, as it only uses a couple of logic gates for monitoring
and detecting possible deviations.

On-Chip Current Sensors (OCCSs) [23], alternatively,
monitor the current flow by inserting a current-to-voltage
converter in each memory column. An algorithm applies a
read and write operation BT, while the sensors monitor the
current throughout each operation. This solution fully covers
PC parametric HTD faults as it compares the current flow
among all columns in the array. OCCSs also partially cover
random read HTD faults due to the random nature of these
faults. Regarding their limitations, OCCSs present analogous
limitations to OCVSs, i.e., lead to yield loss, no post-silicon
calibration, and severe HW modification.

Finally, IDDQ [48, 49] uses external measuring approaches
to monitor the die current flow and compare the obtained value
to a pre-defined reference. Thus, this type of test solution Fully
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TABLE VIII
SRAM TEST SOLUTIONS

Stressing Conditions HTD Faults Coverage
Algorithm-Related Environment-Related Func. Param. LimitationsTest

Target
Fault

Observation
Fault

Identification Examples
BT AO AD DB Volt. Time Temp. R

Read
U

State BLS PC SNM
RNM

Yield
Loss

Post-Silicon
Calibration

HW
Mod.

Ad-hoc Tests [47] 3 3 3 3 3 P No N.A. None
March Tests [47] 3 3 3 3 3 P No N.A. None

Func. Read Op. Expected Output Self-timed Circuits [21] 3 3 3 3 3 3 P P Yes Yes Marginal
Weak-Read Test Mode [22] 3 3 F No Yes Marginal
Weak-Write Test Mode [20] 3 3 P F No No Marginal

Param.

Voltage Mon. Dynamic Ref. On-Chip Voltage Sensors [25] 3 F F Yes No Severe
Pre-Defined Ref. Bitline Swing Monitoring [24] 3 F F Yes No Marginal

Current Mon. Dynamic Ref. On-Chip Current Sensors [23] 3 P F Yes No Severe
Pre-Defined Ref. IDDQ [48, 49] 3 P F No N.A. Marginal

detects PC parametric HTD faults and Partially detects random
read HTD faults due to the reasons previously explained. This
solution does not lead to yield loss as it flags faulty circuits
and does not require post-silicon calibration. Furthermore, the
required hardware modification depends on the IDDQ method-
ology used. If the test solution uses built-in sensors, then
the necessary hardware modification is marginal. However, if
measurements are performed using external equipment only,
then no modifications are required.

Based on these analyses, one can conclude that there
is no single optimal test solution covering all HTD faults;
each test solution has a specific target. Fig. 7 illustrates this
lack of appropriate test solutions. The figure categorizes the
considered test solutions among their algorithm-related stress
(BT, BT+AO+AD+AB), their environmental-related stress (No
Environmental Stress, Voltage, Time, Temperate), and their
faults coverage of Functional HTD (R Read, U State) and
Parametric HTD (BL Swin, Power Consum., SNM/RNM)
faults. A green background denotes full detection; yellow
background denotes partial detection, while a gray background
denotes that no test solutions are using that combination of
stresses to target a specific fault. Ad-hoc tests, march tests,
and self-timed circuits focus on functional ETD faults; they
only partially detect functional HTD faults. Weak-read test
mode, BLS monitoring, and OCVSs focus on random read
functional HTD faults. Additionally, the last two also focus
on BLS parametric HTD faults. Weak-write test mode focuses
on undefined state functional HTD faults and partially detects
random read functional HTD faults. OCCSs and IDDQ focus
on PC parametric HTD faults but may also detect random read
functional HTD faults if these eventually cause incorrect logic
behavior. No test solution focuses on SNM/RNM parametric
HTD faults. Considering the limitations of existing test solu-
tions and the number of possible combinations shown in Fig.
7 that are still gray, it is safe to assume that a test solution
that can efficiently detect HTD faults (i.e., with a high fault
coverage and as minimal limitations as possible) is yet to be
developed.

C. Test Solutions Outlook
Following the evaluation of existing test solutions’ limita-

tions (see Table VIII), and what they are missing (see Fig.
7), we identify a handful of approaches that memory test
engineers can explore to improve HTD fault coverage during
manufacturing tests.
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Fig. 7. Space of existing test solutions.

Parametric test solutions provide the highest HTD fault
coverage: using additional hardware to monitor the memory’s
electrical parameters yields the best HTD fault coverage as
they delve into the impact of manufacturing defects in these
parameters. Hence, this type of test solution can detect defects
that do not sensitize functional faults at logic level, i.e.,
no functional impact. Parametric test solutions should be
employed in scenarios where test escapes are not tolerable
(e.g., 0 defective parts per million is mandatory). Nevertheless,
engineers must be aware of the costs of using parametric
test solutions, such as the additional hardware and the yield
loss. When employed in less critical applications, these test
solutions may prove too expensive, and their use may not be
justified.

Further exploration of SCs’ impact: the previously dis-
cussed SCs can be further explored to improve HTD faults
coverage. It is known that the industry uses voltage, time,
and temperature during manufacturing tests [47] and that these
SCs significantly impact the detection of functional ETD faults
[11, 53] in FinFET SRAM. Additionally, it has recently been
shown through electrical simulations that increasing supply
voltage and temperature improves the detection of random
read HTD faults [54]. Nonetheless, the authors enforce that
only changing operating conditions is not enough to guarantee
their detection; additional hardware applying more stress is
also necessary. Unfortunately, no published works used exper-
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imental data to relate SCs to HTD faults. Thus, analyses with
actual data are still needed to explore further SC’s impact
on HTD fault detection. New types of stressing conditions
might also be identified as efficient ways for testing SRAMs
throughout such experiments.

Public experimental data is still lacking: the design and
test of SRAMs is critical information for companies. There-
fore, it is understandable that there is no publicly available
data about the FinFET (SRAM) technology’s most critical
defects and the relation between SCs and fault coverage. If
this type of data were publicly available, test engineers could
develop realistic defect models and, consequently, accurate
fault modeling and test solutions using appropriate SCs. Only
then would it be possible to design FinFET-specific, high-
quality test solutions for SRAMs.

Relation between functional and parametric HTD faults:
it is straightforward to connect some functional HTD faults to
other parametric HTD faults. From Table V, we see that all de-
fects that led to a BLS parametric fault also led to a functional
random read fault, either ETD or HTD. Nevertheless, the link
between some faulty behaviors may be less straightforward.
A reduced SNM/RNM could be an indicator of an undefined
state functional HTD fault; yet, it is unknown the extent to
which this statement is valid. This relation might exist for
some defects, but not all. Thus, a more extensive analysis of
the correlation between functional and parametric HTD faulty
behavior is still necessary.

Test solutions for noise margin faults are missing: as
shown in Fig. 7, no test solution guarantees the detection of
the SNM/RNM parametric HTD faults. The lack of appropriate
test solutions can negatively impact applications that require a
high-reliability level, such as the aerospace and the automotive
market [8]. SNM faults could be (Partially or Fully) detected
by using test solutions that directly apply stress in every cell of
the array; yet, such an approach’s high costs make it unfeasi-
ble. Additionally, it might be possible to improve the detection
of RNM faults by using test solutions similar to weak-write
test mode (see Table VIII), in which reduced stress is applied
to the cell during write operations. A more detailed analysis
of these faults’ characteristics is still necessary to develop
efficient test solutions that target SNM/RNM parametric HTD
faults.

Combining test solutions to improve overall coverage: as
shown in Table VIII and Fig.7, dedicated DFT circuits have
been developed targeting HTD faults; some of them use the
same SCs to detect different faults, e.g., voltage is used by the
DFT circuit in [22] to detect random read faults, and in the
DFT circuit in [20] to detect undefined state faults. Combining
somewhat similar test solutions would increase the overall
HTD faults coverage. However, combining test solutions could
also mean combining their limitations and overheads; ideally,
these combined test solutions would maximize HTD fault
coverage while minimizing overheads.

VI. CONCLUSION

This paper demonstrated a systematic analysis of Hard-
to-Detect (HTD) faults and the existing test solutions for

SRAMs. Based on resistive defects injection, we have shown
that manufacturing defects will lead to Easy-to-Detect (ETD)
faults and HTD faults, including functional HTD faults and
parametric HTD faults. Without detection, these faults may
lead to test escapes, a known cause of early in-field failures
and no-trouble-found components. While ETD faults can be
detected by March test solutions meeting all detection con-
ditions, HTD faults require additional Design-for-Testability
(DFT) circuits and environment-related stressing conditions.
Analyzing the existing test solutions for (FinFET) SRAMs, it
is safe to conclude that there is currently no single test solution
that guarantees the detection of all HTD faults. The majority
focuses on one type of fault and uses different stress conditions
and extra hardware to perform the test. As the industry
strives for high-quality FinFET SRAMs, new and efficient
test solutions must be developed. Improved detection of HTD
faults could be achieved by using parametric test solutions,
proposing solutions that cover yet untargeted HTD faults,
combining multiple test approaches into a single solution,
and further exploring stress conditions. These new approaches
would reduce test escapes and therefore improve the quality
of FinFET SRAMs.
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