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RHS-TRNG: A Resilient High-Speed True Random
Number Generator Based on STT-MTJ Device
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Abstract—High-quality random numbers are very critical to
many fields such as cryptography, finance, and scientific simula-
tion, which calls for the design of reliable true random number
generators (TRNGs). Limited by entropy source, throughput,
reliability, and system integration, existing TRNG designs are
difficult to be deployed in real computing systems to greatly
accelerate target applications. This study proposes a TRNG
circuit named RHS-TRNG based on spin-transfer torque mag-
netic tunnel junction (STT-MTJ). RHS-TRNG generates resilient
and high-speed random bit sequences exploiting the stochastic
switching characteristics of STT-MTJ. By circuit/system co-
design, we integrate RHS-TRNG into a RISC-V processor as an
acceleration component, which is driven by customized random
number generation instructions. Our experimental results show
that a single cell of RHS-TRNG has a random bit generation
speed of up to 303 Mb/s, which is the highest among existing
MTJ-based TRNGs. Higher throughput can be achieved by
exploiting cell-level parallelism. RHS-TRNG also shows strong
resilience against PVT variations thanks to our designs using
bidirectional switching currents and dual generator units. In ad-
dition, our system evaluation results using gem5 simulator suggest
that the system equipped with RHS-TRNG can achieve 3.4–12x
higher performance in speeding up option pricing programs than
software implementations of random number generation.

Index Terms—TRNG, MTJ, Monte Carlo, Circuit/System
Codesign.

I. INTRODUCTION

W ITH the proliferation of semiconductor products, ran-
dom numbers play an increasingly vital role in many

fields such as cryptography, computational finance, scien-
tific simulation, artificial intelligence(AI), and stochastic com-
puting [1]–[3]. Existing computing systems mainly rely on
pseudo-random number generators (PRNGs) to generate ran-
dom numbers. However, this software-based method com-
promises generation speed and quality because of its pre-
dictable and periodic characteristics; it may even open doors
to potential attacks that compromise keys, intercept data, and
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ultimately hack devices and communication channels. As an
alternative, true random number generators (TRNGs) are able
to produce random number sequences that are truly uniformly
distributed and unpredictable by sampling physically random
processes [4]. In addition, TRNGs are typically implemented
in hardware, thus making them much faster than PRNGs in
generating random bit stream. Therefore, it is crucial to design
a quality high-speed TRNG that can be integrated into com-
puting systems to accelerate and secure critical applications.

Hardware-based TRNG designs rely on random physical
phenomena as entropy sources, which are typically obtained
from existing commodity circuits such as DRAM or from
dedicated CMOS designs. In the former, random phenomena
that can be utilized include DRAM retention failures [5],
[6], start-up value variations [7], or random reads caused by
illegal DRAM commands [8], [9]. However, these entropy
sources are mostly slow physical processes, making them
difficult for TRNG designs to meet the throughput and la-
tency requirements of some applications. The latter, such as
differential ring oscillators [10], [11] and metastability [12],
[13], rely on CMOS circuit thermal noise or oscillator jitter.
These CMOS-based TRNGs also have some drawbacks such
as low generation speed [10], [14]. Additionally, the area and
power consumption of CMOS-based TRNG designs are also
unsatisfactory.

As semiconductor technologies evolve, some emerging post-
CMOS devices with lower power consumption and smaller
areas than transistors can provide new solutions for TRNG
designs. For example, magnetic tunnel junction (MTJ) as a
promising Spintronic device has been widely studied over the
past decades, and its random switching behavior driven by
spin-transfer torque (STT) provide opportunities for designing
high-quality TRNGs. More specifically, the switching process
of STT-MTJ between its two magnetic states is intrinsically
stochastic under the influence of thermal fluctuation, thus mak-
ing it a perfect entropy source [15]. There exist some works
on MTJ-based TRNG, but the performance of MTJ has not
been fully exploited [16]–[22]. Examining the prior art reveals
the following four drawbacks: 1) The random bit generation
latency is high, reaching for example 80 ns in [18]; 2) lifetime
is limited by the high reset current; 3) random number quality
is susceptible to process/voltage/temperature (PVT) variations;
4) system integration and acceleration effects on applications
are unclear.

In this paper, we design a high-speed STT-MTJ-based
TRNG which offers high resilience to PVT variations. It
can be integrated into computing systems as an acceleration
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component with customized instructions to produce high-
quality random bit stream for performance/security-critical
applications. In our RHS-TRNG design, the number of write
operations in a random bit generation cycle is reduced from
two to one by feedback control, which reduces the generation
latency. Eliminating the reset operation also greatly boosts
the TRNG lifetime since the high reset current no longer
flows through the underlying STT-MTJ device. In addition,
we leverage two mechanisms: 1) bidirectional switching cur-
rents and 2) dual generator units to equip RHS-TRNG with
resilience capability to PVT variations. Finally, we integrate
RHS-TRNG into the instruction pipeline of RISC-V cores
and design three custom instructions to drive the TRNG
acceleration component. To evaluate the performance, power
and area of RHS-TRNG, we have implemented its circuit
and layout in the Cadence Virtuoso tool. Simulation results
shows that the latency is 3.3 ns/bit, power is 2.65-5.3 pJ/bit,
and area is 14.5-24.29 µm2/bit. By integrating multiple STT-
MTJ cells, the circuit can achieve better performance in
power consumption and area per bit. To evaluate the hardware
acceleration effect on target applications, we have simulated
our system design in gem5 and used Monte Carlo option
pricing program as a test benchmark. The experimental results
show that by integrating RHS-TRNG, we can obtain more
than 3.4x speedup when running Monte Carlo option pricing
program when compared to generating random numbers using
software methods.

In summary, the main contributions of this paper are listed
as follows:

• We design a high-speed two-phase TRNG circuit based
on STT-MTJ. With feedback control, we avoid the reset
phase in each random bit generation cycle to achieve the
generation speed of 303Mb/s for a single TRNG cell.

• We enhance the resilience of RHS-TRNG to tolerate
PVT variations by utilizing bidirectional write current and
dual-generator XOR design.

• We propose circuit-system co-design for RHS-TRNG by
customizing a RISC-V processor and instructions. Gem5
simulation results show 3.4-12x performance acceleration
for Monte Carlo option pricing applications in compari-
son to software implementations.

The rest of the paper is organized as follows: Section. II
introduces the fundamentals of TRNG, MTJ device and its
switching behavior. Section. III elaborates the motivation of
this paper. Section. IV presents the circuit and system co-
design of RHS-TRNG. In Section. V, we present the experi-
mental setups and results at both circuit and system levels.
Section. VI compares this work with the prior art, while
Section. VII discusses some valuable future research topics.
Finally, Section. VIII concludes the paper.

II. BACKGROUND

A. True Random Number Generator

Random number generators are typically classified into two
categories: pseudo-random number generators (PRNGs) and
true random number generators (TRNGs). PRNGs generate
random sequences by algorithms that transform an internal
state and calculates an output value upon request. Once the

initial seed is set, the next state only depends on the previous
state. As a result, pseudo-random sequences can be predictable
and controllable; they are only mathematically consistent
with a random distribution [4]. In contrast, TRNGs generate
random numbers by sampling random physical phenomena
such as thermal noise, electromagnetic behavior, and quantum
behavior. Since these entropy sources are intrinsically non-
deterministic, the state of each cycle in a TRNG cannot be
predicted even if all states are known when it runs. Therefore,
it can produce a truly random bit stream to applications which
have stringent requirements on the quality of random numbers.

Conventional TRNGs are typically implemented by leverag-
ing key features of CMOS circuits, e.g., ring oscillation (RO)
[10], [11] and metastability [12], [13]. However, these CMOS-
based TRNG designs do not provide adequate performance.
For example, the TRNG in [14] using time-dependent dielec-
tric breakdown provides only 0.011Mb/s random sequences,
and the speed of the differential OR-based TRNG in [10] is
8.28Mb/s. To design faster TRNG hardware, researchers are
looking for new technologies. Among the emerging devices,
STT-MTJ has a smaller area and lower power consumption
than CMOS transistors [23]. Moreover, its operating principle
involves inherent physical random processes, making it a
promising option for designing TRNGs [16]–[22].

B. Magnetic Tunnel Junction

Magnetic tunnel junction (MTJ) is a widely used Spintronic
device [24]–[26]. The core of an MTJ is a three-layer structure
consisting of two ferromagnetic layers and one dielectric
tunnel barrier (TB) layer sandwiched between them, as shown
in Fig. 1.a. The bottom ferromagnetic layer is called pinned
layer (PL), whose magnetization is fixed along the MTJ’s easy
axis [27]. The top ferromagnetic layer is called free layer (FL);
its magnetization is either in parallel (P) or anti-parallel (AP)
to that of the PL [28]. Due to the tunneling magneto-resistance
(TMR) effect [29], the AP and P magnetic states have different
resistance values: the high-resistance value observed under the
AP state (RAP) represents logic 1, while the low-resistance
state under the P state (RP) represents logic 0. The difference
between RAP and RP is commonly quantified using the TMR
ratio, given by: (RAP −RP)/RP × 100%.

The MTJ used in this paper is perpendicular MTJ com-
posed of ferromagnetic layers with perpendicular magnetic
anisotropy (PMA) [30]. This type of MTJ has become the
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Fig. 1. Perpendicular MTJ device: (a) structure schematic and (b) cross-
sectional TEM image.
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Fig. 2. (a) STT-MTJ’s bipolar switching method between AP and P states. (b)
Stochastic switching process to either “0” or “1” due to thermal perturbation.

mainstream MTJ design in recent years, thanks to its small
area and low power consumption. Fig. 1.b shows a cross-
sectional transmission electron microscopy (TEM) image of
a � 55 nm MTJ device fabricated at IMEC [31]. At present,
Everspin Technologies has commercialized 1Gb STT-MRAM
chips with MTJs as persistent data-storing devices [32]. In
addition, many foundries worldwide such as TSMC, Samsung,
and GlobalFoundries [33]–[35] have claimed production ser-
vice ready for cutting-edge MTJ devices.

C. STT Switching Stochasticity

The MTJ state can be switched by several methods such as
external magnetic field [36], spin-transfer torque (STT) [37],
and spin-orbit torque (SOT) [38]. An MTJ that uses STT effect
to switch its binary state is called STT-MTJ. As shown in
Fig. 2.a, when a positive pulse is applied across the MTJ in
AP state, it drives a current IAP→P flowing perpendicularly
from the FL to the PL. If the pulse’s amplitude and width
reach certain threshold, the FL’s magnetization switches to the
opposite direction, typically in 2-100 ns. Similarly, a negative
pulse can switch the MTJ from P to AP under the spin-
polarized current IP→AP when it exceeds the critical switching
current. Note that STT-MTJ is a bipolar device, meaning
that the polarity of the switching current determines the
magnetization direction in the FL, which in turn determines
the STT-MTJ’s resistive state [39].

Due to thermal fluctuation [40], the STT switching process
of STT-MTJ is inherently stochastic for a given write pulse.
The thermal fluctuation effect causes the magnetizations in
the free layer (FL) and pinned layer (PL) to have a random,
varying initial angle between them in each cycle, resulting in
a random STT switching behavior, as shown in Fig. 2.b. This
produces a natural, cycle-to-cycle variance in the switching
time. As a result, it is guaranteed that STT-MTJ, operating as
an entropy source, can provide a random and independent bit
sequence [41].

As an example, Fig. 3 illustrates the simulated switching
probability (Psw) from the AP to P state under various write
pulse configurations. As shown in the figure, the switching
probability increases with current and pulse width (from the
lower-left to upper-right corner). The black line (Psw = 0.5)
on the graph represents the operating points in which the
switching probability is 50%. This indicates that by tuning
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Fig. 3. The AP→P switching probability of STT-MTJ under different write
current and pulse width.

the write pulse to one of these operating points, the switching
result can be considered as a random variable X which obeys
the Bernoulli distribution: X∼B(n, 0.5).

In summary, the switching stochasticity of STT-MTJ can
serve as a high-quality entropy source for TRNG design.

III. MOTIVATION

A. Application Demand for TRNGs

In the era of information technology, the demand for high-
quality random numbers is ubiquitous across various applica-
tions. Cryptography, for instance, requires good randomness in
generating keys to ensure their security against attackers [1],
[21]. This randomness is manifested in the form of long pe-
riodicity, non-linearity, unpredictability, among other factors.
Similarly, in scientific simulations, the Monte Carlo method
relies on high-quality random numbers to simulate random
behavior in different processes [42], [43]. Poor quality random
bit streams can lead to degraded simulation confidence, and
the generation rate of random numbers can also become a
performance bottleneck in some Monte Carlo simulations.
Apart from traditional scientific fields, emerging fields such as
AI and stochastic computing also require high-quality random
numbers. For instance, neural networks in AI applications are
initialized with random numbers to break symmetry and enable
faster convergence [2]. Meanwhile, stochastic computing is an
emerging computing paradigm that relies on random numbers
for bit-wise operations [3]. Therefore, a high-quality TRNG is
essential to ensure precise computation in these applications.

B. Limited System Integration with TRNGs

Depending on application requirements and implementation
technologies, TRNG hardware can be integrated into different
parts of system architecture, from the pipeline, to cache, to
memory, or simply as a peripheral connected to the system.
However, the existing TRNG designs, regardless of their im-
plementation technologies, rarely consider the effect of TRNG
integration on the target applications.

CMOS-based TRNG designs are typically evaluated using
SPICE simulations [10], [12] or FPGA prototypes [11], [13].
These works evaluated TRNG hardware’s energy consump-
tion, randomness, and area, but they neglected system integra-
tion and its effects. For example, in [11], FPGAs have used
to prototype cryptographic systems, but after implementing
TRNG on FPGA, they do not evaluate the effect of its
integration into cryptographic systems. MTJ-based TRNG
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Fig. 4. MTJ-based TRNG design with three phases: reset, write and read.
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Random bit generation period 
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Fig. 5. RHS-TRNG with one cycle consisting of two phases: read and write.

designs are typically evaluated in circuit simulations using
MTJ models [16]–[22]. These works have fully analyzed the
TRNG circuits composed of MTJ and CMOS, but rarely
mentioned the higher level of the system. Even if the individual
work evaluates system-level performance [44], it does not
consider the acceleration effect of TRNG on the benchmark.
Another type of TRNG design is based on commercial DRAM
[5]–[7], [45]. Despite these works provide high feasibility of
integrating into real systems, they require post processing and
encroach memory bandwidth which is already a performance
bottleneck in today’s computing systems.

C. Shortcomings of Prior MTJ-based TRNGs

There exist several TRNG designs using STT-MTJ as an
entropy source in the literature [16]–[22]. However, the perfor-
mance of existing MTJ-based TRNG designs is significantly
limited by their three-phase circuit design for generating a
random bit in each cycle, as illustrated in Fig. 4. The random
bit generation process starts with the reset phase. This phase
is designed to reset the MTJ to a fixed state (e.g., logic 0)
from an initial state which can be either logic 0 or 1. This is
achieved by applying a large current going through the MTJ,
causing it to switch to the P state with 100% probability. The
second phase is random write. During this phase, the circuit
applies a smaller write current to the MTJ in the opposite
direction, which causes it to flip with a 50% probability. As
a result, the MTJ will be randomly set to logic 0 or 1 state.
After the random write, the circuit goes through a read phase
to read out the data stored in the MTJ, i.e., the random bit
output during this cycle.

Although the above traditional MTJ-based TRNG design is
clear and feasible, it has the following three shortcomings.
First, each cycle contains two write operations: reset and
random write. Given the fact that MTJ devices feature fast
read and slow write, it limits the use of MTJ to design low-
latency and high-throughput TRNGs. Second, the reset phase
requires a very large current flowing through the MTJ in order
to guarantee 100% switching probability (see Fig. 2). This
however may lead to device breakdown, limiting the lifetime

of the designed TRNG [46]. Third, this simple TRNG design
is susceptible to process/voltage/temperature (PVT) variations.
It has been demonstrated that process and voltage variations
have a large impact on the MTJ’s switching behavior [47].
In addition, an increase in the ambient temperature enables
switching in both directions with reducing write voltage [48].

While many traditional STT-MTJ TRNG designs require
a reset phase, some recent advances in the field have led
to new possibilities. For instance, Choi et al. [49] proposed
a TRNG that employs probability tracking with two pulse
generators, eliminating the need for a reset phase and com-
pensating for output probability fluctuations through counters
and software-based real-time probability tracking. Similarly,
Oosawa et al. [50] introduced a digitally-controlled probability
TRNG that does not rely on a reset phase and evaluated its
ability to produce random bit streams with stable probability
distribution. However, these designs inevitably utilized post-
processing circuits such as correction logics, D/A converters,
and digital comparators to enhance the quality of randomness.

In summary, even though many MTJ-based TRNG designs
are limited by their dependence on a reset phase, there
have been new opportunities due to recent breakthroughs.
Our contributions to this advancement are threefold. First,
we greatly improved the random number generation speed
compared to the prior art. Second, in terms of addressing PVT
variations, we avoided the use of post-processing circuits that
would significantly increase power and area overheads. Third,
we deployed our TRNG design in a RISC-V processor and
corroborated its strength in accelerating specific applications.

D. Idea and Goal

To ensure high-quality output bits and improve TRNG
output rates to support applications that require acceleration,
our ideas are: 1) the write overhead in each cycle of TRNG
should be reduced as much as possible; 2) resilience to PVT
variations should be obtained through dedicated circuit design
to maintain the stability of the output probability of logic 0
and 1 in the generated bit streams; 3) TRNG hardware needs
to be seamlessly integrated into existing computing systems as
a random number acceleration component. Motivated by these
ideas, we aim to design a high-speed and resilient STT-MTJ-
based TRNG and integrate it into existing computing platforms
to greatly accelerate specific applications such as Monte Carlo
simulations.

IV. CIRCUIT-SYSTEM CODESIGN

In this section, we introduce the co-design of RHS-TRNG
at circuit and system levels. We first elaborate RHS-TRNG
circuit design as well as its theoretical benefits. Thereafter,
we detail the system and custom instruction design based on
RISC-V ISA.

A. RHS-TRNG Design

1) Design Philosophy: Rather than relying on a single
switching direction for generating random bit streams, we use
current in both switching directions to control the random
switch of the STT-MTJ. This enables us to eliminate the reset
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Fig. 7. Sense amplifier circuit design for RHS-TRNG.

phase in each cycle of random bit generation, as depicted in
Fig. 5.

At the beginning of each cycle, the MTJ’s initial state (logic
0 or 1) is read out by a sense amplifier circuit, then the inverted
value is fed to a write driver circuit. In the second phase,
a random write operation is performed by the write driver;
the write current direction depends on the data received from
the previous read phase. This allows us to perform only one
write operation in each cycle, which greatly reduces the time
it takes to generate a random bit. Next, we will elaborate how
to implement this two-phase TRNG design via VLSI circuits.

2) Circuit Design: The circuit design of RHS-TRNG is
shown in Fig. 6. Each RHS-TRNG cell consists of two
generator units and an XOR gate. The TRNG cell outputs
a randon bitstream that is the XOR result of the two identical
generator units. In each generator unit, an STT-MTJ device
is connected in series with an NMOS transistor as a selector.
The on/off state of the NMOS is controlled by a word line
(WL). The 1T-1MTJ structure is connected in parallel with a
set of write driver and sense amplifier circuits through a bit
line (BL) and a source line (SL), which perform write and read
operations on the STT-MTJ. When the “Rd” signal is enabled,
the sense amplifier can simultaneously read out the logic state
(denoted as “Out”) of the MTJ and its inverted value “Out”.
The “Out” signal is then fed back to the write driver as an
input “Data in”. When the “Wr” signal is asserted, the write
driver starts programming “Data in” into the MTJ device
by applying a pulse across the BL and SL. It generates a
switching current whose direction is determined by the data
to be programmed (i.e., “Data in” ), as illustrated in Fig. 2.

Data_in
Wr

GND

GND

VDD2

VDD1

Wr

BL

SL

N0

P0

N1

P1

Fig. 8. Write driver circuit design for RHS-TRNG.

The sense amplifier circuit is shown in Fig. 7. We use pre-
charge sense amplifier design which compares the currents
going through the MTJ cell under sensing and a fixed reference
cell [51]. The entire read process is divided into the following
three stages [52]. (1) Pre-charge. The “Rd” signal is set to
0, which turns on PMOSs P0 and P3 and turns off NMOS
N2. After the two nodes A and B are pre-charged to the same
potential VDD − VTH, N0 and N1 are turned on, whereas P1
and P2 are turned off. (2) Voltage development. The “Rd”
signal is set to 1, which controls P0 and P3 to be turned off
and N2 to be turned on. The two nodes A and B begin to
discharge. The reference resistor is a fixed-resistance MTJ,
so there is no area overhead of integrated resistors. Since
the resistance value of the reference resistor is between RP

and RAP, A and B will have different discharge rates. This
results in a small voltage quickly developed between A and
B. (3) Voltage amplification. Once the voltage reaches a
threshold, it is quickly amplified to the full swing by the cross-
coupled inverters (P1, P2, N0, N1). Due to its fast read speed
(hundreds of picoseconds) and tiny sensing current, this sense
amplifier circuit is ideal for designing high-speed and low-
power TRNGs.

The write driver circuit is shown in Fig. 8. When the write
control signal “Wr” is enabled and the write data on “Data in”
is at 1, N0 and P1 will be turned on while P0 and N1 will
be turned off. This leads to a write current flowing from the
BL to the SL. The amplitude and duration of the current
determine whether the MTJ will be set to state 1 successfully,
as explained in Sec. II-C. Likewise, when ‘Data in” is at 0,
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a write current with the opposite direction is drawn by the
circuit to flip the MTJ’s state to 0 with certain probability if
it is in state 1. Since the MTJ device has different resistance
values in the P and AP states, the required bias voltages VDD1

and VDD2 are set different to make the currents in the forward
and reverse directions have a 50% switching probability under
the same pulse width.

Finally, as illustrated in Fig. 9, we configure the RHS-TRNG
cells in parallel to increase the random bit throughput. To
reduce area and power consumption, adjacent cells share an
RHS-SingleUnit. The corresponding area and power results
are presented in Section. V.

B. Theoretical Analysis

1) Benefits of Bidirectional Switching Currents: Compared
to the MTJ-based TRNG circuit design with three phases
per cycle, our two-phase RHS-TRNG provides lower latency
of random bit generation. Eliminating the reset phase also
prolongs the MTJ’s lifetime, since the large reset current to
ensure a 100% switching probability is avoided; note that
the larger the switching current, the smaller the endurance
of the MTJ device. In addition to the above two benefits, our
circuit design provides a resilient mechanism to cope with
PVT variations to enhance the quality of random number
generation.

Fig. 10 shows the MTJ state transition diagram of the
TRNG with bidirectional write currents. Initially, the MTJ
devices may be in the P state (with the probability PP) or
AP state (with the probability PAP). When it is in the P
state, we assume that the probability of being switched to
the AP state under a write current is P1. When in the AP
state, the probability is P2 under a write current with the
opposite direction. Given these assumptions, we can obtain

APP
P2

P1
1-P21-P1

Fig. 10. State transition diagram of an MTJ device controlled by bidirectional
switching currents.
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the following probability relationships in the state transition
diagram: {

PAP = PAP · (1− P2) + PP · P1,
PAP + PP = 1.

(1)

Assume that each generator unit (see Fig. 6) has a probability
P 1
out of outputting bit 1 and a probability P 0

out of outputting
bit 0. P 1

out and P 0
out can be expressed as follows:{

P 1
out = PAP = P1

P1+P2
,

P 0
out = PP = P2

P1+P2
.

(2)

It can be seen that both P 0
out and P 1

outdepend on two proba-
bility variables rather than a single variable as found in some
previous designs.

Fig. 11 plots P 1
out in Equation (2), where the X-axis

represents P2 and the Y-axis represents P1. When both P1 and
P2 are equal to 50% ideally, the probability of the random
number generator unit outputting “1” is also 50%. The off-
center condition is caused by PVT variation. When P1 and
P2 are shifted in the same direction by the same magnitude,
P 1
out can remain 50%, as shown with the black solid line in

the figure. Recall that several variation sources (e.g., ambient
temperature) that may affect the output probability tend to shift
P1 and P2 along the same direction. Our circuit design allows
the TRNG to remain resilient to such variations.

2) Benefits of Two Generator Units: RHS-TRNG uses two
identical random number generator units to generate a random
bit stream. By means of this redundant mechanism, the quality
of random bit generation is further improved by circuit self-
stability. Assume that the probability of the generator unit 0
outputting bit 1 is P 1

out0 and the probability of the generator
unit 1 outputting bit 1 is P 1

out1, we can mitigate the influence
of the shifts in P 1

out0 and P 1
out1 to a certain extent via adding

an XOR operation on the outputs of the two generator units.
When one of them outputs 1 and the other outputs 0, the XOR
result is 1; otherwise, the result is 0. Thus, the probabilities
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Fig. 12. Probability of outputting “1” after XOR of dual generator units.

of the XOR gate outputting bit 1 (P 1
XOR) and bit 0 (P 0

XOR)
are calculated as follows:{

P 1
XOR = P 1

out0 · (1− P 1
out1) + P 1

out1 · (1− P 1
out0),

P 0
XOR = 1− P 1

XOR.
(3)

Fig. 12 plots P 1
XOR as a function of P 0

XOR and P 1
XOR. It can

be seen that when P 1
out0 and P 1

out1 are both 50% ideally, the
output result of the entire TRNG design remains 50%. If these
two values slightly drift away from 50%, the output probability
P 1
XOR still converges to 50% thanks to the XOR mechanism.

This design can greatly mitigate the adverse impact of PVT
variations, thus keeping the final generated random bit stream
stable.

C. System and Custom Instruction Design

To unleash the power of our RHS-TRNG hardware in accel-
erating practical applications, we embed it to the CPU pipeline
as an instruction execution unit. Dedicated instructions thus
have to be designed to control its execution. Since RISC-V is
an open, royalty-free ISA which features design freedom and
flexible architecture extensions, our system design is focused
on RISC-V processors.

Fig. 13 shows the architecture of a multi-core RISC-V pro-
cessor which has integrated our RHS-TRNG as an acceleration
component. The left side of the figure is a general-purpose
four-core architecture. Each RISC-V core owns a private L1

Core
L1-I

L2 Cache

DRAM

Instruction 
queue

Issue
Simple ALU

Execute/
Write back

Complex ALU

FP/SIMD

LOAD

STORE

RHS-TRNG

L1-D

Pipeline

Fig. 13. A system overview of multi-core RISC-V processor with the RHS-
TRNG hardware integrated into its pipeline as an instruction execution unit.

rand 0000001 00000 00000 000 rd 1101111

frand.s 0011000 rs2 rs1 000 rd 1010011

frand.d 0011001 rs2 rs1 000 rd 1010011

31       25 24    20 19    15 14 12 11  7 6       0

Fig. 14. The structure of custom random number generation instructions.

. . . . .                .
6362                  52 51       323130           23 22                           0
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Fig. 15. Hardware structure for converting integer random numbers into
floating-point random numbers.

instruction cache (L1-I) and a private L1 data cache (L1-D).
All cores share a large-volume L2 cache, which is connected
to the main memory (DRAM). On the right side of the figure,
we can see a portion of the instruction pipeline in the core.
Note that only the issue and execute stages are shown since
they are modified and are directly relevant to the proposed
RHS-TRNG design.

In contrast to a generic RISC-V core, our architecture
places an RHS-TRNG as an instruction execution unit in the
execution stage. We design a set of custom instruction to
control the RHS-TRNG circuit and read the generated random
numbers into a register for use by the program. It should be
noted that the integration level of RHS-TRNG into systems
depends on many factors such as target application, usage
frequency, and lifespan, due to the limited write endurance
(∼ 1015). Leveraging reliability mitigation schemes such as
voltage-reducing and wear-leveling can lead to longer lifetime.
But this comes with the cost of longer latency and larger
area. Thus, a trade-off between performance and cost has to
be made when designing MTJ-based TRNGs. In this paper,
we aim to avoid limiting the interface rate for our TRNG.
Placing it within the pipeline reduces its read latency and better
showcases its performance characteristics.

Fig. 14 shows the design of three custom instructions: rand,
frand.s, and frand.d to control the RHS-TRNG acceleration
unit. The instruction “rand” controls the generation of an
unsigned integer random number between 0 and 32767, it
does not require any operand and the generated result is
stored in the segment “rd”. The other two custom instructions
“frand.s” and “frand.d” control the generation of single and
double-precision floating-point numbers,which are converted
from integer random numbers and are expanded to the range
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TABLE I
KEY DEVICE PARAMETERS FOR MTJ COMPACT MODEL.

Parameter Description Value
tFL Thickness of the free layer 1.3nm
σtFL Standard deviation of tFL 3% of 1.3nm
CD Critical diameter 32nm
tTB Thickness of the tunnel barrier 0.85nm
σtTB Standard deviation of tTB 3% of 0.85nm
TMR TMR ratio 200%
σTMR Standard deviation of TMR 3% of 200%

between the two values stored in rs2 and rs1, respectively. The
execution latency of each instruction depends on the random
bit generation period at circuit level as well as the system
clock cycle.

For integer random numbers, the RHS-TRNG illustrated
in Fig. 9 can directly output parallel bit streams to RV32I
registers. However, generating floating-point random numbers
requires more considerations. Fig. 15 depicts the method of
converting integer random numbers into single and double-
precision floating-point random numbers. Since the exponent
bits should not be uniform, we set all the sign and exponent
bits to 0 and actually generate non-normalized floating-point
numbers ranging from 0 to 1.

V. EXPERIMENTS AND EVALUATION

A. Experimental Method and Setup

To evaluate the functionality of the proposed self-stabilized
RHS-TRNG circuits in this paper, we conducted a series of
SPICE circuit simulations. The Verilog-A MTJ compact model
in [53] is used in our simulations; it models the TMR effect
and STT effect of the MTJ. As a physical model that integrates
static, dynamic, and stochastic behaviors, it is currently widely
used by researchers in the field of Spintronics. The MTJ device
parameters are shown in Table. I; their values are selected in
accord with real-world MTJs fabricated at IMEC. We set the
ambient temperature to 300K (i.e., room temperature) except
for the study of temperature variation. The proposed design is
simulated using the Cadence Virtuoso tool with GPDK 45 nm
technology.

In our experiments, we first evaluated the timing perfor-
mance of RHS-TRNG to determine the maximum throughput.
Then we obtained a random sequence with a length of 1
million via Monte Carlo simulation to evaluate its statistical

TABLE II
SIMULATED SYSTEM CONFIGURATIONS FOR THE GEM5 SIMULATOR.

Parameter Value
Gem5 version 21.1.0

Simulation model SE
CPU Type MinorCPU
Frequency 2GHz
Icache size 32 kB
Dcache size 32 kB

L2 cache size 512 kB
Instruction execution latency 8 cycles

randomness. Next, we conducted experiments to analyze the
quality of generated random sequences under PVT variations.
The area and power consumption of the proposed circuit were
then evaluated by the simulation results and layout design
results using the Cadence Virtuoso tool. To systematically
evaluate the acceleration effect of RHS-TRNG in a general-
purpose computing system for the corresponding application,
we also integrated it into a RISC-V processor as an instruction
execution unit and modeled the system in the gem5 simulator.
The architecture that incorporates this unit has significant
performance advantages over the general-purpose architecture
when running a Monte Carlo option pricing program. The
architectures used for comparison are identically configured,
as shown in Table. II.

To compare the performance of different MTJ-based
TRNGs including both the conventional three-stage design and
our two-stage design in this work, we implemented four TRNG
configurations as follows.

1) Conv. APtoP:
This configuration is a conventional (Conv.) MTJ-based
TRNG design (see Fig. 4), where the WRITE phase
applies an APtoP switching current flowing through the
MTJ device to generate a random bit.

2) Conv. PtoAP:
This configuration is identical to the above Conv.APtoP
configration except that the current in the WRITE phase
has a probability of 50% to switch the MTJ from the P
state to the AP state.

3) RHS-SingleUnit:
This configuration is a single random number generator
unit of RHS-TRNG (i.e., Unit 0 or Unit 1 in Fig. 6). Its
MTJ cell and peripheral circuits are consistent with that
of RHS-TRNG.

4) RHS-TRNG:
This configuration represents a complete RHS-TRNG
design.

The names of these configurations will be used directly in
the remainder of this paper.

B. SPICE Circuit Simulation

As our RHS-TRNG design consists of two identical RHS-
SingleUnits and an XOR gate, we ran transient simulations
using the RHS-SingleUnit configuration for the sake of simi-
larity in the Cadence virtuoso tool to evaluate its performance.
Fig. 16 shows the transient simulation results, i.e., the wave-
forms for the “Rd” signal, the “Wr” signal, the state of the
MTJ, and the readout voltage at node Out and Out in Fig. 7.
Recall that each cycle contains two phases: read and write; the
read phase is further divided into three sub-phases: pre-charge,
voltage development, and voltage amplification.

First, in the read phase, the “Wr” and “Rd” signals are
both set to low potential. After the sense amplifier completes
the pre-charge sub-phase (as short as tpre), the “Rd” signal
is pulled high. This is followed by the voltage development
and amplification sub-phases; the time periods are together
denoted as trd in the figure). After the read phase, the current
MTJ state is read out at the node Out. Next is the write phase,
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Fig. 16. Waveforms of key signals in a transient circuit simulation of RHS-
SingleUnit for a single random bit generation cycle (3.3ns).

where the “Wr” signal is pulled high to write the opposite
state to the MTJ with a 50% probability. In the case shown
in the figure, the MTJ switches within twr. Because of the
probabilistic switching behavior, we can achieve random bit
generation by setting twr to the mean of the random switching
time distribution.

Through extensive experiments, we observed that tpre and
trd in Fig. 16 can be controlled below 0.2 ns, respectively, and
twr can be controlled at about 2.9 ns. Hence, the random bit
generation latency of each RHS-SingleUnit can be controlled
at 3.3 ns/bit. In summary, RHS-TRNG can achieve a genera-
tion rate of 303Mb/s for a single cell, and will provide higher
random bit output rates when parallelized as needed.

C. Statistical Randomness Test

The National Institute of Standards and Technology (NIST)
SP 800–22 rev.1a Test [54] is used to test whether a set of
binary bit sequences satisfies statistical randomness; it is often
used to test the random number generation quality of RNGs.
The NIST test consists of different test modules that examine
the presence of non-random samples in a sequence of bits.
For example, the test module “Frequency” checks whether the
appearance frequencies of “0” and “1” in a bit sequence are
approximately the same. The test module “Runs” is used to test
whether the number of consecutive occurrences of the same
bit such as “0000” or “111” is as expected. “FFT” is used to
detect the peak height after the step-by-step discrete Fourier
transform of a sequence, thus detecting the periodicity of the
signals under test. Each test gives a P-value which quantifies
the difference between a sample bit sequence under test and
an ideal random bit sequence. When the P-value is greater
than the threshold, the sample can be considered to pass this
test. If the sequence length is large enough, some of the tests
are executed multiple times and further give a pass rate. We
consider the sample to pass the test when both the P-value
and the pass rate are greater than their respective thresholds.
Generally, the P-value threshold is 0.0001, and the pass rate
threshold is 0.91. For a given bit sequence which passes all

TABLE III
NIST TEST RESULTS ON RANDOM BIT SEQUENCES GENERATED BY

RHS-TRNG.

Test module P-value Pass rate Pass/Fail

Frequency 0.911413 10/10 Pass
BlockFrequency 0.911413 10/10 Pass

CumulativeSums Forward 0.213309 10/10 Pass
Reverse 0.350485 10/10 Pass

Runs 0.739918 10/10 Pass
LongestRun 0.350485 10/10 Pass

Rank 0.350485 10/10 Pass
FFT 0.991468 10/10 Pass

NonOverlappingTemplate - 1460/1480 Pass
OverlappingTemplate 0.534146 10/10 Pass
ApproximateEntropy 0.213309 10/10 Pass

Serial Forward 0.213309 9/10 Pass
Reverse 0.122325 9/10 Pass

LinearComplexity 0.739918 10/10 Pass

tests, it is considered to have good distribution characteristics
in terms of statistical randomness.

We generated one million random bits for NIST tests and
divided them into 10 groups. To generate random bit sequences
that avoid artificially inducing favorable results, we simulated
the switching of MTJs from AP to P state and P to AP state
separately, and then mixed them according to the mechanism
proposed in our design, which captures the correlation between
periods. The test results are shown in Table. III. It can be seen
that we passed all the test modules in the table, which suggests
that bit streams generated by RHS-TRNG have excellent
statistical randomness.

D. Resilience Experiments Against PVT Variations

To evaluate the resilience enhancement effect of the two
self-stabilization mechanisms in RHS-TRNG introduced in
Section. IV, we experimentally evaluated its ability of tol-
erating PVT variations. The experimental results are also
compared to that of traditional three-stage MTJ-based TRNG
designs.

1) Output Entropy Concept: In our experiments, we use
output entropy to quantify the random bit generation quality
of TRNG. Entropy describes the chaotic degree of information
in a system. The higher the entropy value, the more chaotic the
system is. For a bit sequence, a high entropy value indicates
that the sequence is well uniformly distributed.

Typically, two types of entropy are widely used, which are
Shannon entropy and minimum entropy. For each bit in a
sequence, its state is either “0” or “1”. Assume that each bit
is a random variable X , the Shannon entropy of this sequence
is defined as:

HShannon(X) = −
∑
x

P (x) log2 P (x), x ∈ {0, 1}, (4)

where P (x) is the occurrence probability of x in the bit
sequence. The range of HShannon(X) is [0, log2 m], where m
is the number of all possible states of X (m = 2 in this case).
One can easily derive that the maximum Shannon entropy is 1
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Fig. 17. Entropy changes of the generated random sequences using different
TRNG designs under voltage variation.

when the distribution probabilities of “0” and “1” are both 1/2.
Similarly, for such a random variable X, its minimum entropy
is defined as:

HMin(X) = min(− log2 P (x)), x ∈ {0, 1}. (5)

HMin(X) is also in the range [0, 1]. When the distribution
of the bit sequence is non-random, the Shannon entropy is
less than 1 and the minimum entropy is even smaller. The
minimum entropy is the lower bound of entropy and represents
the worst distribution of the random variable reflected by a
sample. Combined with the Shannon entropy, we can estimate
the range of fluctuation in the randomness of the distribution
of the random variable.

2) Resilience Against Voltage Variation: In Section. IV-B,
we have theoretically evaluated the improved output prob-
abilistic stability using bidirectional switching currents and
two generator units. We also performed solid experiments
to evaluate the resilience advantages brought by the above-
mentioned two mechanisms when compared to traditional
TRNG designs. We varied the supply voltages VDD1 and VDD2

in a stepped manner, as shown in Fig. 8, for four configura-
tions of MTJ-based TRNGs: Conv.APtoP, Conv.PtoAP, RHS-
SingleUnit, RHS-TRNG. We calculated the entropy values for
the generated random sequences under voltage variation; the
results are shown in Fig. 17.a and Fig. 17.b for Shannon
entropy and minimum entropy, respectively. When the voltage
variation rate is 0, it means that VDD1 and VDD2 are at nominal
values. A positive voltage variation rate presents an increase
in the two supply voltages, while a negative value indicates

TABLE IV
OUTPUT ENTROPY OF DIFFERENT TRNG DESIGNS WHEN PARAMETER

VARIATION OF MTJ EQUIPMENT IS CONSIDERED.

RHS-TRNG Conv.APtoP Conv.PtoAP

Shannon entropy 0.99996 0.94742 0.86682
Minimum entropy 0.99001 0.65707 0.49113
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Fig. 18. Output entropy of different TRNG designs at different temperatures.

a decrease in the voltages. The y-axis in the figure represents
the entropy value in response to voltage variation; the closer
to 1, the higher quality of the random sequence.

It can be seen that RHS-SingleUnit has higher Shannon
entropy and minimum entropy than the two conventional
TRNG designs, indicating that our design using bidirectional
switching currents can increase the resilience of the circuit to
voltage variation. We can also see that the Shannon entropy
and minimum entropy of the sequence output by RHS-TRNG
are significantly higher than those of RHS-SingleUnit, which
suggests that the two generator unit mechanism can further
improve the resilience of the circuit to voltage variation.

3) Resilience Against Process Variation: Similar to tran-
sistors, MTJ device parameters also fluctuate around their
nominal values due to process variation. We took into account
three key parameters tFL, tTB, and TMR in our experiments,
where we assigned a Gaussian distribution to them with a
variation percentage of 3% according to the MTJ model
[53], as shown in Table. I. The experimental results are
shown in Table. IV. It can be seen that under the influence
of process variation, the minimum entropy of the sequence
output by RHS-TRNG is still greater than 0.99. However, the
minimum entropy of the other two sequences generated by the
conventional MTJ-based TRNGs has dropped to 0.49 and 0.66.
Due to the fact that process variations in MTJ devices have a
significant impact on resistance, the resultant drop in output
entropy is unacceptable without any mitigation designs. With
our proposed scheme using bidirectional switching currents
and two generator units, RHS-TRNG can effectively tolerate
device parameter variations and guarantee high output entropy.

4) Resilience Against Temperature Variation: MTJ-based
TRNG circuits may also be affected by various external
conditions. This paper takes the ambient temperature variation
as an example to study the ability of RHS-TRNG in resisting
environmental variations. Fig. 18 shows the impact of ambient
temperature on Shannon entropy and minimum entropy for
the four different configurations. The temperature is swept
from 7 ◦C to 47 ◦C, and the center of the x-axis is 27 ◦C.
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Fig. 19. Layout of the sense amplifier and the write driver for RHS-TRNG.

Fig. 18.a shows that the Shannon entropy of RHS-TRNG
is always close to 1 across the entire temperature range.
Compared to Conv.APtoP and Conv.PtoAP, the RHS-TRNG
output sequence also provides higher minimum entropy. Inter-
estingly, it can be observed that the ability of RHS-TRNG to
withstand high-temperature changes is stronger than its ability
to withstand low-temperature changes. These results indicate
that the RHS-TRNG circuit is suitable for being integrated
into a computer system as an acceleration component. We
can also note that RHS-SingleUnit performs even less well in
low temperatures than Conv.APtoP, which indicates that the
bidirectional switching current mechanism does not cope well
with low temperature variations. But when combined with two
generator units mechanism, we can obtain the optimal output
entropy.

E. Area and Power

We built RHS-TRNG circuits in Cadence Virtuoso; the
circuit power consumption was evaluated through transient
simulation and the on-chip area was evaluated through lay-
out design. Using the GPDK 45 nm technology, the power
consumption of RHS-TRNG is 1.6mW for generating a
random bit in a generation cycle of 3.3 ns; that is, the power
consumption of the TRNG is 5.3 pJ/bit. The area of the MTJ
device is based on the results presented by Vincent et al. [55].
Fig. 19 shows the layout design of the sense amplifier and
write driver, with an area of 9.64 µm2 together. To form an
RHS-SingleUnit, an NMOS transistor and an MTJ have to be
added, resulting in a total area of 9.79 µm2. Furthermore, to
construct a complete RHS-TRNG, two such units and an XOR
gate are required, leading to a total area of 24.29 µm2 (see Fig.
6).

Our RHS-TRNG design also shows great scalability to
achieve higher throughput. After further parallel expansion
as shown in Fig. 9, the n parallel output bit sequences
can be genarated by n+1 RHS-SingleUnits, with a single
output bit occupying an area slightly larger than 14.5 µm2 and
consuming slightly more than 2.65 pJ. Although RHS-TRNG
does not show outstanding performance in terms of power
and area, the evaluation results are still within an acceptable
range. It is worth noting that the power and area will be greatly
reduced using more advanced MTJ and CMOS technologies.
Detailed comparisons with other works will be presented in
the next section.

F. System-Level Evaluation
By modeling RHS-TRNG in the architecture simulator, we

can evaluate the performance acceleration of the benchmark
program when it is integrated into the system.

In the extreme case, one random bit generation cycle of our
TRNG unit consists of two processes with times of 0.4 ns, and
2.9 ns, respectively, so the highest supported main frequency
can reach 3.3GHz. We list the dominant frequencies of the
architecture modeled in the simulator in Table. II. Therefore,
to adapt to the system clock, the running time of the three
stages of TRNG will be relaxed to 0.5 ns, 0.5 ns and 3 ns, and
the delay of each TRNG generation instruction is 8 ticks. We
ran the Monte Carlo option pricing program in SE mode using
gem5 to evaluate the acceleration effect at the system level.

1) Monte Carlo Option Pricing Benchmark: The Monte
Carlo algorithm is widely used in scientific computing, fi-
nance, radiology and other fields. It is a representative class
of applications that require massive high-quality random num-
bers. Monte Carlo simulation is often used for option pricing,
risk management, and financial modeling in the financial field.
It can deal with complex high-dimensional problems that are
difficult to solve using traditional analytical methods, but the
simulation time has always been a big concern for researchers.
Malesevic introduces the background knowledge and corre-
sponding procedures of option pricing using the Monte Carlo
method in [56]. The benchmarks used in this paper are derived
from the General Monte Carlo Method listed there. We rewrite
the program of Hilpisch et al. [57] into a C++ program that can
be compiled and run on gem5. The benchmark program can
be configured using the following three methods to generate
random numbers: 1) the rand function of the C++ stdlib, 2)
the lagged fibonacci1279 function of the Boost lib [58], and
3) the proposed custom RHS-TRNG instructions (see IV-C).

2) Performance Comparison: We ran the option pricing
benchmark with the above-mentioned three different config-
urations on gem5. The system configurations can be found in
Table. II.

Fig. 20.a compares the instruction count of the benchmark
for the three random number generation methods. We nor-
malized all values to that of RHS-TRNG for the sake of
comparison. When the number of Monte Carlo simulations
is 1e2, the instruction counts for the benchmark using Boost
lib and C++ stdlib are 2 and 1 times larger than that of the
RHS-TRNG, respectively. This is because when the number
of simulations is small, the random number generation part
does not occupy much of the total program runtime. As the
Monte Carlo simulation number increases, the advantage of
RHS-TRANG-enpowered system starts to stand out. It can be
seen that these two multiples will converge at 9.5 and 3.3 times
When the simulation time reaches 1e6. This is due to the fact
that after reaching the number of simulations that make the
results converge, the main overhead of the program is spent on
generating random numbers, of which our custom instructions
reduce the number of instructions significantly.

Fig. 20.b illustrates the difference of program runtime of
the benchmark at different Monte Carlo simulation numbers.
We can observe that when the simulation number exceeds 1e5,
the speedup effect of our RHS-TRNG on the option pricing
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Fig. 20. System performance comparison using option pricing benchmark which generates random numbers by Boost lib, C++ stdlib, and RHS-TRNG.
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Fig. 21. Comparison of Shannon entropy and minimum entropy between
RHS-TRNG, the parallel design in [20], and the MTJ-pair design in [21]
under voltage and temperature variations.
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Fig. 22. Comparison of Shannon entropy and minimum entropy under MTJ
process variation between RHS-TRNG, the parallel design in [20], and the
MTJ-pair design in [21].

program starts to level off. In summary, using RHS-TRNG
achieves 3.4–12× performance acceleration in comparison to
the other two software-based RNGs. This result is consistent
with the improvement in the number of instructions.

VI. RELATED WORK

In this section, we compare our RHS-TRNG design with
some state-of-the-art TRNG designs, including DRAM-based
and MTJ-based, and highlight the advantages of this work.

Olgun et al. [45] proposed a quadruple-activation (QUAC)
TRNG design based on commodity DRAM chips. QUAC-
TRNG activates four memory rows that store conflicting data
simultaneously through several consecutive DRAM commands
that violate timing constraints. This causes the bitline sense
amplifiers to non-deterministically converge to random values,
which are considered as a random bit sequence. QUAC-TRNG
generates 7664 random bits every 1940 ns, equivalent to a
throughput rate of 3.44Gb/s per DRAM channel. Despite
the claimed high throughput, QUAC-TRNG is based on the
configuration of bank group parallelism and row clone, which
requires the use of a whole DRAM block; it also conflicts
with normal DRAM accesses. In contrast, RHS-TRNG obtains
a tenth of its throughput with only a single memory cell.
By exploiting cell-level parallelism, the throughput of RHS-
TRNG can easily outperform that of QUAC-TRNG. Moreover,
RHS-TRNG consumes much less energy since it does not
require the periodic refresh operations (∼ 60ms) in DRAM.

Perach et al. [18] designed an MTJ-based asynchronous
TRNG for low-power edge devices. By using the capacitor
discharge as the current excitation source for the MTJ, this
asynchronous design decouples the random number generation
process from the system clock. In terms of entropy generation
rate, a random bit generation cycle is divided into a charging
phase, a enable phase, and a read phase. They take 66 ns,
10 ns, and 2.8 ns, respectively; thus one cycle is 78.8 ns. In
contrast, the entropy generation rate of our RHS-TRNG is
nearly 24× higher. Although the entropy generation rate can
be improved by parallelizing TRNG cells, the use of capacitors
as the excitation source of MTJ limits its scalability to 8 bits.

Amirany et al. [17] designed a TRNG based on a neuro-
morphic variation-tolerant spintronic structure. It uses 4 MTJs
to control the generation of a random bit and uses XNOR as
a post-processing circuit to ensure the stability of the output
probability. The proposed neuromorphic spin-based TRNG has
typical reset-write-read three phases, where the first two phases
take 5 ns and 10 ns, respectively. So the entropy generation rate
of our work is about 4.5x higher, and a longer MTJ lifetime
is obtained due to less writing.

Qu et al. proposed two variation-tolerant TRNG designs,
which are referred to as parallel design [20] and MTJ-pair
design [21] hereafter. The former utilizes a parallel structure
to mitigate the variation effect, while the latter leverages
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TABLE V
COMPARISON OF RHS-TRNG AND OTHER MTJ-BASED TRNG DESIGNS.

TRNG Throughput Energy Consump Area
(Mb/s) (pJ/bit) (µm2)

[59] 0.5-100×10−3 2-20×10−3 2
[18] 7.7-15.1 5.7-13.4 50.6-200.6
[17] 50 1.1 219
[20] 66.7-177.8 0.6-0.8 3.8-7.6
[21] 66.7 0.8 3.84

This work 303 2.65-5.3 14.5-24.29

the symmetry of two MTJs to eliminate correlation. We
compared these two designs with our proposed RHS-TRNG,
and evaluated their abilities to cope with PVT variations
under consistent parameters and simulation conditions. For
consistency, we configured the parallel design with two MTJs
in parallel, adding a set of 16 MTJs in parallel configurations
in the evaluation process variation. The voltage and temper-
ature tolerance of the three designs is shown in Fig. 21. It
can be observed that the parallel design exhibits insufficient
resilience to voltage and temperature variations, as the MTJs
configured in parallel are subject to the same variations under
both conditions. Fig. 22 presents a comparison of the three
designs under process variations. When only two MTJs are
used, the parallel design exhibits a Shannon entropy of only
0.88 and a minimum entropy as low as 0.51 for outputting
random sequence under process variations, failing to tolerate
process variations. Only by scaling up to 16 MTJs does it
achieve a Shannon entropy above 0.99 and a minimum entropy
of 0.96, which is slightly lower than our design. The MTJ-
pair design can effectively handle all three variations, but its
mechanism may lead to errors (such as switching of both
MTJs), resulting in lower minimum entropy compared to our
design. The generation rates of the two designs are 66.7-177.8
Mb/s and 66.7 Mb/s, respectively, which are much lower than
our design (303 Mb/s).

Table. V compares RHS-TRNG with five representative
MTJ-based TRNGs in the literature at three aspects: through-
out, energy consumption, and area, and ranks them in ascend-
ing order of throughput rate. As can be seen, RHS-TRNG
provides the highest throughout, while having acceptable area
and energy consumption.

VII. DISCUSSION

In this section, we discuss additional topics of interest for
future research work. First, emerging spin devices such as
VCMA and SOT also have the potential to serve as TRNG
entropy sources while offering lower power consumption and
switching overheads. Nevertheless, ensuring their reliability
may require more complex device and circuit designs, which
are topics worth investigating. Second, our design enables the
integration of integer and floating-point TRNGs into comput-
ing systems. We evaluated the integer TRNG for applications,
but the floating-point design compromised precision to some
extent. It is worth exploring how to provide high-precision
floating-point random numbers for applications that demand
such accuracy. Third, TRNGs can offer potential benefits

such as high throughput and statistical quality. We evaluated
the effect of high throughput on applications using option
pricing as an example. However, integrating TRNGs into
systems to improve statistical quality for applications such as
cryptography still poses a challenge and will be an interesting
research direction for future work.

VIII. CONCLUSION

In this paper, we have presented a self-stabilized STT-MTJ-
based TRNG: RHS-TRNG. It generates high-quality random
bit sequences at the maximum speed of 303Mb/s, which is
higher than all prior works to the best of our knowledge. By
exploiting cell-level parallelism, higher random bit throughput
can be supplied depending on the need of target applications.
RHS-TRNG not only exhibits a strong immunity against
PVT variations but only has a longer lifetime, thanks to our
circuit design with bidirectional switching currents and dual
generator units. We have also integrated RHS-TRNG into a
RISC-V processor and demonstrated that it can significantly
accelerate programs that have a strong demand for random
numbers, e.g., the Monte Carlo option pricing program. With
seamless circuit/system co-design, this work also demonstrates
that Spintronics can be a great driving force to further boost
computing system performance in the post-Moore era.
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