1110 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 52, NO. 4, JULY 2003

An Approach to Connection Admission Control in
Single-Hop Multiservice Wireless Networks
With QoS Reqguirements

Tara Javidi Member, IEEEand Demosthenis Teneketzillow, IEEE

Abstract—We present an approach to connection admission con- to a constrained stochastic dynamic optimization problem. No-
trol in single-hop multiservice wireless networks with quality of tice that quality of service for a connection is a dynamic vari-
service (QoS) requirements. The approach consists of two steps: ghle whose statistics depend on the chosen admission strategy.

1) the specification of an admission region that captures the Q0S o6 4 Key feature of this optimization problem is that there is
requirements and 2) the formulation of a generalized knapsack ’

problem that captures the connection admission control. To illus- & tWo-way coupling between the constraints resulting from the
trate approach 1), we determine an outage-based admission region; Q0S requirements and the ad_m|55|0n policy. _SUCh a two-way
to illustrate approach 2), we investigate the performance of the coupling results in a computationally challenging and analyti-

greedy admission policy in a generalized knapsack problem. cally intractable optimization problem.
Index Terms—Connection admission, knapsack scheduling, In this paper, we present an alternative approach to the above
outage, quality of service (QoS), wireless communication. resource allocation problem. We propose a decomposition of

this problem into two subproblems: 1) the specification of an
admission regiond, which guarantees the QoS requirements
for each connected user, independently of the admission policy;
HE mobile wireless environment provides serious cha#nd 2) the determination of a connection admission policy that is
lenges such as limited bandwidth, low-capacity channelgptimal within the clas$I 4 of policies restricted to the admis-
and interference among users. As a result, an important netwsitn regionA. This reduces the complexity of the problem to a
layer problem in the design of wireless systems is how to allgreat extent and allows us to understand the interaction among
cate the limited resources efficiently while providing quality oflifferent layers of wireless communication systems.
service (QoS) guarantees to the applications in terms of bit rateThe remainder of this paper consists of four parts. In
and loss. This problem becomes more acute for next-generatg8sttion 1, we 1) formulate the CAC in single-hop multiservice
integrated-services networks, which aim to support heteroggireless networks with QoS requirements; 2) discuss the nature
nous traffic. Next-generation networks will provide various sebf this problem and the need for alternative tractable methods
vices such as data, voice, video, etc., each with its own Qa$solve it; and 3) propose the aforementioned decomposition.
requirements [which are expressed in terms of signal-to-intén-Section IlI, we present an approach to defining outage prob-
ference ratio (SIR), outage probability, latency, loss rate, etcahility as a system-wide QoS measure for cellular systems. We
statistical description, activity factor, and generated revenugsscribe how to use this approach to define an admission region
per unit of service. In such networks, the desirable resource where, independently of admission strategies, the requirements
location is achieved by the base station through connection a-probability of outage are satisfied. We illustrate the approach
mission decisions in the presence of new connection request$yAconstructing the aforementioned admission region for a few
connection admission decision consists of granting or rejectisgamples. In Section 1V, we address the CAC problem in the
connection to a specific service. Granting an admission is equpresence of a predefined admission regiénWe show that
alent to a contract where the newly connected service is gugtis problem is equivalent to the scheduling of a stochastic
anteed a set of desirable QoS measures for the full length“géneralized knapsack.” We discuss the nature of the optimal
connection while generating revenue at a prespecified rate. gslicy under different scenarios. Because of the difficulty of the
a result, an efficient allocation of resources is achieved by camplementation of such policies, we focus on the greedy policy
structing a connection admission strategy that maximizes tiwat is easy to implement. We determine conditions on rates
average expected revenue and satisfies the QoS requiremefitevenue associated with each class of users—with a known
of each connected service. Such a construction is the solutierage call-time and arrival rate—sufficient to guarantee

the optimality of the greedy policy. In Section V, we present
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Such a decomposition results in a tractable resource-all@herec; is the rate of revenue generated by a user of type
cation problem and addresses important issues regardifigr) is the same as above, a@d is the set of acceptable QoS
the interaction among various layers of the network. for a connection of typeé. In this paper, we focus our attention
2) The development of a statistical model for outage angh the above CAC problem.
the analytical construction of an outage-based admissionNotice that quality of service for a connection is a dynamic
region. variable whose statistics depend on the chosen admission
3) The determination of conditions on rates of revenue agrategy. Hence, a key feature of this optimization problem
sociated with each class of users with a known averagethat there is a two-way coupling between the constraints
call time and arrival rate, sufficient to guarantee the oplipsylting from the QoS requirements and the admission policy.
mality of the greedy admission policy. Such a two-way coupling results in a computationally chal-

lenging and analytically intractable optimization problem.
Il. DECOMPOSITION OFCONNECTION ADMISSION CONTROL In this paper, we propose the two_step decomposition

PROBLEMS IN CELLULAR SYSTEMSWITH QOS REQUIREMENT  described in the Introduction. Such a decomposition results

In a wireless system, the desirable resource allocationifls @ one-way coupling between the constraints present in
achieved through two separate mechanisms of power-rH?@ resource-allocation problem and the determination of an
assignment (PRA) and connection admission control (CACYPtimal allocation policy. In other words, we propose the
In other words, the resource-allocation mechanisms should feowing problems.
designed such that the total generated revenue is maximize®1) Find the largest coordinate convex gesuch that for

while guaranteeing an acceptable quality of service to the allm € Iy
admitted connections. Let and g be the CAC and PRA ‘
strategies. Let! (r, g) be the vector of quality of service for q.(7) € Qi Vk,Vi. (5)

userk of type: under CAC and PRA strategiesandg; each _ o _ _
component of the vector determines the system performance iff2) ~ Given the admission regiad [constructed in P1)],

terms of one of the QoS requirements as observed byiuser solve the optimization problem
typei. In general oI

g (m, 9) = 0:;({x" ()}, (P (D)} iz AR (DY (D) ety {;;c o )} ©
wherex” (i) = (7 (t), 23 (t), ..., 27 (), «7(t) is the number  though in general, our approach results in a suboptimal

of connections of typé present at the system at timeP?(#)  goytion for the original problem, it reduces the complexity
represents the power assignment vector at time@dR (1) IS of the problem. Furthermore, it creates a conceptual frame-
the rate assigned to uskrat timet. Note that the superscript ok for understanding the interaction among different
m(g) in vector(s)x™(¢) (P“(t) and Ry (?)) indicates that the |ayers of wireless communication systems, such as phys-
number ofad_mitted conne_ctions (vector of assigned powers 3pg| layer concemns, QoS requirements, and network layer
rates to admitted connections) depends on poti@y. In addi- resource allocation. In other words, the admission region
tion, the form off; depends on the nature of the desirable Qog _ {x : qi(r) € Q;forvr € II4} conceptualizes the
criteria, the physical layer, and the power as;ig_nment rule. TOEnysical channel and QoS requirements; and the constrained
expected reward generated over a finite horizas as follows:  ontimization problem is reduced to an optimization over the set

T oL () of admissible policied] 4, which is regulated at the network
X layer.
V(r,g):=FE J(RI(t 2 . . .
(m.9) tzz(:) —~ = ci(Fi(1)) 2) Note that the coordinate convexity of sdtis a natural re-

quirements for any desirable admission region. Mathematically,

wherec;(R(t)) is the rate of revenue generated by usaf SetB C R” is coordinate convex if and only if for any € B

typei when it is assigned the rafe] (¢). Here we assume thatand anyl € {1,2,.... L}, x — e; € B, wheree, is the unity

there exists a bisection between the assigned rate and the raiéegfor along dimensioh Coordinate convexity of se cap-

information transmission. tures the unacceptability of forced departures in an admission
In systems where the maximum rate of transmission of af§gion.

user and the power-control mechanism is fixed and known, CACIN the wireless scenarios, the QoS for each class of users

is the only mechanism to guarantee a certain level of servidepends on the number and type of other users present in the

while maximizing total revenue over horizéh. Mathemati- System, and, in general, performance decreases as the number
cally, this problem can be formulated as of users increases. As a result, QoS guarantees can create no-

tions of capacity or regions of admission. In other words, in
order to provide QoS guarantees, the possible combinations of
} ) the number of each type of users present in the system must be
limited to a set called the admission region. Such an admission
subject to region summarizes, for the purpose of resource allocation and
scheduling at the network layer, the physical layer characteris-
qp(m) = 0;(x™(1),...,x™(1)) € Q; (4) tics of the network, the characteristics of the potential users, the
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QoS requirements of each user, and the effects of interfereiicignores statistical correlation or burstiness in the incoming
caused by different applications (see, for example, [1]-[6]). traffic stream. It is intuitively expected that traffic streams with
After specifying the admission region, our goal is to desiga high level of burstiness are more likely to cause an outage
a CAC strategy for the system. This leads to the followinthan nonbursty or independent identically distributed streams
problem: if CAC decisions are restricted to the admissiomith the same level of instantaneous instantaneous interference.
region. A (so as to satisfy the QoS requirements), and if ea&imilarly, the memory present in fading channels directly
class of users generates different rates of revenue, the objectiffects how long the impairment will last, hence it affects the
is to determine CAC strategies that maximize a long-rusccurrence of an outage. In other words, the drop in SNIR
average revenue. In general, the determination of optimal CA€low~ does not result in an outage instantaneously; an outage
strategies depends on the statistical characteristics of arrivasults when the SNIR is low for an extended period of time,
and service times, and the rate of revenue associated with eaeh a time period that exceeds a minimum duratiorVith
class of users. this definition, the occurrence of outage events strictly depends
In this paper, we illustrate the above-described approachasthe second-order statistics of the interference and/or fading.
follows: we first construct an admission region based on QoS re-characterization of outage in terms of both the threshold
quirements expressed by the probability of outage. Afterwards)d the time duratiom has appeared only in [8] and [9]. One
we determine an optimal admission strategy for a constrainkely feature of [8] and [9] is that the effect of other users on
resource-allocation problem where the constraint is describibe outage probability is not taken into account. That is, the
by a general admission regioh Such a general admission re-effect of the (random) number of active users and the statistical
gion can be thought of as the intersection of an outage-basediation of their channels on the outage probability is ignored.
admission region (described in this paper) with those based Attention in both [8] and [9] is restricted to one user and the
other reasonable QoS measures such as bit error rate, lateeffgct of its physical channel on the outage probability. In gen-
and throughput (as proposed in [1]-[6]). eral, the performance of a wireless system critically depends
on two factors: 1) the condition of the physical channel and 2)
the interference created by other users. The approach to outage
that we propose captures both of the aforementioned factors.

Outage probability is an important performance measure inln this paper, we propose two measures to quantify outage:
cellular networks. In a cellular scenario, low signal-to-(noisé) probability of outage and 2) frequency of outage. We will ex-
plus interference) ratios (SNIR) can increase bit error ragnine both measures as functions of the number and character-
(BER), but more importantly, if this ratio remains low for dstics of users in the system, and will critique the merit of each
long enough duration, it can cause an outage in an ongoif§asure. Since one of the components of our proposed approach
service (due to loss of synchronization, etc). This will result it® the connection admission control problem is to construct an
disconnection of an admitted call. In most common scenari@lmission region, where QoS requirements are satisfied, we be-
this is considered a more severe form of low performance thigve that the outage probability is the appropriate measure for
blocking (which occurs when a new call is denied admissidthantifying outage. Indeed, we show that by incorporating the
to the cell, hence the network). As a result, our goal is &ffect of multiple-access interference into our approach, we are
find a way to quantify and measure the occurrence of thble to relate the probability of outage to the number and type of
undesirable event and its effect on system performance. Ag€rs present in the system and, therefore, to determine an ad-
appropriate measure of outage is considered a main perfaiission region associated with the maximum acceptable outage
mance measure for traditional cellular networks. We beliewsobability for each type of user.
that outage probability together with average bit error rate The salient features of our approach are the following.
and throughput can form a reasonable set of performancel) We model the statistical variation of the physical channel
criteria or QoS requirements for certain types of traffic [e.g., by a Markov chain (as in [9]).
voice and data streams in pre-third-generation code-division2) We consider several types of users in terms of their statis-
multiple-access (CDMA) systems]. As the first step in our tical activity, and QoS requirements.
approach to the connection admission control in a multiservice 3) We fix the total number of users admitted by the system,
wireless system with outage-based QoS requirements, the main and we assume that the status of each user switches be-
goal of this section is to summarize the outage-based QoS into tween “active” and “inactive” according to a Markov rule
an admission region. In other words, we provide a procedure to  [independent of 1)]. The status of a particular user is not
determine the admission region of a cellular system where the necessarily independent of that of another user.
probability of outage for each user cannot exceed a prespecified\s a result of the aforementioned features, we can construct a
threshold (depending on the class of the user). model that allows us to define, for any multiple access scheme,

We describe an outage by two parameters: 1) the SNtRe SNIR ratio and, hence, determine for any parameteirsd
thresholdy and 2) a minimum duratiom. An outage occurs 7 the outage probability as a function of the fixed number of
when the SNIR remains below the thresheldor a period users present in the system. This in turn allows us to analyti-
longer than or equal t@. In most of the currently available cally determine the capacity of the system (described in terms
literature (e.g., see [7] and [1]), an outage is assumed to ocofiran admission region) associated with maximum acceptable
when the SNIR falls below a threshotd’. We believe that probability of outage. Therefore, we achieve two main goals in
this is not sufficient to capture the essence of an outage, sirbis section:

Ill. OUTAGE-BASED ADMISSION REGION
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1) the development of an approximate statistical model féor a fictitious observer/usery, whose channel statistics, SNIR
outage and calculation of the appropriate measures: fthresholdy, and minimum outage duratianare given.
quency and probability of outage; In a wireless setting, the received SNIR of an observer/user
2) the analytic determination of an admission region basegd depends on two decoupled factors:

the on desired performance of the system with regard to 1) the effect of physical channel in the absence of other
outage probability. users; this captures events like additive noise, fading,

This section is organized as follows. In Section IlI-A, we con- and/or shadowing (in the presence or absence of
struct a stochastic model and analytically study and calculate the  power-control mechanisms);
probability of outage. In Section I1I-B, we present examples il- 2) the effect of the presence, power, and channel statistics of
lustrating the modeling and results in Section II-A. the other active users admitted in the system.
. . . Therefore, to determine the probability of outage, we need
A. Outage-Based Admission Region for Multiuser Systems 1) to model the channel degfadation,yZ) to mogel the inter-
With Markov Channels ference of other admitted users, and 3) to construct a “super

1) Philosophy of Our ApproachWe address the issue ofMarkov chain” combining 1) and 2) in order to describe the
outage within the context of QoS requirements. A user in theceived SNIR ofy.
system encounters an outage event when its received SNIR atis very common to model the effect of the channel on SNIR
the base station falls below a threshold for an extended peripdhe absence of other users as a Markov chain. The validity of
of time. Hence, an outage is experienced by each user individurch model has been extensively studied and confirmed in the
ally. Therefore, the key conceptual issue is how to analyticallyerature (see [10]). The most commonly used example of this
describe an outage event as a system-wide QoS criterion. Mifed is the Gilbert channel. In general, such an MC is defined by
address this issue by introducing a fictitious observer/user agistate-spacé{ = {hy, ho, ..., hr}, and its transition matrix
by defining an outage incurring during this user’s service time.
To guarantee that the outage-based QoS requirements are satis- A = [an] = [Prob{X (¢ +1) = | X () = hu}].  (7)
fied for every type of user that may be admitted by the systeNote that in the case of an ideal power-control mechanism, the
we proceed as follows. We consider a separate fictitious oktate-spacéf is reduced to a singletof}; henceA = 1. In
server/user for each type of traffic. Such a user is always actiy case of power control with quantized ertaf, we haveH =
and is identical to the actual users of the same type in terms@f _ 5 1 + §}. We assume that channel states of individual
the statistics of the physical channel, SNIR threshold, and mifisers are mutually independent.
imum outage duration. Each fictitious observer/user does notrg model the interference of other admitted users, we assume
create any interference in the system, and hence has no effggt there ard. types of users in terms of QoS requirements,
on the performance of the system. The probability or frequengénsmission power, and the activity factor [11], and there are
of outage for such a user is a conservative bound on the outa®@e 17, ..., M) users admitted to the system (not including
probability of each user of the same type. The system-wide QQg). At any time slot, each admitted user can be active (“on”)
requirement in terms of probability or frequency of outage igr inactive (“off”). Since only active users interfere with the
met if and only if the probability or the frequency of outage fofeceived signal ofiy, we need to find an appropriate model to
each of the aforementioned fictitious users is below a prespegéscribe the evolution of the users’ “on” periods. In this paper,
fied value (that depends on the type of user), which reflects th@ assume that active and inactive periods for a user ofitype
QoS requirement. evolve according to &-order Markov chain. Consequently, we

In this section, we construct the outage-based admissiggh model the activity of userof type! by a Markov chain of
region following the above philosophy. In Section llI-A2sjze B, = 2"; we denote the states of this Markov chain by
we formulate the outage problem associated with a fictitioyg, integem; € {1,2,..., B;}. In general, we assume that the
observer/uset, whose statistical variation of its channel, thectivity of all users can be correlated.
SNIR thresholdy, and the minimum outage duratianare  Based on the above, we can express the state of users (in terms

given. We fix the number of admitted users and model th§f peing active or inactive) by the following random array:
effect of channel variations and interference as a super Markov

chain (SMC). Then, we identify the states of the SMC where (P1,--,nz) = ((n1,...,n1""),. .., (ng,...,n'*)).  (8)

the combination of channel variation and interference caus§§ construction, this array evolves according to a known

an SNIR belowy. In Section 1lI-A3, we use the formulation pjarkoy rule. LetT be the transition matrix for this Markov
of Section I1I-A2 to calculate the probability and frequency ofpain ie.

outage associated witky (when the number of admitted users
is fixed). In Section 1lI-A4, we present examples illustrating T;; = Prob{(ni,...,nz) | (m1,...,mp)}. 9)

our results and critique the aforementioned formulation Criteriﬁl'ote thatT is a square matrix of dimensiqﬁL BMi
=11

In Section IlI-A5, we construct an admission region where the To describe the received SNIR of, we construct an SMC
system-wide QoS in terms of outage probability is guarantee\ximich represents the variation of th’e physical channelufpr'

p 2) Outagfe I;an:juil\latlorl; for f% le;rghpbse;yer/ Useff I?h th‘f’he channel variation of other users, and the state of the admitted
resence ot a FIxed Number orIsersi this section, We iXtne oo The states of this SMC are arrays of type

number admitted users and then develop an approach to defining
and computing the probability and the frequency of an outage s := (k" (R"', ... K" M) .. (ny,...,nL))



1114 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 52, NO. 4, JULY 2003

wheren" € H,, is the state of the channel between uggr in the calculation of frequency and probability of outage. To
and the base station!"* € H; forl = 1,2,...,L, andk = deal with this difficulty, we can analyze the worst case condition
1,2,..., M is the state of the physical channel (in the absenéer user/observet,, where all the other users are in their best
of other users) between uskrof type [ and the base station; physical channel realization. In other words, we repld¢evith
andn;, | = 1,2,...,L, is a vector of lengthV/; defined in a singleton{h! .}, whereh! . = maxH;; henceA; = 1. In

(8). The state-space of this SMC8s= H,,, X Hle H,M x  this situation, the SNIR can be expressed as

[I-,{1,2,..., B;}. Since, by assumption, the stdté' of B0 Py Gy
the physical channel for a user is independent of the number of w(s) = 7 Y7
the other users and their channel state, the transition probability n+ Y b Py ik
for this SMC can be easily obtained, using (9). It is =1 k=1
o, M, _ hl? POGO (14)
——f ——f
P=TQAL®  -®AL® QA1 ® - ®A;®Ay (10) 77+l;h{)estpm

where A, is the transition matrix of the Markov physicalyherer, is the the total number of active users of typand, as

channel between observer/usgrand the base statiod; for before, is the noise powei, is the spreading gain for user

l=1,2,...,Lis the transition matrix of the Markov physicaIuO, k"o is the channel gain betweeg and the base station, and

channel between a user of typeand the base §tation; andpl is the common transmitted power for all typesers.

A® B denotes the Kronecker product of the matrideand 3. Equation (14) implies that, in this case, the effect of other
To define an outage event mathematically, we must specif¥ers is like a noise term proportional to the number of active

the received SNIR of observer/uses at each state € S. ysers, A state for the worst case scenario is a vector of the
This SNIR is a functionf,, : S = R,. The exact form of f5m (h,r1,79,...,r1). If we denote byl, (I,,) the size
fu, (-) depends on the dynamics of multiple-access interferengg, gt H, (H.,), then the dimension of the state space in
and possibly the power-control mechanism. For instance, fof& worst case scenario &, x [[, (M + 1), whereas

CDMA system where users of the same class have a commQa siate space in the original formulation is of dimension
L L pM L
transmitted power and there is no power control, the form 930 x TIZ, LMy L, Blu, = I, x [T=, (I x B)M:. In

function f., is the worst case problem, the transition matrix of the SMC is
h'e PyG
fuo(8) = —— 7 (11) P=T'® A (15)
Lk
n+ z; B k§1 Wreht whereT’ is defined as
wheren is the noise power (that includes the expected total in- T;; = Prob{(r1,r,...,7.) = j | (r1,72,...,71) = i}.
terference from the adjacent cell&j is the spreading gain for (16)

userug, ht* is the channel gain between thth user of typd T’ can always be determined frdih defined by (9), butin most

and the base statiogf; , € {0,1} is an indicator function that case<I” can also be constructed using the traffic model of each

is equal to one when thieth typel user is active, and, is the user type directly.

common transmitted power for all tygaisers. This form can  As before, the sets of “bad” and “good” states are

extend to CDMA systems with power control where each class w

of users has a common targeted power and whiefeepresents B:={s € S|fu(s) <7} A7)

the error of the power-control mechanism. G:=§-B. (18)
After specifying the SNIR of user, at each state, we define

the sets of “bad stated? and “good statesy} as An outage occurs when the state of the Markov chain remains

in setB for at leastr units of time.
B:={s € S|fu,(s) <7} (12) Remark: In the worst case analysis, it is possible to upper
G =S —B. (13) bound SNIR by functionf,y, which only depends on the

number of active users, rather than each user’'s channel state.
Based on the above classification of states, we can now formalllgis property allows for a reduction in the size of the state

define the following. space, and hence reduces the computational complexity in
Definition 1: An outage is an event where the state of théetermining the admission region. We note that any approxi-
SMC enters3 and stays i3 for at leastr units of time. mation of the SNIR function that reduces the dependency on

Definition 2: The probability of an outage is defined as théndividual channel states results in a reduction in computational
probability that a randomly selected time slot belongs to aomplexity of the problem. On the other hand, the cost of

outage event; it is denoted W, ¢age- such reduction of complexity is the introduction of error in
Definition 3: The frequency of outage is defined as the frehe calculation of frequency and probability of outage. In
guency of entering outage events; it is denotedfy. .. other words, there exists a tradeoff between the computational

Definition 4: The average outage duration is defined as tlommplexity of the method and the tightness and/or the precision
expected length of an outage event; it is denote@ i}, .c.g.].  Of the constructed admission region.
a) Worst case scenarioln general, the dimension of the 3) Outage Analysis for a Given Observer/User in the
matrix P can be very large. This creates a practical difficultfPresence of a Fixed Number of Usershe probability and
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frequency of an outage event in the constructed SMC can bd.emma 1 can be used to establish the following.
studied in the framework of [9]. Proposition 1:

Consider the constructed SMC and the associated transition
matrix P with it. We follow [9] to establish the necessary Joutage = 0g5(T). (25)
equations and relations that describe the probability of outage. proof: We first prove that
Note that the SMC is mathematically equivalent to the physical
Markov Channel studied in [9], even though the SMC, in Poutage = E[Toutage] X 0g5(7)- (26)
general, has a much larger state space, and it has a very speéifien from (23) and (26), we establish (25). To prove (26), we
structure due to its construction. Hence, after introducirgpnsider the definition 0futage. By the definition, Poutage
the appropriate notation and definitions, we can use resu#gh be calculated as the sum of the probability of a time slot
provided by [9] for the analysis of the probability of outage. Pelonging to a sequence of bad states weighted by the length of

a) Definitions: Let the row-vectoir denote the stationary the period. In other words

distribution of the SMC. Poutage

Definerg andwg as oo
=t Prob{state in3 for ¢ units of time}

Tels) = { ‘(,)r.(S% i(:t;eervgise (19) t=r
rnls) — { W/(S), fseB 0) . it Prob{state ini:so(th) unit of time}
0, otherwise. P C
Define Pg as the matrix with entries —. i ¢ Prob{an outage period of lengt}
Polis ) = {0P7(i7j)7 :Ij E g (1) =0gp(T) t><=TE[Toutage]-

For any integerk, definesgps(k) to be the probability that N ] ] =
the channel state is i@ at timet and in3 at timest + 1.¢ + Proposition 1 and Fact 1 establish the following analytic ex-
2 . t+ k. ' pression for the frequency of outage.

b) Results: We establish analytical expressions for prob- Corollary 1:

ability apd freque_ncy_ of outage under the assumption that the foutage = TG Ps"1. (27)
system is operating in steady-state. For that matter, we need
some results from [9], which we state in the form of facts. ~ To obtain an analytic expression fét, ..., we use the fol-
Fact 1 lowing fact.
Fact. 2: The probability of outage is given as

_ k
og5(k) = 16 Ps"1 (22) Pouage = TG Ps™1 + 1gPs” (1 — Pg)™'1.  (28)
wherel is a column vector whose elements are all one. Based on Fact 2, we establish an alternative analytical expres-
Lemma 1: sion for the probability of outage. The new expression is easier

to compute, as it involves neither inversion of a matrix nor cal-

Poutage = foutage X E[Toutnge]- (23) culation of vectofrg.
Proof: We can write Proposition 2:
ﬁ’: T i Poutage = wPg" (11 — (1 — 1)Pg) 1. (29)
Poutage = lim j=1 ontase (24) Proof: From (28), we have
N—oo  L(N) Poutage =T Ps"1 + 1 Pg" (I — Pg)~'1
whereT,,.ag” is the time duration of thgth outage period and =ngPg” ((r—1)I+ (I — Pg)(I — Pg)”"
L(N) = inf{t : there are at leasV outage periods +Pp(1 - PB)_I) 1
in the time interval0, #]}. =ngPs” (T —1)[+ (- Pp)~')1

_ _ T _ _ -1
On the other hand, the random sequemtagcj} is sta- =(m —75)Pg ((T DI+ (I - Pg) ) 1

tionary. Hence =(xPg" —wgPg") (T — 1)+ (I - Pp)~')1
 NE[Douag] =(npPg” ' —wpPs") (T—1)I+(I—Pg) ') 1
Fowtage = JI0 =700y —ngPs" (I - Pg) ((r = I+ (I - Ps)™") 1
. N =apPg” ' (- 1)(I —Pg)+ 1)1
= i Bllouagel 77 “rele (DU ) D
o0 (N) =npPg” ! (1] — (1 —1)Pg) 1
N -
:E[Toutage] A}gnoo W :7rPB (TI — (T — 1)PB) 1

where the third equality holds sinag = 7 — g and the fourth
and sixth equalities result from the fact thgt = wPg.
] ]

:E[Toutage] X foutage-
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Fig. 1. Poutage and foutage VErsusM for cases in Section I11-A4.

4) lllustration and Critique of the MeasuresThe formula- In Fig. 1, the frequency of an outage is not monotone in the
tion of outage presented in Section 11I-A2 and the analysis atimber of admitted users. This is due to the fact that as the
Section IlI-A3 provide an expression for the probability (frenumber of admitted users increases, the average number of time
quency) of outage of a fictitious user of typd = 1,2,..., L, slots where the state is in the “bad” &increases. This implies
as a functiory; : Z§ — Ry (9 : Z% — Ry of the vector that as the number of admitted users increases, the probability
of admitted userd/ = (My, M, ..., My). that at any time slot the state of the channel is good or that the

For the case where there is only one class of users, wetjine slot does not belong to an outage decreases dramatically.
lustrate the behavior of; (1) via the following example. We However, because of Proposition 1, entering an outage at any
consider a CDMA system with only one type of traffic, whergime siott requires the state of the system at timel to be
there is a power-control mechanism with error of 5% where th&ood”; hence the probability of entering an outage event (fre-

maximum Doppler frequency of the channel is 100 Hz. We agyency of outage) ultimately decreases, since the probability of
sume thafl’ = .0027¢, wherel’ is the time-slot duration and} being in a “good” state decreases.

is the fading cycley = 3.1 dB, spreading gailiro = 64, and o torm of the functiong; indicates that in a dynamic

T CV7T (thfnvﬁﬁetiiccfrn?f}endidib{ IT;:'T R/Z]i)' rs wh system where there are connection arrivals and departures, the
€ assume that the traflic ConsISts only 0T VoiCe Users, rgquency of outage can increase in the case of a connection

activity model follows a simple memoryless process—i.eV/if .
represents the fixed number of users admitted to the system,?ﬁgarture' On the other hand, the departure times are random

transition probability of the number of active users at each tim%r,]d _mdependgn_t of cont_rol_ act_|ons (which qnly mcludc_e the
denoted by (1), can be expressed as admission decisions). This implies that even if at a particular

instance of time the frequency of outage is within an acceptable

P{N(t+1) =n|N(t) =m, M} range, it may not continue to be within that range no matter
(M —m)A, if n=m+1  whatthe connection admission control policy is. Hence, the fre-
) mp, if n=m —1 quency of outage is not well suited to use in the construction of
1—mp—(M—-—m)A, ifn=m an outage-based admission region or to define an outage-based
0, otherwise capacity.

wherem < M, X is the activation rate of each inactive user, and The functiong, which is the probability of outage for our ex-

11 is the probability that an active user becomes inactive. Nodple, is monotone in the number of admitted users. Other ex-
that\/(\ + 1) is the voice activity factor and is around 0.4. amples for one and two types of users, provided in Section I1I-B,
After identifying the transition matrix, determining the SNIRas well as in [13], show that; (M) (in case of examples with

at each state, and finally labeling “bad” and “good” states aene type of user, discussed in Section llI-B1) and\/:, M>),
cording to (17) and (18), we calculate the probability and fré-= 1,2 (in cases studied in Section 1lI-B2), are all monotone
guency of outage as functiops(M) andg; (M), respectively. increasing inM; and,. Based on these numerical examples,
Fig. 1 shows the result of such a calculation. we propose Conjecture 1.
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Conjecture 1:In any cellular systemg; (M) is compo- dynamic system for which the QoS requirement expressed by
nent-wise increasing for all= 1,2,..., L. the probability of outage is satisfied. [ |

Based on this conjecture, we propose that the probability ofNow we discuss the implication of Conjecture 1 on
outage is the appropriate measure to define an outage-basedtasl- methodology used to construct the admission region
mission region. In Section 1lI-A5, we present a procedure drased on outage probability. If Conjecture 1 is true, then
how to construct an admission region based on probability @f( M, Mo, ..., M), I = 1,2,...,L, is increasing in

’ ’

outage. The procedure does not depend on the validity of Caach coordinateM, M-, ..., M. This implies that region

jecture 1. At the end of Section IlI-A5, we discuss how the veR,; [ = 1,2, ..., L, defined by (30) is coordinate convex. This,

lidity of Conjecture 1 simplifies the procedure. in turn, implies that regioR defined by (31) is coordinate
5) Construction of the Admission RegiokiVe now discuss convex; henced = R.

how to use the results obtained in Section 11I-A3 to construct

an admission region when the probability of outage is the Q& Special Cases, Examples, and Discussion

requirement under consideration. An admission region is the sefn this section, we present examples illustrating our approach.
of all combinations of admitted users such that if connection agh-all the examples, we consider the outage problem in a CDMA
missions are restricted to a subset of its interior, the probabilitye-third-generation wireless systems. In such systems, traffic
of an outage encountered by a fictitious observer/user ofltypeainly consists of voice, or data streams that are compressed
is less than a prespecified threshél, foralll = 1,2,...,L. and then treated as voice [14]. This kind of traffic, when the
The formulation of probability of outage presented in Secumber of users is fixed, can be appropriately modeled by an
tion I1I-A2 and the analysis of Section 1lI-A3 provide an ex£Engseth birth—death chain (see [15]). Therefore, itis appropriate
pression for the probability of outage of a fictitious user of typt® follow the procedure given in Definition 4a.
1(l =1,2,...,L) as a functiony; : zi — R of the vector In the remainder of the section, we formally introduce the
of admitted userd/ = (M, Ms, ..., M). Therefore, for a Engseth traffic model. In Section IlI-B1 and B3, we compute the

fixed type{ fictitious user (i.e. ., = H;, Ao = A;, 7o = 7, Probability of outage and the resulting admission regions under
Yo = 71, andfu, (-) = fi(+)), the region where QoS (expressed Variety of power-control scenarios and system parameters.

by the probability of outage) is guaranteed for that type of userWe considerL types of traffic. Let the componeni;
is of the vectorM = (My,...,My) represent the fixed

1 . l number of users of type: admitted to the system. Let
Ri=g; ([0, Phol) ={M : (M) < Pr.i}. - (80) N(#) = (Ny(t),...,Nz(t)) denote the vector of the number

Consequently, the region where the QoS is guaranteed for gfiactive users of each type. Then the transition probability for
the Engseth model is given as follows:

users is
= X P{N(t+1) =n|N(t) =m,M} =
R := ﬂRl: m{Mgl(M) SPrlnax}' (31) (Mk—mk))\k7 Ifn:m—i—ek
=1 =1 M bk, ifn=m—ex
Since it is not desirable for any admission strategy to terminae — S mepr — Y, (Mg —mp)Ag, ifn=m
an unfinished service, we define the admission regioms the keKon ke Ko )
largest coordinate convex subset®fi.e., 0, otherwise

. heree;, is a column vector whose elements are all zero except
= N N M/ < IH [Hl . w k H H H H 5
A CSE%{C M eC, M < MthenM' € C}. (32) for the kth element, which is one),, is the activation rate of

Recall that our analysis is valid for a fixed number of admitte‘tafiaCh Inactive user o_f typle 5 is the probability that an active
user becomes inactivé& g = {k : mp < My}, andK,, =

users. In a wireless system, the number of users (active andé}g—: 0 < my }. Note that\ /(Ax + ) is the activity factor of

active) present in the system varies with time. To establish t &ich stream. For voice users, this is around 0.4. For data users, it

Va“d'ty of our analysis for wireless systems, we prove the fo jaries with the application, and it depends on the burstiness and
lowing theorem.

L o i information bandwidth of the stream, as well as the compression
Theorem 1: The admission regiod is a conservative bound ., thog employed.
on the number of admitted users for which the QoS expresseq) Example: Homogeneous TraffiéNe study the homoge-
by the probability of outage is met. ~ neous traffic scenario. We first construct the SMC associated
Proof: Fixafictitious observer/user, say, of typ&estrict ith this model. LetM denote the number of admitted users in
an admission policy tal. SinceA is coordinate convex(/ (t) €  the system. We construtt,, = [Prob{r = i/r = j, M'}]. For
A for all ¢, where M(t) is the vector indicating the numberthe cases that follow, we use different channel modelsA).
of users of each type present in the system at timeence e construct the transition probabili associated with each
M(t) € Ry for all t. Pick M, = argmaxaser, g1(M). Since  (H, Ao) pair using (15).
M(t) € R; for all £, the probability of outage in the dynamic For all the scenarios under study, we assume that
system for the aforementioned fictitious observer/user is lesg(\ + ) = 0.4, T = .002r; = 7. (T is the time slot
than or equal t@; (M), and by the construction &, duration, 7; is the fading cycler. is the shadowing cycle),
! = 3.1 dB, and the spreading gaindg, = 64.
9 (M) < Prnax: CON After identifying theptransitigngmatrix, determining the SNIR
Sincel is arbitrary, the admission regio#, defined by (32), at each state, and finally labeling “bad” and “good” states ac-
is a conservative bound on the number of users admitted by tdweding to (17) and (18), we calculate the probability of an
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Fig. 2. P,utage VErsus number of admitted usevs for cases in Section I1I-B1.

outage as a functiop, (M). Fig. 2 shows the result of such a IV. CONNECTION ADMISSION CONTROL

calculation for CDMA systems when: As discussed in the introduction, we propose to formulate the
1) the channel follows a Gilbert model with average burgtac problem in a single-hop multiservice network with QoS

lengths of four, with steady-state probability of the badwquirements as a constrained stochastic dynamic optimization

channel-state equal to 0.1 and= 77 (the value recom- prohjlem, where the constraint describes the admission region.

, mended by ITU-T [12]); One standard approach to describing the admission region for

1) channel is similar to 1) and = 157 avch a problem is to define a total capacity for the network and

2) channel_ IS an approp_rlate appro_X|mat|0n toa I09'normassociate an effective bandwidth to each class of users. This ap-
shadowing channel with the maximum Doppler frequenc roach approximates the boundary of the admission region with
of 100 Hz and correlation distance of 1 m, as given by [Qg/ PP y 9

andr = 7T linear function of the number of each type of users (see [16],
2" channel is éimilar to 2) and = 15T [4], and [5]). In cases where all the QoS requirements are sum-
3) an ideal power-control mechanism is implemented artparized by an effective bandwidth-based admission region, the

p— CAC problem is equivalent to a classical knapsack problem. In-
3') channel is similar to 3) and = 157 deed, when the admission region is described by a linear in-
4) power control is applied with error of 5% and= 7T; equality, the CAC problem is reduced to the search of alloca-
4’) channel is similar to 4) and = 157". tion schemes that share a resource of finite and fixed capacity

2) Example: Two Types of TrafficVe study the outage @MONg several classes of traffic in a manner that is optimal with
problem for the same CDMA system as in Section IlI-Bi€SPectto the total expected generated revenue. This problem is
when the traffic consists of two classes of users with differeffluivalent to scheduling a stochastic knapsack, a well-studied
activity factors, spreading gains, and outage parameters; thgg@ectm stochastic netvyorks and operations research. The clas-
parameters ar@; /(A1 + p1) = 0.4, Ao/(Aa +p2) = 0.6, sical knapsack problem involves a knapsack of capatitye-

Gy =64,Gy =32, P, = 2P, 71 = 72, 1 = 3.1dB, and source unitsand classes of connections, with each connection
72 = 3.3 dB. We set the maximum acceptable probability g®f classk occupyingwy. units @y, is the effective bandwidth of
outage to be equal to I8. Under this specification, Fig. 3 classk users), and having random arrival and holding times with
shows the admission region when rates\; andyuy, respectively. A revenue ef, per unit of time is

1) channel is described by a Gilbert model similar to that ifncurred while a clasg-connection is placed into the knapsack.

Section IlI-B1 andr = 77" The new connections may be admitted to the knapsack as long

1) channel is described by a Gilbert model similar to that iis the sum of the occupied bandwidth does not exceed the knap-

Section llI-B1 andr = 157} sack capacity. The connections who are denied admission to the
2) there is an ideal power-control mechanism and 77';  knapsack are lost. The objective is to determine an admission
2’) there is an ideal power-control mechanism and 157. policy that maximizes the long-run average revenue (see [17,
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Fig. 3. Admission regions for cases in Section IlI-B2.

ch. 2—-4] and the references therein for details on the classif28]-[25], there is a one-time reward that is fixed and known,
stochastic knapsack problem). and is obtained at the instance of admission. This feature makes
In general, all QoS requirements considered simultaneousihe problem considered in [23]-[25] distinctly different from the
are summarized by an admission region, the boundary of whigfoblem we consider in this paper. In [22] and [28], itis assumed
need not be a line. In such a situation, a reasonable assumptiat no job admitted to the knapsack leaves the system, i.e., the
on the nature of the admission regions and their boundariepisblem changes to a packing problem. Such a problem is also
coordinate convexity, which implies that no forced terminatiodistinctively different from ours. The model and the formula-
of service is required in order to meet QoS requirements. Bagaxh of knapsack problem considered in [18], [20], [21], [17, ch.
on this observation, in this paper we propose the formulation aAf] [26], and [27] are similar to our problem. A Markov deci-
investigation of a “generalized knapsack” whose schedulingsgsn process (MDP) approach is used in this class of references
equivalent to the CAC problem with a coordinate convex ader the analysis of the classical knapsack problem. It has been
mission region. In a generalized knapsack problem, ther&areshown that solving the appropriate MDP, through standard nu-
class of connections. The number and configuration of servetric programming methods, can be analytically intractable and
connections are restricted to a coordinate convexdsetR%; computationally complex. In [17] and [26], the authors propose
we denote the boundary of the admission region by thdsset a standard linear programming (LP) technique to solve the dy-
There are multiple identical parallel servers that serve the caramic programming (DP) equation associated with the MDP de-
nections admitted in the system. The rate of service and arrivasibing the classical knapsack problem and compare the com-
for classk connections ig;, and)\, respectively. Each clags- putational complexity of such a technique to the standard value
connection generates a revenue of ratevhile being served in or policy iteration techniques. Furthermore, it is known that the
the generalized knapsack. New connections can be potentialptimal solution to such MDP (which is the optimal admission
admitted if the resulting configuration and number of admittegolicy for the classical knapsack), in general, lacks any specific
connections are stillin the admission regidnThe connections structure or well-definable property (see [21]).
that are denied admission to the system are lost. The objectivahe general lack of structure in the optimal admission policy
is to determine an admission strategy to maximize the long-rtor the classical knapsack motivated the study of high-perfor-
average revenue. A more detailed description of the generalizadnce suboptimal policies that can be computed in reasonable
knapsack problem that is necessary for the analysis of the CA@ount of time. The result in [20] provides an approximation
problem will be given in Section IV-A. bound on the optimal performance and a heuristic in con-
To motivate the analysis of the CAC problem presented siructing efficient (suboptimal) policies. In [21] and [27], the
Section IV-A, we first briefly discuss and critique the resultauthors restrict their attention to the class of coordinate convex
available on the classical knapsack problem. Several variant§@t) policies and attempt to characterize the optimal c-c policy.
the classical knapsack problem have been carefully studieddoordinate convex policies are easier to study since under any
the literature (for example, see [18]-[25], [17], [26]-[28]). Irc-c policy, the steady-state distribution is of a product form that
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makes the problem more tractable. Unfortunately, under special admission decisions in slo}
case scenarios, it can be shown that the optimal c-c policy is far (t+1)" =sup{s € (t,t+ 1) : sis any time
from optimal (see [21]).

The complicated nature of the optimal connection admission ] )
control policies creates a practical difficulty for their implemen- any connection whose service
tation as viable CAC policies in high-speed networks. Conse- ends in time slot}

quently, in this paper, we con;ider the “greedy pplicy," Whicm/e havett < (¢ + 1)~. Each admitted connection of type
has a very simple implementation. The greedy policy admits any_ 1,2 generates a revenue of ratewhile being served in

request for connection if there are sufficient resources availabtlﬁe knapsack. The goal is to find an optimal admission strategy

We determine conditions on the rates of revenue generatedyoy; yayimizes the total expected revenue over a finite horizon
different classes of connections sufficient to guarantee the op-

timality of the greedy policy. The problem we add.ress can béRemark: As a result of our formulation, a packet of type
thought of as follows: how should each type of service prowdq.gay be admitted in the systemt, complete service at +
by the network be charged so that it should be optimal to adrﬁ'

: ) Ad nbL’ and result in a revenus..
every request for connection provided that there are sufficientyye main result of this section is summarized by the following
resources?

. . L . theorem.
The remainder of this section is organized as follows. Theorem 2: If

In Section IV-A, we formulate the CAC problem with two
X . Ao 1

classes of connections as a generalized knapsack problem, 22 o8P (34)

called Problem (P). In Section IV-B, we define a new problem p2 T2 T A1

related to Problem (P), referred to as Problem (P’). We analygfen the policy that follows the greedy rule at all times is optimal

Problem (P’) and show that an optimal solution to Problefg; proplem (P).

(P’) is also an optimal solution to Problem (P). Section IV-C

includes a brief discussion of future work and further extensiogs Analysis of Problem (P)

of the CAC problem.

before the completion time of

We proceed to solve Problem (P) as follows. First, we formu-
_ _ late another problem, called Problem (P’), which includes the
A. The Generalized Stochastic Knapsack Problem With Twaoriginal knapsack described in Problem (P), and an auxiliary

Classes of Connections knapsack. Afterwards, we analyze Problem (P’). We determine
The generalized stochastic knapsack problem with wfgnditions sufficient to guarantee the optimality of the greedy
classes of users can be formulated as follows. admission policy for Problem (P’). Finally, we show that condi-

Problem (P): Consider a finite coordinate-convex Se{ioqs that are sufficient to guarantee t_he optimality of the greedy
A C Ri that contains the origin. A two-dimensional gener90|'?y for Problem (P’) are also sufficient to guarantee the opti-
alized knapsack associated with setonsists of a system of Mality of the greedy policy for Problem (P).
identical servers in parallel that can serve two classes of servic€ roblem (P’) includes an auxiliary (generalized) knaps@ck
within its support regiond. That is, the knapsack may semve Wh0Se admission region is defined by
number of class-1 connections amg of class-2 connections A, = {(41,0),(0,92) : y1 < by andyz < by} (35)
only if (x1,z9) € A. Each connection of clags k = 1,2, is
characterized by its arrival rate, and the rate of its service
time u,. We assume that the arrival and service statistics of b1 = max max{k:(z1+k,22—1) € A} (36)
each connection are independent of each other and independent (=1,22)€B kEZ

of the arrival and service statistics of other connections; the by = (e B T?%{k H(zr =Lz + k)€ A} (37)

e el o Ty S S s - n oy o . (.5 <
Hes A 1, Aand(z, 1) ¢ A}. This auxiliar
most one new connection arrival to the system. Each arrivi (1 + 1,22) ¢ (1,22 + 1) ¢ A} y

" be admitted to the k K if th i apsack is used in the same manner as the original one, but the
connection can be admitied 1o the knapsack 1t the TesUlig, e tions admitted to the auxiliary knapsack do not generate
number of connections is itl. If a request for connection

) octed. th tion is lost. An admitted " any revenue. KnapsaaR can be used to provide information
IS rejected, the connection 1S lost. An admitted Conneclif, , ;i q service times of certain selected connections that were

remains in the knap_sack until its sgrvice is completed. Wit_ho Enied admission to the original knapsack. Obviously, any ad-
an)é :joss Otf gener.r;\rl]lltyt?]ndt.for cllartﬁy, Wet.;i;l;mi that amMVissible connection control policy for Problem (P’) that does
and departures within .e ime siotirom t +LOCeUrin ot use the information provided by the auxiliary knapsack is
the open !ntervalt(t+l), further_more, departures oceur _at th uivalent to an admissible admission policy for Problem (P).
end of a time slot, whereas arrivals occur at the beginning o gProbIem (P"): We consider a system consisting of the orig-
time slot. Thus, if we defing* andt— as : o

inal knapsack of Problem (P) and the auxiliary knaps@ake-
fined by (35)—(37). The state of this system at any tinede-
L fined by (1,22, 91,y2), where(z1,z2) € Aand(yi,y2) €
after the arrival time of new A,. The original knapsack operates in exactly the same manner
connection requests and also as in Problem (P). Connections admitted to the the auxiliary

whereb; andb, are defined as

tt =inf {s € (t,t + 1) : sis any time
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knapsack@® may be dropped before they complete their ser- A policy that follows the greedy rule admits to the original
vice. The forced departure times of connections to knap§ackknapsack any request for service at any time if the resulting
may depend on the admission policy. Forced departures fratate is admissible, and empties the auxiliary knapsack. Such
Q in time slott, like admissions and rejections of arrived rea policy is a trivial extension of a complete sharing (greedy)
guests from knapsaal in time slott, occur at the beginning policy (see [17]) for Problem (P). In fact, the policy that fol-
of the time slot, i.e., before timg™. Each connection of typke, lows the greedy rule is equivalent to a complete sharing policy
k = 1,2, admitted to the original knapsack generates a reveniog Problem (P), since it always empties the auxiliary knapsack
at ratec,. Connections admitted to the auxiliary knapséclo (@ and does not use the information provided by it. A policy
not generate any revenue. An admissible polidgg a sequence that follows the {n, n)-tracking-greedy rule and is applied to a
T, W1, - - -+ T, - .., w1 Of functions of the form system with initial statea(;, x5, 0, 0) attempts to duplicate, as
, closely as possible, the admission decisions associated with a

(21, %2, Y1, Y2, a1(t), a2(t)) = (21 + w1, 02 + uz, 1, 92) greedy policy when it is applied to another system whose initial
where for anyt, (ay(t), a(t)) € {(0,0), (1,0),(0,1)} denotes State is ¢ —m, s — n,y1,y2) and its arrival times and com-
the number of arrivals of each type of connection requestsRi@tion times are coupled with those of the original system. A
time ¢, u;, i = 1,2, represents the number of connection adrolicy that follows the emptying-greedy rule and is applied to a
missions of type into the original knapsack, i.eu; € {0,1} if ~Systemwithinitial statex;, 22, y1, y2) duplicates the admission
(21 4 u1, o2 + us) € A, andu; = 0 if the original knapsack is decisions associated V\/_lth_a greed_y policy when it is applied to
full, (y},4) € Aq» andu; + (3, — y;) < a(t). The objective is gnoth_er system whose |n|t|al_ Sta‘fe.ﬁ(i—y17$2+y2,07 _0), and
to determine an admission policy that maximizes the expectégarrival times and completion times are coupled with those of

revenue over a finite horizdfi. the original system.
To proceed with the analysis of Problem (P’), we need the We now prove the following result for Problem (P").
following. Theorem 3: Consider Problem (P’). If (34) holds, it is always
Definition 5: A policy  is said to follow thegreedyrule at OPtimal to follow the greedy rule at each time
time ¢ if for any state(z1, z2, y1, y2) Proof: We prove the assertion of the theorem by induc-
tion. We first establish the basis of induction by showing that at
mt(21, 2, Y1, Y2, 1,0) horizonT—1, it is optimal to follow the greedy rule. Then we
[ (z1+1,22,0,0), if (z1+1,22) € A assume it is optimal to follow the greedy rule from timel on
o { (21,22,0,0), otherwise and show that it is optimal to follow the greedy rule at time

me(21, 2, Y1, y2,0,1) Denote byJ[ (x1,z2,y1,y2) the total revenue generated by
(1,22 +1,0,0), if (z1,22+1) € A policy = along a sequence of arrivals and departures from time
= { ' S t on, assuming that the system is in statg (2, y1, y2) at time
t. Denote byr* the policy that follows the greedy rule at each
Definition 6: A policy 7 is said to follow the(m,n)- timet. We need to show that under (34)
tracking-greedyule at timet if for any state(x1, z2, y1, y2) BLIE (w1, 20,50, 0)} > B (00,29, 91,9)) (38)

(21,22,0,0), otherwise.

(w1, 72, 41,42, 1,0) for any policyr and any initial statex(;, 72, y1, y»).

(w141, 22,91,92), if (2141, 72) € Aand Basis of Induction: Fort = T — 1, we have
(z1+y1 —m+1,z0+y2 —n) € A . ’
) (m1@0, i+ Lys), i (w141, 22) ¢ Aand Jr_1(z1, 22,91, 92) > J7_q (21,72, 91, 2)
(y1+1,y2) € A, and for every policyr and for any statex(, z2, y1, y2)).
(71 +y1 —m+1lwatys — n) €A Induction Step: Assume that for any state{, =2, y1, y2)
\ (21, 22,91, Y2), otherwise and any policyr, we have

7Tt(111'1,11;2,y1-/y2-/0,1) * -
¢ (‘,1;17372_1_17yl_/,y2)7 if ($17$2+1) c Aand E{Jt+1(3717372>y1792)} Z E{Jt+1(x1>$2;yl7y2)}~ (39)

(x14+y1 —m,x2+ys —n+1) € A To establish the optimality of the greedy policy, it is suffi-

) (z1, 22,91, y2+1), if (z1,224+1) ¢ Aand cient to consider a policyt that is different from the greedy
B (y1,92+1) € A, and rule at timet (assumestate ¢ B), then follows the greedy
(x14+y1 — m,x2+y2 —n+1) € A  rule from timet+1 on, and show that for any:{, z2, y1, y2),
\ (71,22, 91,Y2), otherwise. E{erv\(wth-/yl»yZ)} > E{J (w1, 22,91,2)}-

Without any loss of generality, we can assume that there is an
arrival at timet (if not, then the two policies andr* generate
identical revenues). Letc(, z2,y1,y2) be the state at time

Definition 7: A policy 7 is said to follow the emp-
tying-greedyrule at timet if for any state(z1, x2, 1, y2)

m(x1, T2, Y1, Y2, 1,0) The greedy policy admits the new connection into the original
(1 + 1,20, y1,72), f(z1+11+1Lao+y) €A knapsack. For policyt, we consider the following cases.
= (z1, 22,91, 12), otherwise Case 1: (This case holds only wheg, # 0 or yo # 0.)

Policy = admits the new arrival into the original knapsack but

(21,22, Y1,Y2,0,1 . . -
(@1,22,91, 2 ) does not empty the auxiliary knapsack. In this situation, we have

_J@rea+ Ly ye), f(zi+y,me+y2+1)€A i
($1,$27y1,y2)7 otherwise. E{Jtﬁ ($1»$27y1»yz)} - E{J;T(Zl"lva-/ylva)} =0 (40)
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since connections served in the auxiliary knapsack do not gén:, x5) is the original knapsack’s state undey. When the
erate any revenue. system state undéris at the boundary and a new arrival is ad-
Case 2: The arrival is of type 1, and policy does not admit mitted by, 7 admits the same arrival and places it at the aux-
the new connection into the original knapsack. Then at time iliary knapsack. This is possible because of the specification of
the knapsack state under policiesandr is (z1 + 1,z2,0,0) the auxiliary knapsack, given by (35)—(37).
and (1, z2,y1, y2), respectively. By construction, betweent-r andt+ 7+ o, policy 7 follows
To prove the induction step, we construct a policgs fol- the emptying-greedy rule. Consequently(if- 7,t + 7 + o)7
lows: policy 7 follows the greedy rule at timé and marks imitatesr in every admission decision. This is possible because
the accepted connection at this time slotjgsfrom time¢+1 the extra connections of type-2 admitted into the original knap-
until the stopping time + 7 (defined below)s follows the (1, sack during the intervak(t + 7] under policyr are placed in
0)-tracking-greedy policy; from timeé+ 7 until stopping time the auxiliary knapsack under policy
t+ 7+ o (defined below), policyr follows the emptying-greedy  Based on the above comparison of the admission decisions
policy; and from timet + 7 + o, policy 7 follows the greedy of = and 7 in [¢,t + 7 + o), the difference in revenue be-

policy. The stopping times above are defined as: tweent and 7 can be computed by considering the connec-
T min{7y, 7o, T}; tion j; and all type-2 connections admitted by poligyinto
Ty the occupation time of connectign; the auxiliary knapsack in the time interval { + 7]; we denote
t+ 1o the first time under policyr the auxiliary knap- by N»(7) the number of these connections. Hence, the differ-

sack is empty of type-2 users, and a connection ehce in performance betweerandz along any sample path is

type-1 arrives, and cannot be admitted into the origy 7 — ¢ vajl(” s;, wheres;, i = 1,2,..., Ny(7), is the ser-
inal knapsack; vice time of connection of type-2 admitted into the auxiliary
t+ the first time aftet + 7 such that under policy, the knapsack under policy. [ |
T+ o auxiliary knapsack is empty. Based on Lemma 3 and (34), we obtain the following result.
We compare the performance of polieyvith that of policies Lemma 4: Policy 7 outperforms policyr.
m* andx. First we compare policies* andx. Proof: Use (42), fixr, and calculate the difference be-
Lemma 2: Policy 7* outperforms policyr. tween the conditional expectations of total generated revenues.
Proof : We obtain
E{J:r* (x17x27y17y2)} - E{Jt’;r(xhx??yhy?)} R(T) :E{Jf(ivlvw27y17y2)|7_} - E{er($17$2,y17y2)|7'}
:E{Jz—il(‘rll/ 37/2, 07 0)} - E{ ?4»1(‘7’1/1 .’17/27 07 0)} Na(7)
>0. (41) =c17 — o E{ Z si|T}
=1
The equality in (41) holds becausé and# are identical at. as(7)
The inequality in (41) holds because of the induction hypothesis > — o B Z si|T}
given by (39). n i=1
Next we relate the performance of policeandr along any ey — C_2E{a2(7>|7}
sample path. 12
Lemma 3: For each realization of arrivals and departures —cy7m — 0_2)\27
from time¢ on, we have 2
() >0 (43)
T (z1, 2, y1,y2) — JF (21, To, Y1, 42) = 1T — 2 Z Si whereas(7) is the number of arrivals of type-2 in the time
i=1 (42) window (¢, ¢ + 7). The first inequality holds since the number

here N d h ber of 5 . (gf type-2 connections admitted in the time intervak - 7) is
where 2(7) en(.)tces the number o type-_ connectpns a%ounded by the total number of arrivals of type-2 connections in
mitted to the auxiliary knapsack under poliegy ands;,: =

that interval. Sincewx(7) is independent of the service time of

1,2, o Na(7) der_lptes the service time fo_r~ each type-2 CONonnections in the system, we use Wald's lemma to get the third
nection to the auxiliary knapsack under poliey

. inequality. The fourth equality is a consequence of the assump-
Proof: By construction, the state of the system under pol g Y d y d P

. . ) . tion on the rate of arrivals, and the last inequality holds because
ciest andr is the same after time+ 7 + o, andr andz are of (34)

identical aftert + 7+ o. Therefore, to compare the performance
of = and 7, we must compute the difference in revenue genegp
ated byr and7 in [t,¢t + 7 + o). To compute this difference, )
we compare the admission decisionsraind in the intervals ~ E{J¢ (21,22, y1,92)} — E{J] (z1,22,y1,52)} > 0 (44)
[t,t+ 7] and ¢ + 7.t + 7 + o) separately. which proves that policyt outperforms policyr. [
By construction, policyr admits the type-1 arrival at time Combining Lemmas 2 and 4, we obtain
and until timer, the number of type-1 connections undeis . .
one more than the corresponding number undeburing the E{J (21,202,910, 92)} 2 E{J{ (21, 22,91, 92)}. (49)
interval[¢, t 4+ 7], policy 7 imitates policyr and admits new ar- Consequently, the assertion of the theorem is true in Case 2.
rivals into the original knapsack as long as the system’s stateCase 3: The arrival is of type 2 and policy does not admit
(under7) is not at the boundary (i.e(x1,72) ¢ B, where the new connection into the original knapsack. Then at time

Using the smoothing property of conditional expectation, we
tain
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the knapsack state under policiesandr is (z1,z2 + 1,0,0) Using the smoothing property of the conditional expectations,
and @1, 22, y1,y2), respectively. we obtain from (47)

We construct policyr such thatr follows the greedy policy EL{JF E{JT >

: . - , T2, Y1, - , T2, Y1, >0 (48

at timet and marks the accepted connection at this time slot as e (@22 y12)} Ui (@22 91, 2)} (48)
j2; from timet + 1 until stopping timet + 7’7 follows the (0, which proves that policyt outperforms policyr. [ |
1)-tracking-greedy policy, and from time+ 7’ until stopping From Lemmas 5 and 7
timet + 7 + o’ policy 7 follows the emptying-greedy policy; _y .
and from timet + 7/ + o’ on, policy# follows the greedy policy. E{JT (w1, 02,1, 92)F 2 U (21,22, 91,32)). - (49)

The stopping times above are defined as follows: Therefore, the assertion of the theorem is true in Case 3. Be-
7! min{r{, 75, T"}; cause of (40), (45), and (49), the proof of induction step is now
1 occupation time of connectiof; complete. Hence, the proof of Theorem 3 is complete. m

t+74 first time such that under policy the auxiliary We use the result of Theorem 3 to prove Theorem 2.
knapsack is empty of type-1 users, and a connection Proof: [Theorem 2] Since the policy that the greedy rule
of type-2 arrives and cannot be admitted to the origer Problem (P’) does not use any information provided by

inal knapsack; the auxiliary knapsack, it is equivalent to the greedy rule for
t+ firsttime aftert+7' that under policyr the auxiliary Problem (P). Furthermore, the set of admissible policies for
T+0o' knapsack is empty. Problem (P) is a superset of the set of admissible policies of
The following lemmas prove the induction step in this cas@roblem (P). Therefore, because of Theorem 3, under (34), the
The proofs of Lemmas 5 and 6 are similar to those of Lemmggeedy admission policy is optimal for Problem (P). [
2 and 3, respectively.
Lemma 5: Policy 7* outperforms policyx. C. Extensions, Generalization, and Future Work

Lemma 6: For each realization of arrivals and departures |, tis section, we address extensions of Problem (P). Fur-
from time? on, we have thermore, we discuss the sufficient condition for the optimality
of the greedy policy given by (34), and its equivalent in the ex-
R tensions of Problem (P).

Ji (21, 22,91, 92) — JL (@1, 22,41,92) = 2T — &1 Z Si 1) Infinite Horizon: The result of Theorem 2 is valid for the
=1 (46) infinite horizon version of Problem (P) with the criterion of av-
§rage cost per unit time for the following reason: if a stationary
policy is optimal for a finite horizon®’) problem with the total
£xpected revenue, then it is also optimal for its infinite horizon
counterpart with the corresponding average-cost-per-unit-time

Nl(T’)

where N;(7') denotes the number of type-1 connections a
mitted to the auxiliary knapsack under poliey and s},i =
1,2,..., Ny (") denotes the service time for each type-1 co
nection to the auxiliary knapsack under poliey

Lemma 7: Policy 7 outperforms policyr. criterion. _
Proof: Use (46), fix’, and calculate the difference be- 2) Generalized Knapsack Problem (L > 2) Classes of

tween the conditional expectation of total generated revenu&@nnections: it is possible to establish, by arguments similar

We have to those used in the proof of Theorems 2 and 3, the following
result for the generalized knapsack problem withypes of
R+ =B I (o 1 TS I ,,  connections.
(7)) =E{T (w1, w2, 51, 1) 7'} = ELT (20, 02,51, 2) 7'} Theorem 4: Consider Problem (P) witlh types of users. If
N1 (T/)
Ak
=cor’ — e B{ Y si|r'} a>Yatk, vie{l2...L} (50)
i=1 Py
ay (') . . .
then the policy that follows the greedy rule at all times is op-
>eor’ — e B{ Y silr'} i e greedy P
, o = “ We note that ad. increases, the sufficient conditions, de-
=C2T — EE{CH(T I’} scribed by (50), for optimality of the greedy admission policy
, €1 , become increasingly weak.
=coT — —\iT
M1
>0 47) V. CONCLUSION

In this paper, we presented an approach to connection admis-
wherea, (7') is the number of arrivals of type-1in ¢+7'). The sion control for a single-hop multiservice wireless network with
first inequality holds because the number of type-1 connectio@®S requirements. In general, a connection admission control
admitted in the time intervak(¢ + 7’) is bounded by the total strategy creates a complicated two-way coupling between the
number of the arrivals of type-1 connections in that intervgbhysical layer, i.e., QoS, and the network layer, i.e., the optimal
Sincea, (7') is independent of service time of the connection®source allocation. Our approach proposes a decomposition of
in the system, we use Wald’s lemma to get the third equalityhe problem into two subproblems: admission region construc-
The fourth equality follows directly from the assumption on thdon and generalized knapsack scheduling. The result of such
rate of arrivals, and the last inequality holds because of (34).decomposition is reducing the interaction of the two layers into
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