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Road-Sign Detection and Tracking

Chiung-Yao FangAssociate Member, IEEESei-Wang ChenSenior Member, IEEEand
Chiou-Shann FuhMember, IEEE

Abstract—in a visual driver-assistance system, road-sign detec-  In experiments, traffic-scene images were taken in all condi-
tion and tracking is one of the major tasks. This study describes an  tions, such as sunny, shady, rainy, cloudy, and windy, as well
approach to detecting and tracking road signs appearing in com- as all locations, including freeways, expressways, highways,

plex traffic scenes. In the detection phase, two neural networks are boul d treet d t ds. Th fact invol
developed to extract color and shape features of traffic signs from oulevards, streets, and country roads. 1hese factors invoive

the input scenes images. Traffic signs are then located in the imagesconsiderably varied lighting conditions and backgrounds. While
based on the extracted features. This process is primarily conceptu- road signs are comprised of particular colors, the various out-
alized in terms of fuzzy-set discipline. In the tracking phase, traffic - door environments affect the perceived colors of road signs. In
signs located in the previous phase are tracked through image se- addition, moving objects, such as trucks, cars, motorcycles, bi-

quences using a Kalman filter. The experimental results demon- | d pedestri iall lud dsi d
strate that the proposed method performs well in both detecting ¢YC'€S, and pedestrians, may parially occiude road signs and,

and tracking road signs present in complex scenes and in various therefore, transiently modify the visible shapes of road signs.
weather and illumination conditions. Moreover, complex backgrounds, e.g., miscellaneous buildings
Index Terms—Fuzzy integration, hue, saturation, and intensity and.ShOp Sign§, also increase the difficulty of gutomatically de-
(HSI) color model, Kalman filter, neural networks, road-sign de- tecting road signs. For these reasons, the reliable detection of
tection and tracking. road signs from such varied scenes becomes rather challenging.
Recently, many techniques have been developed to detect
road signs [1]-[8]. Most deal with single images with simple
backgrounds [9]-[13]. Lalonde and Li [12] reported a color-in-
OAD SIGNS are used to regulate traffic, warn drivers, andexing approach to identifying road signs. All models of road
provide useful information to help make driving safe angigns were first described in terms of color histograms. Iden-
convenient. In order to make clear which of these different kindi¢ying a road sign extracted from an image was accomplished
of information is being provided by any particular sign, severdly simply comparing its color histogram with those prestored
very different basic design styles are used for the signs. Thése database. However, their method failed to account for the
differences are based on unique shapes and colors. Tables Istngttural evidence of road signs. Escalera and Moreno [9] com-
Il illustrate the meanings of various colors and shapes for sighiied colors and shapes to detect road signs. First, they used
used in Taiwan. While the design and use of road signs haslor thresholding to segment the input image. They then ex-
been long established, they do not provide a perfect solutiracted special color regions, such as red and blue, from the
to making driving safe, in part because of the fact that drivelisiage. Second, specific angle corners, including &0d 90,
are only human. For example, many accidents have been caugeee used to convolve with these special color regions. Finally,
by the failure of a driver to notice a stop sign, either due tota examine which corners constituted a fixed shape road sign,
lack of paying attention at a critical moment or due to adversiee shapes of road signs were used. Unfortunately, the number
conditions that impede visibility. At night, drivers are easily disef corners in an image grows rapidly with increasingly complex
tracted or blinded by the headlights of oncoming vehicles. In bagffic scenes and this, in term, greatly increases the computa-
weather (e.g., rain, snow, and fog) road signs are less likely th#gnal load on the system.
normal to attract a driver’s attention. All these situations make Piccioli et al. [14] also incorporated both color and edge
driving more difficult and can, therefore, lead to more traffic adnformation to detect road signs from a single image. They
cidents. Computer vision systems are increasingly being ussidimed that to improve the performance, their technique could
to aid or replace humans in the performance of many tasks k- applied to temporal image sequences. We agree with their
quiring the ability to see. It is the purpose of this paper to deonclusion. In fact, the detection of road signs using only
scribe such a computer vision system that could be used to notifisingle image has three problems: 1) to reduce the search
a human driver to the presence and nature of road signs.  space and time, the positions and sizes of road signs cannot be
predicted; 2) it is difficult to correctly detect a road sign when
Manuscript received August 2000; revised August 2002. This wol€mporary occlusion occurs; and 3) the correctness of road
was supported by the National Science Council, R.0.C., under Contr&tgns is hard to verify. By using a video sequence, we preserve
NSC-89-2218E-003-001. information from the preceding images, such as the number

C.-Y. Fang is with the Department of Information and Computer Educa- . . . . .. .
tion, National Taiwan Normal University, Taipei, Taiwan, R.O.C. (e—mailof the road signs and their predlcted sizes and positions. This

violet@ice.ntnu.edu.tw). information increases the speed and accuracy of road-sign
S.-W. Chen and C.-S. Fuh are with the Department of Computer Science gighection in subsequent images. Moreover, information sup-

Information Engineering, National Taiwan Normal University, Taipei, Taiwan, ,. . . . e

R.O.C. plied by later images is used to assist in verifying the correct

Digital Object Identifier 10.1109/TVT.2003.810999 detection of road signs, so that detected and tracked objects

. INTRODUCTION

0018-9545/03$17.00 © 2003 IEEE

Authorized licensed use limited to: National Taiwan University. Downloaded on March 13, 2009 at 04:42 from |IEEE Xplore. Restrictions apply.



1330 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 52, NO. 5, SEPTEMBER 2003

STANDARD ROAD-SIGN BACKGROUl:erACB:(ISELEOR!S AND THEIR MEANINGS IN TAIWAN

Color Meaning

Red Prohibition and warning

Blue Directive

Green Guidance and mileage
Orange Construction and maintenance
Brown Recreation
Yellow Warning

White Auxiliary

TABLE I
STANDARD ROAD-SIGN SHAPES AND THEIR MEANINGS IN TAIWAN

Shape Meaning
Circle Prohibition
Equilateral triangle, pointing up Warning
Equilateral triangle, pointing down Yield
Octagon Stop
Diamond Construction and maintenance
Rectangle Regulation and guidance

that are not road signs can be eliminated as soon as possib&thod to verify the candidates for road signs. Section VII
and, thus, reduce the burden on the processor. Thus, we belidemonstrates the experimental results with real images and
the video sequence provides more valuable information f8ection VIl offers concluding remarks and recommendations

road-sign detection than does a single image. for future work.

Aoyagi and Asakura [15] used genetic algorithms to detect
road signs from gray-level video images. They first transformed [I. OUTLINE OF ROAD-SIGN DETECTION AND
parameters (position, size, etc.) of road signs into 17-bit genes. TRACKING SYSTEM

Initial seed genes in the original generation were automatically o¢ he video-equipped car moves along the roadway, the
provided and then crossover and mutation operators were 6z e sizes of objects along the roadside as seen by the video
ployed to generate next-generation genes from the seeds. Afliiera increase and get clearer until they move out of the
ness function was utilized for measuring the quality of all gengg|q of view. Road signs begin as small, indistinct images, but
in one generation; then, by an elite preservation strategy, dntinually increase in size until they are quite obvious and
genes were selected as seed genes. In their experiments, aftgyf; Along the way, any given sign will pass through a large
150 generations, the process of evolution is complete. Thatrignge of sizes. This makes it possible to design a detection
the high-fitness genes were then assumed to represent road siglfem that is sensitive to some particular image size; this is
in the image. Unfortunately, their method did not guarantee thit method we adopt. We call this particular image size the
a maximum fitness gene always represents a road sign. In gfial size. Detection merely represents sensing a general class
dition, only circular road signs within scene images could §f road sign, e.g., warning, whose members have some basic
detected and no tracking technique was used to improve the pgfmmon characteristic, such as shape and primary color. Our
formance. database of recognized road signs is based on a selected initial
In this study, color video sequences are employed to detegie. When the image size of a road sign matches its initial size,
the road signs in complex traffic scenes. A tracking techniquiegets detected.
the Kalman filter, is used to reduce the search time for road-After an initial detection, a Kalman filter is used to track a
sign detection. The outline of our road-sign detection systesign until it is sufficiently large to be recognized as a specific
is presented in Section Il. Section Il addresses the methastandard sign. The Kalman filter is used to predict the approxi-
of detecting color and shape features. In Section IV, a proceaate location of the sign in future video frames. Both detection
characterized by fuzzy-set discipline is introduced to integragéed tracking are constantly at work since there are often mul-
information derived from the incoming video. Section V distiple signs in any given frame, but at different stages of the de-
cusses our use of the Kalman filter. Section VI includes a simpkection/tracking/recognition process.
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Fig. 1. Outline of the road-sign detection and tracking system.

Candidate road signs

Fig. 2. An example of the road-sign detection process. (a) Original input image. (b) Color feature map of input image. (c) Shape feature map wh#uyeinput

(d) Integration map of color and shape features. (e) Result after the integration step. (f) Result after the verification step.

Fig. 1 illustrates the outline of our road-sign detection anH® . Fig. 2(a) shows an example of a road sign (no right turn)
tracking system. Once a color ima§é&) [Fig. 2(a)] of a video that keys off the red rim. Fig. 2(b) presents the color feature map
sequences enters the system, the imagé&) is converted into generated by the color-feature extraction neural network. The
hue, saturation, and intensity (HSI) channels with only the hibeightness of each pixel in the map designates the possibility of

values of specific colors used to form the hue ima&f&. With  being the center of a road sign based on color information.

a two-layer neural network, the color features defined as theSimultaneously, an edge-detection method is applied to ac-
centers of specific color regions are extracted in parallel froquire gradient values in specific color regions to construct the
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edge imageZ (). Again, using a two-layer neural network, the
shape features, as for the color feature, defined as the centel
certain fixed shapes, are extracted in parallel fi6ffi. Fig. 2(c)
presents the output of the neural network, which is referred
as the shape feature map for Fig. 2(a). The brightness of ei
pixel in the map denotes its possibility of being at the center p(ij)
a road sign.

Fig. 2(d) shows that the color and shape features are in Fully Excitatory "y -,
grated using a fuzzy approach to form an integration map. Aft Connection °
finding the local maxima in the integration map, specific cand
dates for road signs are located by thresholding these maxit
as shown in Fig. 2(e). Finally, after a simple verification stej
the positions and sizes of road signs are output [Fig. 2(f)] al
recorded in our system to be tracked.

Conversely, in the tracking phase, to predict suitable paran
ters (image location and radius of sign) in the following image,

the Kalman filter combines the detection results of imS@’é Fig. 3. Sketch of the neural network for color (or shape) feature detection,
where ¢, 7) is the position of neurop on the output layer(, 7) is the position

(the parameters of road signs) with the input vehicle speedofteuron; on the input layer, ang; ., is the weight between neuropandy.
time ¢t. The results are then used to update the system parame-

Inhibitory

Connection
Output Layer

m X n Neurons

Input Layer

mx n Neurons

ters and improve the efficiency of detection. The red, green, and blue (RGB) color value of an image pixel
is transformed into the hue value. The saturation and intensity
[ll. FEATURE EXTRACTION are not needed. The color valuesq, b) of a pixel at ¢, [) in the

In our system, two neural networks are developed to extradlo g€ are |_nput to neurayik, I) on t_he Input Iay_er. l.f a specific
color C', with hue valueh,., used in a road sign is extracted

color and shape features. Both of these neural networks are con . .
P ﬁom the input image to detect a color feature, then the output

structed from two layers of neurons, one for input and one fo ' .
Y ' P f neurong is calculated from the equation at the bottom of the

output. The number of neurons in each layer is the same as %A%e is the hue of the pixel at.(). Note that the range df

number of pixels in the input image. The synapses between 81 etween—180 to 180 degrees and the outpubf neuron

. ; IS
input and output layers are fully connected. Fig. 3 presentsq:ilS then in the range [0,1]. Neuranoperates as a similarity
function, i.e., the more similar the color of an image pixel is to

sketch of the neural networks.
color C, the larger its output value.

The weighted output of neuranin the input layer is applied

Road-sign detection is more difficult under adverse weathrneurory in the output layer. Depending on the shape of a road
conditions despite the fact that road signs are mainly compos#gn, the weightsvy,; ;; betweery(k, ) andp(i, j) are set dif-
of distinct colors, such as red, green, blue, and orange. Thefigrently, since the shape information will increase the accuracy
fluence of outdoor illumination, which varies constantly, cann@f color-feature detection.
be controlled. Thus, the measured color of a road sign is alwaysl) Circular Signs: Fig. 4 shows a circular sign with a red
a mix of the original color and whatever the current outdodim. Let R be the average radius of the rim afdbe its half
lighting is. Moreover, the paint on signs often deteriorates withidth in the image. Weightv ;; is then defined as

A. Color-Feature Extraction

age. Thus, a suitable color model for road-sign detection is se- ﬁ7 f R —T. <d <R +T.
lected in this paper. T e fd <R _T @
We believe the HSI model is suitable for road-sign detection o rd, | Ge S fle = e
0, otherwise

since it is based on human color perception [11] and the color
used for road signs is selected to capture human attention. Ligitered. = /(i — k)2 + (j — [)2. R. — 1. andR. + 1. are
(sun or shade) and shadows influence the values of saturatiiee inner and the outer radii of the red rim. Notice that location
and intensity. On the other hand, hue is largely invariant to sugh ) of neuronp represents the center of the circular road sign
changes in daylight [11]. For this reason, hue was chosen for tie are focusing on and locatioh, () of neurong represents the
color features in the road-sign detection system. position of the pixel within the inputimage. If pixet (/) falls in

. 360 — |h — A
o 360

180 . — 3[(r=g)+(r=b)] i
20 cos™ { i f o) >0

180 o —1 3[(r=g)+(r—b)] ;
I {[(r—§>2+<r—b><g—b>]l/2 } , g =0) <0

whereh =
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T, be the width of the white margim,; = (V2 — V2/2)R,,
andd,, = (V2+ V2/2)R,. Then, weightwy, ;; can be
defined as the equation at the bottom of the page.

Next, for every neuromp in the output layer, the net input to
neuronp is calculated by

net; = Z Z TRIWELij
!

k
where indices and! cross all connections from the input layer
to neuronp.
Finally, the output of neurop is

Fig. 4. Shape of circular signs. Yij = f('n«etij)

wheref denotes the transfer function of neureand is gener-
ally implemented by the sigmoid function. In brief, the output
value of neuror indicates the possibility of a road sign with a
aenter atq, 5).

theredrimR.—T. < d. < R.+1T.), the weight s positive. So,
if the hue value of pixelXk, ) is similar to that of the red color
and the output value of neurong is large, then the neurgm
will be greatly excited. The more red pixels that fall in the re
rim region, the greater the possibility that there exists a circulgr
red-rimmed road sign whose center is@ag}.

Now, if the distance between pixet,() and the center of
the road sign is smaller than the inner radius of the road si

Shape-Feature Extraction

Road signs have simple geometric shapes (see Table II), in-
lyding circle, rectangle, octagon, and equilateral triangle. Since

(d. < R. — T.), then the weight is negative. So, if there ard® shape does not vary regardless of weather or lighting condi-

many red color pixels appearing inside the red rim, nepreiil  1ONS, itis & robust feature that we can exploit. _

be heavily inhibited, since the interior of the red-rimmed road /" Particular, shape information assists in eliminating unsuit-
signs are typically white and black. Therefore, (1) can guide tR@I€ color feature points, such as the pixels of a “red” building
extraction of the color features; thatis, the location of the centéts@ Ted” car (i.e., alarge “red” region that is not a road sign).
of the circular road signs having a special-color rim. Shape information is still very reliable in road-sign detection

2) Triangular Signs: Fig. 5 shows two triangular signs with 9€SPite potential occlusions or damage to some signs.
red margins. Let}, be the half width of the red margingR, /2 Edges are the fundamental elements that form shapes. Thus,

be the average height of the triangles, again in the image, 418 Neurons on the input layer of the neural network for shape
d; = (j —1). Then weightoy_;; for upward-pointing triangular feature detection act as an edge detector.it @t ¢) indicate the

signs is defined as (2), shown at the bottom of the page. The d&fZB color values of pixelk, /) in the color image and input to
inition of weightuwy,_;; for downward-pointing triangular signs "€uror on the inputlayer and letdenote the output of neuron

is the same as (2) except with = (I — j). g- Then
3) Octagonal Signs:Fig. 6 shows a red octagonal sign =/ (Ing — Te—11)2 + (Tt — Tni—1)?
whose center is ati(j), with a white margin. LetR, be the (r+g+b)
distance from the center to one of the corners of the red octagon2nd/ = 3 3)
(1, if—(&+T) <d <—(%-T)
-1, if— (% -T) <d < (£ —21)
1, if(k—i)>0,V3(i—k)+ R, —T,<dy <V3(i—k)+ R, +T;
Wkij = § —1, if(k—14) >0,V3(i —k)+ Ry — T} > dy > /3(i — k) + Ry — 2T} (2)
1, if(k—4)<0,V3k—9)+R —T, <dy <V3(k—14)+R +T,
—1, if(k—14)<0,V3(k—14)+ R =Ty >di > V3(k —14)+ Ry — 2T}
L 0, otherwise

1, |f(|k — Z| <dj,iandl,, — T, < |l —Jl < doz) Or(|l — _]| <dj,ziandl,, — T, < |k — Ll < doz)
or(deyy < |k —i| < dopandk —i| =T, < [l — j| < [k —14|)

, f(|k—i| < dsiandl,s < |l — j| < doa + T,) Or(|l — j| < dprandiyy < |k —i| < doo + Tp)
or(dyr < |k —i| < dogandk —i| < |l —j| < |k — |+ T,)
otherwise.
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(a) (b)

Fig. 5. (a) Shape of equilateral triangular signs (pointing up). (b) Shape of equilateral triangular signs (pointing down).

tracts the shape features that correspond to the centers of road
" 2R signs having two concentric circle edges.

2 Similar to the weight definition of detecting the color fea-
tures, we can define the weights to detect the shape features of
the triangular and octagonal signs.

IV. FEATURE INTEGRATION AND DETECTION

In this section we describe a fuzzy approach to integrating
the extracted shape and color features. Here, a fuzzy approach
is proposed for this purpose.

For every pixel {, ) in the input image, the membership de-
greeu(i, j) of the pixel belonging to a road sign is defined as

T,

- We X yZ/l/ Wg X y,;?n/nl
VA =
wiij) = —p =2 D.+e
Fig. 6. Shape of octagonal signs. where  y¢,, = maxx nyen,; (Yi); De =
\/(7’ - kl)Q + (] B l/)Z, and yfn’n’ = ma‘x(m,n)GNij (yfnn)’

Equation (3) could be replaced by any other edge-detectién = /(i —m’)2 + (j — n’)2. Note thate is a small positive
equation, including Roberts, Sobel, or Laplacian. Actuallgonstant that avoids division by 0. Heng, is the output of
locating all of the edges in the image is unnecessary, since onuron §,1) on the output layer of the color-feature-detection
specific colored edges are required. neural network,ys . is the output of neuronng,n) on the

Let e be a tolerance depending on the method of edge detectput layer of the shape feature detection neural network, and
tion. Then the weight between neurgron the input layer and ;; indicates the set of neurons that are neighbors of neuron
neurorp on the output layew,; ;; can be defined as follows. (¢, 7), including itself. Thus,y;,,, and y; ... represent the

As Fig. 4 depicts, let the definitions di., 7., andd. be the maximum color and shape feature outputtat{’) and ¢n’, n’),
same as in (1). Then the weight, ;; is defined as shown in (4) respectively. Furthermorey. andw, are the weights of color
at the bottom of the page. and shape features. In this study, wewsgt w, = 0.5.

If pixel (k, ) falls on the edge of the red rim, then the weight If (£',l') = (m’,n’) = (4,7), the color and shape features
is positive. Also, if the edge magnitude of pixél (), which is are both at the same position {), thenD. = D, = 0 and the
the output value: of neurong, is large, then neurop will be  value of membership functiop(i, ) will be very large. This
excited by the positive weight and the largeTherefore, the means that both the color and shape information confirm a road
more edge pixels that fall on the edge, the higher the possibiliign centered at (j). On the contrary, ifD. or D, increases,
of having a circular road sign with center &t (). then the value of membership functipi, j) will decrease.

Onthe other hand, where edges do not exist, the weight is negSince an image may include more than one road sign, the local
ative. Neurorp will be inhibited if there are many edge pixelsmaximum of the membership function in subregions is selected
appearing in the nonedge area of a road sign. Therefore, (4) &xdetect centers of road-sign candidates. Let the initial size of

=1 fR.—T,+e<d.<R.+T,—¢

27d,
Wilij =\ 5o, KR.—T.—e<d.<R.—T.+cOtRe+T.—c<d. < R.+T.+¢ (4)
0 otherwise.

)
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Image Plane (#+1)

Image Plane (¢) vAt | d@)

Fig. 7. Model to predict image parameters of road signs.

road signs be; the locations of road signs is then defined aandt + 1, respectivelyd(¢) andd(t + 1) are the distances be-
shown at the bottom of the page, whéfeis a threshold that tween the road sign and the camera axis ahd¢ + 1 in the
helps prevent the detection of weak candidates. If the outputddfection of travel of the vehicle. Referring to Fig. 8, we have

L(4,j) is 1, then there is a high possibility that there is a road R, d(t+1)
sign centered ati (7). T+ 1) = 7 and
R, d(t d(t+1)+vAt
V. TRACKING () :% = % (5)
In the tracking phase, we assume that the speed of the vehiglgm these, we obtain
and the physical sizes of road signs are known. If a road sign R fR(t)
appearing in imagé®) of a video sequence has been detected, R(t+1)= —" >~ _ (6)

it can be utilized to predict the size and position in the following R f - R(t)vAt

frames. This reduces the search time and space needed for 184Sing (6), we can predict the radiug + 1), which the road
cating the same road sign in the next frasfét?). For pre- sign should have in the next frame.

dicting the location and size parameters of aroad sign, we chose o

to implement a Kalman filter. The road signs will be continuB- Position Prediction
ously tracked until they have been recognized by the road-sigrLet X be the lateral distance between the road sign and the
recognition system. However, the recognition system is not disamera axis and(t¢) andz (¢ + 1) be the horizontal distances

cussed in this paper. A paper describing the recognition systemthe image plane between the road sign and the center of the

has been separately submitted for publication. image att and¢ + 1. Then
Since the angle between the viewing direction of the camera X d(t+1)
and the moving direction of the vehicle is small and, to compute 2+ 1) = 7
the values of parameters, the projected sizes and positions of X 4 y
T - : L X d(t) _d(t+1)+vAt
road signs is for prediction purposes, an approximate derivation and = = (7
for the parameters can be as follows. z(t) f f
From (5) and (7), we obtain
A. Size Prediction r(t+1 R.f
e o e =" - L
As Fig. 7 illustrates, lef?,. be the physical radius of the cir- r(t) rf =t

cular road signf be the focal length of the camera, anbde the From (8), we can estimate the position of a road sign projected
speed of the vehicle(t) andr (¢t + 1) represent the horizontal on the image at+ 1. The verticaly position of the road sign in
projection of the radius of the road sign in the images at timeshe image can be estimated using a similar method.

L(L ): 17 Ifu(L7J)ZN(LlJl)forallt_% Sll §L+%/J_% SJl SJ+%andM(L7J)>U
+J 0, otherwise
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—

Initial estimates
for §; and Pp

Time Update (“Predict”) Measurement Update (“Correct”)
(1) Compute the Kalman gain
(@8] PI;OieCt the staie ahead Kk — Pk— HZ (Hk Pk_ng + Nk )—]
Sk+1 = AgSk + Buy (2) Update estimate with measurement zj

(2) Project the error covariance ahead A A A
Sk =Sk + Ky (2 = HySk)

— T
Pyy1 = Ax By Ak + 0O (3) Update the error covariance
’\ Py =(I-KyHp)P

C. Determination of Parameters The image parameters of the road signB.,(., R,

The Kalman filter is a popular state estimation tool and Fig. B+ % ) are recalculated each time the Kalman filter updates
[16] illustrates its operation. There are two sets of equatiorfs,¥: @1dr. These parameters of road signs provide information
one for time update and one for measurement update. The ﬁfg{,detectlng and verifying signs in the following image.
shown on the left and known as “predictor” equations, estimates
the succeeding state and error covariance. The second, shown
on the right and labeled “corrector” equations, computes theThe above integration step inevitably detects false road-sign
Kalman gain and corrects the state and error covariance.  candidates. Our system tracks all these candidates until their

In these equations;;. represents the state vectsf, thea radii are large enough to allow verification. Once the radius of
priori state estimate at stdp ands, thea posterioristate es- a candidate in the image is larger than 10 pixels, two rules are
timate. P is thea posterioriestimate of the error covarianceapplied to verify whether this candidate is a road sign or not.
and P, is thea priori estimate of the error covariance, is If it passes verification and is large enough, our system will
the measurement vectdiy is the transform matrix betweef  call another recognition system to recognize the candidate. If it
ands;, andAy is the transform matrix betwee ands, 1. K passes but is still to small, our system continues to track it until
represents the Kalman gaiR.is the weight matrix of the con- it is large enough to pass to the recognition system. However, if
trol input. uy, is the control input, but this is just set to the zerghere is not enough information to verify the candidate, then our
vector here N, and Q. are the variances of the measuremenjystem waits for more information from the succeeding frames.

Fig. 8. Operation of the Kalman filter [16].

VI. VERIFICATION

noise and the process noise, respectively. Our system will remove a candidate if there is not enough infor-
We define the state vecter the measurement vecterand mation to verify it in five successive frames.
transform matriceg¢/ and A as All of the pixels inside the candidate are classified into one
T of several predefined colors. These predefined colors are those
s Y colors used in the various road signs that we wish to recognize,
ﬁ such as red, blue, white, and black. Pixels not matching one of
1 these colors are marked as “don’t care.”

if a pixel is gray, it does not work well. So, if the g, andb
values of a pixel are approximately the same (érg-,g| < 10,

|b — g| < 10, and|r — b| < 10) then without computing its
hue the pixel is assigned immediately to either the “white” or

r ] The hue channel can be used to classify color pixels; however
0
1
0
0

1 0 0
0 0 0 “black” class.
H = 0 10 Based on the results of color classification, the authenticity
L0 0 1 of road-sign candidates is verified. The two rules for road-sign
- 1 0 0 0 verification are as follows.
1-fopr(t-1) ) 1) The area proportions of various colors within the same
A(t) = 0 1-#2Lr(t—1) 0 0 r_oa_d s_ign are fi>_<ed. For example, Fig. Q(a) shows_a speed
0 0 1 ﬁiaq) limit sign in whlch_ the red area occupies approximately
0 0 0 erl 50% of tht_a road sign and white occupies nearly 25%._
- ) 2) All road-sign shapes are symmetrical about the vertical
axis, as are most of the major colors within signs as well.
where f is the focal length of the camera,is the vehicle ve- Fig. 9(a) shows an example of the center of gravity of the
locity, R, is the radius of the road sign, add is the time in- red area, which should be very close to the physical center
terval for updating. of the road sign.
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© @ 0

(a) Type 1 (b) Type 2 (c) Type 3 (d) Type 4 (e) Type 5

Fig. 9. Examples of different types of road signs.

TABLE I
VERIFICATION RULES FORVARIOUS ROAD-SIGN TYPES (REFER TOFIG. 7)

Road Sign Type Conditions
Type 1 o o
C'sign ~ Cvredz thite and Pred’z 50% and Pwhite ~25%
Type2 Csign ~ Chiue = Cwhite and Pppe ~50% and Pyypire #25%
T¥Pe3 o Crea Cone and Preas60% and P ~30% and Piaei 0%
Type 4 Csign ~ Cream Cyhire and Prea~15% and Pypiret Ppiack ~ 85%
Type 5

Cwsignz red = Cywhite and Preax15% and Pyhite +Ppiack~85%

Csign: center of gravity of all pixels in road sigfi.ea (Chiue, Cwhites Chiack ): Ce€Nter of gravity of red (blue, white, black) pixels
in road Sign.Pred( Phlues Pwhites Phlack): @rea proportion of red (blue, white, black) pixels in road sign.

©) Sh T ) ) T

Fig. 10. Experimental results with video sequenige The first 15 frames of this sequence are shown in (a) to (0). The size of each image<32(ixels
and the time between two successive images is 0.2 s.

For verification, we use only a few rules, which are listed in VII. EXPERIMENTAL RESULTS
Table Ill. Fig. 2(e) demonstrates the result after the integration
step is applied to Fig. 2(a). It can be seen that there are eightn our experiments, video sequences from a camcorder
road-sign candidates within this image. After the verificatiomounted in a vehicle were used for the input to our system.
step, though, only one candidate sign is left, as Fig. 2(f) showihe video sequences were first converted into digital images
Clearly, the verification rules prove greatly beneficial in elimiusing Adobe Premiere 5.1. The size of each image i$3200
nating false road-sign candidates. pixels and the time between two successive images is 0.2 s.
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(k) ' 0) (m) (n) ' ©)

Fig. 11. Experimental results with video sequence S2. The first 15 frames of this sequence are shown in (a) to (0). The size of all imag2405829s and
the time between two successive frames is 0.2 s.

(© o @ T

Fig. 12. Experimental results with video sequersge

Fig. 10 shows the experimental results with sequeficevhere signs too late expends too much time to track very many candi-
only 15 frames of the sequence are shown. dates. Thus, we verify a road sign only when its radius is larger
Consider the first frame of the sequence. All red circular rodtan ten pixels.
signs (and some other objects) with radius of eight pixels haveOur system can tolerate several tracking mistakes. That is,
been detected from the computed color and shape features. Afftex road-sign candidate is overlooked within an image, then
detection, the Kalman filter corrects the estimates of the curretgtected position and size are replaced by estimated position and
parameters§) of the road signs and predicts the parametesize, as predicted by Kalman filter from previous images, until
(5, ) inthe following frame. Therefore, only the neighborhoodi has been detected again. However, if a road-sign candidate is
of the estimated centers, rather than the entire image, need téds¢ in five successive frames, then it is dismissed.
examined in order to track the road signs. Fig. 10(a) R. = 8, T. = 1 pixels,U = 0.5) shows that there
If a road sign is large and clear enough, accurate verificatiane three road-sign candidates detected by our system. How-
results can be obtained, since the larger the road sign, the mever, two of them are partially occluded in the succeeding image
complete information it provides. Alternately, verifying the roadFig. 10(b)]. This causes a tracking error, since the actual road
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Fig. 14. Experimental results with video sequersge

sign cannot be correctly detected. However, the sign was recovFig. 14 shows an example of road-sign detection and tracking
ered later [Fig. 10(c)]. Fig. 10(d) confirms that the road sign &t night. Comparing Figs. 13 and 14, we can see that the perfor-
correctly detected, despite partial occlusion in a few frames. Theances are the same during both day and night because road
road-sign candidates were verified at the fifth image [Fig. 10(9]gns are also bright at night. Fig. 14(d) shows that a road sign
of the sequence. However, since there is only one true canchn also be detected even it appears in an image with obvious
date, verification does not affect this image. Comparing frameamera vibration. From Fig. 14(g) and (h), we can observe that
(d) and (e) in Figs. 11, 12, and 13, the effects of verification caometimes road signs may specularly reflect light, but this situ-
be observed. ation does not affect the correctness of detection.

Fig. 11 illustrates that our system also works when two Fig. 15 shows several examples of detecting other types of
different types of road signs exist in the same image. For clarityad signs, including octagonal and upward and downward
of presentation, the road signs are all boxed. Figs. 12 and dd@nting triangular road signs. These images were taken under
illustrate some partial experimental results with a clutteradirious weather conditions using different still digital and video
background. Here, the red road signs are delineated withmeras. Notably, even though some of the road signs are on a
blue boxes. These examples demonstrate that our road-digight background, the detection results are still correct.
detection system can also be applied to extract road signs wittRunning on a Pentium 4 PC (1.0 GHz), our program detects
various cluttered backgrounds. all road signs in an entire image (32@40 pixels) in approxi-
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Fig. 15. Some examples of road-sign detection using still and video images.

mately 1-2 s, depending on the number of road-sign candidafies shape features. To extract road-sign candidates, a fuzzy
and the projected size of road signs in the image. However, oraggroach was introduced, which integrates the color and shape
a candidate is detected, the time for tracking and verifying fisatures. The output of feature integration is used to detect the
much faster, about 0.1 t0 0.2 s, depending on the number of cpresence, sign, and location of road signs and candidates. A
didates. Kalman filter is then used to predict their sizes and locations
One or two seconds to detect a sign is, of course, too slaw.the following frame, which significantly reduces the search
So, we tried a simple modification to speed it up. To reduce tispace for already detected objects. When an candidate sign
search time for detection, the input images were subsampled&romes large enough, it is then verified to be a road sign or,
80 x 60 pixels. Our system successfully detected the road sigh# fails on five consecutive frames to be verified, it is then
with a radius of approximately three pixels in the subsampleliscarded. Also, as new images come into the system, they also
images, equal to 12 pixels in the original images. The detectiandergo a search for new road-sign candidates using a fixed
time is reduced to about 0.3 s. The next section discusses a@dpixel radius pattern. Any newly detected candidates then go

tional ideas for the reducing detection time. through the above process.
Experimental results indicate that our system is both accurate
VIIl. CONCLUSION and robust. However, the large search space demands much time

This paper describes a method for detecting and tracki
road signs from a sequence of video images with clutterg
backgrounds and under various weather conditions. Two neLHH]
networks were developed for processing features derived from1) As the vehicle moves the camera forward, any new road
a sequence of color images, one for color features and one sign will appear only in the vicinity of the vanishing point

detecting new road-sign candidates. Finally, in addition to
bsampling, other ideas to reduce the search space and search
e include the following.
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2)

3)

We hope that our future system can detect and track road sit

of the road (Fig. 11). If the position of the road in the [13] W. Ritter, “Traffic sign recognition in color image sequence, Airoc.
image can be previously determined (e.g., using roadway _ Intelligent Vehicles Sympl990, pp. 12-17.

d . h h h f d si 14] G. Piccioli, E. D. Micheli, P. Parodi, and M. Campani, “A robust method
EteCt'on)' then the search space for road signs can be for road sign detection and recognitiofifiage Vision Computvol. 14,

reduced significantly. pp. 208—223, 1996.
In three situations (FigS. 12_14) the road does not adJ.S] Y. Aoyagi and T. Asakura, “A study on traffic sign recognition in scene

in the i t all. H the hori tal ed image using genetic algorithms and neural networks,Piac. IEEE
pear In the image at all. However, the horizontal edges 22nd Int. Conf. Industrical Electronics, Control, and Instrumentation

of buildings guide us to discover the vanishing point and (IECON), vol. 3, 1996, pp. 1837-1843.

from this we can calculate the possible region in whichl16] G. Welch and G. Bishop. (1999) An introduction to the Kalman filter.
new road signs will appear [Online]. Available: http://www.cs.unc.edu~welch/ kalmanintro.html

Since the neural networks can operate in a parallel
fashion, to reduce the search time, more than one CPU

could be employed to implement the feature-extraction
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