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Analysis of Generalized Selection Diversity
Systems in Wireless Channels

A. Annamalai, Member, IEEE, Gautam Deora, and C. Tellambura, Senior Member, IEEE

Abstract—Motivated by practical considerations in the design
of low-complexity receiver structures for wideband cellular code
division multiple access, millimeter wave, and ultrawideband
communications, the study on the generalized selection combin-
ing (GSC) receiver that adaptively combines a subset of M
“strongest” paths out of L available paths has intensified over the
past few years. This paper derives concise analytical expressions
for the moment generating function (MGF) of the GSC(M, L)
output signal-to-noise ratio when the fading statistics are indepen-
dent and identically distributed. The novelty of this mathematical
framework in computing the MGF relies on the fact that it allows
all common multipath fading channel models (Rayleigh, Rician,
Nakagami-m, and Nakagami-q) to be treated in a unified sense. It
also leads to a much more computationally efficient formula than
those available in the literature and is valid for any combinations
of M and L values. Using these newly derived MGFs, a unified
error probability analysis for many coherent and noncoherent
digital-modulation/detection schemes in a myriad of fading envi-
ronments was provided.

Index Terms—Coherent receiver, digital communications,
diversity methods, quadratic receiver, reduced complexity receiver
structures.

I. INTRODUCTION

THE generalized selection combining (GSC) scheme aims
to mitigate the detrimental effects of deep fades expe-

rienced in wireless channels by applying an optimal linear
combining rule to a subset of the “strongest” available diver-
sity paths, thereby reducing the receiver complexity and cost
(i.e., fewer electronics and lower power consumption). If the
branches are coherently combined before signal detection, then
we refer the diversity combining scheme as coherent GSC [1].
In noncoherent GSC [2], noncoherent combining of diversity
branches is implemented after signal detection.

The GSC receiver merits consideration in a numerous prac-
tical applications. For example, in wideband code division
multiple access (CDMA) and ultrawideband communications,
the number of available correlators will limit the number of
multipaths that can be utilized in a typical rake combiner. It also
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reduces the complexity of implementation for antenna arrays in
millimeter-wave communications and improves the throughput
performance of packet radio networks employing “selective
packet combining.” Performance analyses of the coherent and
noncoherent GSC receivers are also important from a theoret-
ical viewpoint because GSC(1, L) and GSC(L,L) are simply
the classical selection combining and maximal-ratio combin-
ing (coherent detection) or postdetection equal-gain combining
(noncoherent detection) receiver, respectively.

Previous studies on GSC have been limited to only the
Rayleigh [1]–[9] and Nakagami-m channels [10]–[15]. While
a Rayleigh model may be appropriate for macrocells, it is cus-
tomary to model the fading signal amplitudes in microcellular
and picocellular environments such as Rician distributed since
the propagation paths usually consist of one strong direct line-
of-sight component and many random weaker components. The
appropriateness of this model has been validated by numerous
field measurements. Moreover, Stein [17] and several other
researchers have shown that the Nakagami-m approximation
for a Rician random variable (RV) suggested by Nakagami [18]
tends to overestimate the receiver performance, particularly at
large SNRs, owing to the fact that the tails of the Rician and
its Nakagami-m approximation1 distributions do not fit very
closely.

Despite the above reasons, performance analyses of both
the coherent and noncoherent GSC(M,L) receivers in Rician
multipath fading channels are not available in the literature. The
primary difficulty stems from the fact that the ordered SNRs
γ(k) [obtained after rearranging the SNRs of all the L diversity
branches γ1, γ2, . . . , γL in descending order, such that γ(1) ≥
γ(2) ≥ · · · ≥ γ(L)], because of the inequalities among them,
are necessarily dependent. Consequently, finding the moment
generating function (MGF) of a linear sum of ordered RVs
γgsc =

∑M
k=1 γ(k) (i.e., GSC output SNR) is generally much

more difficult than for the unordered RVs.
In the past, numerous attempts have been made to com-

pute the MGF of ordered exponential [1]–[3] and gamma
variates [12]–[15], resulting in various complicated formulas.
Nevertheless, a few of them also treat the nonidentical fading
case (e.g., [3] and [14]). Furthermore, the existing mathemat-
ical approaches do not lend themselves to the performance

1It is noted that the real importance of the Nakagami-m fading model lies
in the fact that it offers features of analytical convenience in comparison to
the Rician distribution. However, the goodness-of-fit tests used by ionospheric
physicists to match measured scintillation data to a Nakagami-m distribution
do not give a special weighting to the deep-fading tail of the distribution [17].
As a result, we sometimes have a better fit near the median of the distribution
than in the tail region, although the tail behavior is of greater significance to
communication systems performance analysis.
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Fig. 1. Block diagram of a GSC(M, L) diversity receiver.

evaluation of GSC receivers in Rician channels easily. This
paper develops a new mathematical framework for analyzing
the GSC receiver performance with independent and identically
distributed (i.i.d.) fading statistics in a variety of fading environ-
ments, including the Rician fading channel model.

One of the attractive features of our approach is that the MGF
of GSC(M,L) output SNR for all common fading channel
models as well as for all combinations of M and L values
can be simply expressed in terms of only a single integral
(with finite integration limits) whose integrand is composed
of tabulated functions. For the special cases of Rayleigh and
Nakagami-m channel models, this integral may be further
simplified into a closed-form formula. By utilizing these MGFs,
we then compute several important performance metrics of the
coherent and noncoherent GSC receiver structures, including
the average bit or symbol error probability of different binary
and M -ary modulation schemes, outage rate of error probabil-
ity, and mean combined SNR at the GSC receiver output.

The remainder of this paper is organized as follows.
Section II derives the MGF, probability density function (PDF),
and cumulative distribution function (CDF) of γgsc, with the
assumption of i.i.d. fading statistics. Several closed-form for-
mulas for the MGF of γgsc in Rayleigh and Nakagami-m fading
channels are derived in Appendix B. In Section III, we utilize
the MGF to unify the error probability analysis for a wide range
of digital-modulation schemes in conjunction with the coherent
and noncoherent (quadratic) GSC(M,L) receivers. Finally, the
major results are summarized in Section IV.

II. GSC(M,L) COMBINER OUTPUT STATISTICS

In this section, we will derive analytical expressions for
the GSC(M,L) combiner output statistics by modeling the

branch amplitudes as i.i.d. Rayleigh, Rician, Nakagami-m, or
Nakagami-q RVs. These expressions can be applied directly in
computing the average bit error rate (ABER) or the average
symbol error rate (ASER) and outage probability for different
modulation schemes.

A. MGF of GSC Output SNR

From [19], we know that when M strongest diversity
branches are selected from a total of L available i.i.d. diversity
branches, the joint PDF is given by

pγ(1),...,γ(M)(x1, . . . , xM )=M !
(
L

M

)
[F (xM )]L−M

M∏
k=1

p(xk)

(1)

where x1 ≥ · · · ≥ xM ≥ 0 and p(·) and F (·) correspond to the
PDF and CDF of the SNR for a single channel reception (no-
diversity case), respectively. By recognizing that the MGF of
the combiner output SNR φγ(·) is the key to the unified analysis
of many modulation/detection schemes over wireless channels,
our immediate intention will be to derive the desired MGF first.
Let γ = γgsc =

∑M
k=1 γ(k) denote the hybrid combiner output

SNR (see Fig. 1). Then, the MGF of γgsc may be computed as
in (2), shown at the bottom of the next page [16]. The above
multivariate integral (2) can be transformed into a univariate
integral using identity (A.2), viz.

φγ(s) = M

(
L

M

) ∞∫
0

e−sxp(x) [F (x)]L−M [φ(s, x)]M−1 dx

(3)
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TABLE I
PDF AND MARGINAL MGF OF SNR FOR A SINGLE DIVERSITY PATH IN DIFFERENT FADING CHANNEL MODELS

where φ(s, x) =
∫ ∞

x e−stp(t)dt denotes the marginal MGF of
SNR of a single diversity branch, and F (x) = 1 − φ(0, x). If
φ(s, x) can be evaluated in closed form, then it is apparent from
(3) that the computational complexity of φγ(·) involves only
one-dimension integration [instead of an M -fold integration
as in the case of (2)] because the integrand can be evaluated
term by term for different values of x. The net result is a
considerable reduction in computational complexity of φγ(·),
which is illustrated by (2). Table I summarizes both p(x)
and φ(s, x) needed in (3) for the different multipath fading
environments.

For the purpose of numerical computations, it is much more
desirable to rewrite (3) as

φγ(s) = M

(
L

M

) π/2∫
0

e−s tan θp(tan θ) [1 − φ(0, tan θ)]L−M

× [φ(s, tan θ)]M−1 sec2 θdθ (4)

since (4) has finite integration limits. Besides, (3) and/or (4)
can be evaluated very efficiently using a Gauss–Chebychev

quadrature (GCQ) method. From this viewpoint, (4) will yield
a significant improvement over [14] in terms of computational
complexity for the specific case of i.i.d. Nakagami-m chan-
nels because the latter involves an M -dimensional GCQ sum,
whereas in our case, we need to compute only a single (one-
dimension) GCQ sum. Moreover, in Appendix B, we show that
φγ(·), which is defined in (3), may be evaluated in closed form
when γ1, γ2, . . . , γL are i.i.d. exponential or gamma variates.

B. PDF and CDF of GSC Output SNR

The PDF of GSC output SNR can be evaluated as [20]

pγ(x) ∼= 4
T

∞∑
n=1

n odd

�
[
φγ

(−j2πn
T

)
exp

(−j2πnx
T

)]
(5)

where j =
√−1, and the coefficient T selected is sufficiently

large, such that Pr(x > T ) ≤ ε and ε can be set to a very
small value. The above PDF may also be used for an ABER
or ASER analysis of the coherent, differentially coherent, and
noncoherent digital-modulation schemes in conjunction with
the GSC(M,L) receiver.

φγ(s) =

∞∫
0

x1∫
0

· · ·
xM−1∫
0

e−s
∑M

k=1
xkpγ(1),...,γ(M)(x1, . . . , xM )dxM · · · dx2dx1

=M !
(
L

M

) ∞∫
0

e−sxM p(xM ) [F (xM )]L−M

∫ ∞

xM

e−sxM−1p(xM−1) · · ·
∫ ∞

x2

e−sx1p(x1)dx1 · · · dxM−1︸ ︷︷ ︸
(M−1)-fold integral

dxM . (2)
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The knowledge of the CDF of γgsc is also of interest because
the outage probability Pout of GSC diversity systems can be
expressed in terms of this metric alone. Numerical computation
based on [16, eq. (14)] indicates that the Fourier series converge
slowly at low values of Fγ(x); we therefore exploit the Laplace
inversion method suggested in [21] to compute for the CDF of
γgsc, viz.

Fγ(x) ∼= 21−CeA/2
C∑

c=0

(
C

c

)

×
c+B∑
b=0

(−1)bαb�
[
φγ

(
A + j2πb

2x

)
/(A + j2πb)

]

(6)

where α0 = 0.5, αb = 1 for any b ≥ 1, and the constants A, B,
and C are arbitrarily chosen to be 30, 18, and 24, respectively,
which yield a good numerical accuracy for our purpose.

Since Pout is defined as the probability that the instanta-
neous symbol error rate of the system will exceed a specified
value (say P ∗

e ), (6) can be used to predict the efficacy of a
GSC diversity receiver on the outage probability metric, viz.,
Pout = Fγ(γ∗), where γ∗ is the threshold SNR. Given a digital-
modulation scheme with a conditional error probability (CEP)
Ps(γ), γ∗ is obtained by solving Ps(γ∗) = P ∗

e . For exam-
ple, if P ∗

e = 10−3 is specified, Pout = F (4.77) because γ∗ =
[erfc−1(2 × 10−3)]2 = 4.77 for a BPSK modulation scheme.
Similarly, for QPSK or square four-QAM, Pout = Fγ(10.83).

Fig. 2 depicts the CDF curves as a function of normal-
ized mean SNR/symbol/branch Ω/γ∗ for the GSC(M, 5) re-
ceiver in a Rician channel (K = 3). Using these curves,
it is possible to determine the mean SNR/symbol/branch
to satisfy an outage requirement when a GSC(M, 5) re-
ceiver is employed. For instance, if Pout = 10−2 is speci-
fied, then the mean SNR/symbol/branch requirement for a
BPSK modulation may be estimated as Ω = 4.77 (10−0.21) =
4.69 dB (interpolated from Fig. 2), assuming that M = 3
and L = 5. If QPSK is used rather than BPSK, then Ω =
10.83 (10−0.21) = 8.25 dB. Thus, to achieve the same out-
age probability, QPSK modulation requires approximately a
3.56-dB higher mean SNR/symbol/branch compared to BPSK
for GSC(3, 5) at Rice factor K = 3. While higher order al-
phabets allow higher data transmission rates, the increased
bandwidth efficiency is attained at the expense of increasing
the mean SNR/symbol/branch requirement (to compensate for
denser signaling constellation). It is also apparent from Fig. 2
that the relative diversity improvement diminishes with an
increasing M .

C. Mean Combined SNR

The mean combined SNR is another useful performance
measure of diversity systems. Since the mean combined SNR
γ̄gsc is the first moment (mean) of the RV γgsc, it can be
determined by differentiating the MGF (3) with respect to s
and then evaluating the derivative at s = 0. However, it is much

Fig. 2. Outage probability Fγ(γ∗) versus the normalized average SNR Ω/γ∗
for GSC(M, 5) receiver in a Rician fading channel (K = 3).

simpler to derive an expression for γ̄gsc by computing the sum
of the expected value of the individual ordered SNRs as

γ̄gsc =
M∑

k=1

γ̄(k) (7)

and by utilizing the density function of the kth strongest branch
SNR γ(k) from a population of L i.i.d. RVs γ1, γ2, . . . , γL given
by [13]

pγ(k)(x) = k

(
L

k

)
[F (x)]L−k [1 − F (x)]k−1 p(x). (8)

Thus, we obtain

γ̄gsc =
M∑

k=1

k

(
L

k

) ∞∫
0

x [F (x)]L−k [1 − F (x)]k−1p(x)dx (9)

which may be computed efficiently via Gauss–Legendre
quadrature method. It should be stressed that (9) holds for all
values of M,L as well as for different fading environments.
Higher order statistics (e.g., variance of GSC output SNR) can
also be derived using a similar approach.

In Fig. 3, the normalized mean combined SNR at the GSC
output γ̄gsc/Ω is plotted as a function of diversity order L for
different M values. For a fixed M , we observe that γ̄gsc/Ω
increases with an increasing diversity order L. The rate at which
the normalized mean output SNR increases declines gradually
as (L−M) increases, which is typical of the selection diversity
systems. Also, for a fixed value of L, γ̄gsc/Ω increases with M ,
as expected.

Comparing the two subplots of Fig. 3, we note that the
normalized mean combined SNR curve for a specified M
and L becomes flatter as the channel experiences fewer deep
fades (higher K values). This anomaly can be explained by
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Fig. 3. Normalized mean GSC output SNR γgsc/Ω versus the total number
of diversity branches L for various M values in a Rician channel. (a) K = 1.5.
(b) K = 5.

considering the limiting case of an additive white Gaussian
noise (AWGN) (nonfading) channel, in which the mean com-
bined SNR is independent of the diversity order L and depends
only on M (the number of paths combined at the receiver).
Thus, as the channel condition improves, the statistical gain
realized by ordering and choosing the strongest branch SNRs
goes on decreasing, and the dominating factor is the total energy
captured by combining additional diversity paths.

From Fig. 4, we observe that γ̄gsc/Ω = 5 for GSC(5, 5),
and this value is independent of the fading severity index m
of a Nakagami-m channel. This trend is in agreement with
the well-known result γ̄mrc = LΩ for a maximal-ratio com-
bining (MRC) receiver with L i.i.d. diversity branches. The
dependence of γ̄gsc/Ω on the fading parameter becomes more
pronounced as M decreases. We also found that the normalized
mean output SNR asymptotically approaches M as the fading
index gets very large (i.e., limm→∞ γ̄gsc/Ω = M ).

Fig. 4. Normalized mean output SNR of GSC(M, 5) versus the fading
severity index of Nakagami-m channel for various selections of M .

III. ASER ANALYSIS

In this section, we derive ASER expressions for a multitude
of digital-modulation schemes in conjunction with the coherent
and noncoherent GSC receiver structures with i.i.d. diversity
paths using (4) or (5). If (4) is used, the final ASER expression
will be in the form of a finite-range integral whose integrand is
composed of only the MGF of the GSC output SNR φγ(·). On
the other hand, when (5) is used for the ASER computation,
the resulting expression is a convergent infinite sum whose
summand is composed of a product of φγ(·) and the Fourier
transform (FT) of the CEP. Several examples are provided next
to highlight the utility of the MGF and PDF of γgsc in the ASER
analysis.

A. Coherent GSC Receiver

Using the MGF approach [8], [15], the ASER of M -ary PSK
with the coherent GSC receiver is given by

P̄s =
1
π

π− π
Mc∫

0

φγ

(
sin2(π/Mc)

sin2 θ

)
dθ (10)

where Mc denotes the alphabet size of M -ary signal constella-
tions, and φγ(·) is defined in (4).

Although the coherent GSC receiver is typically employed
for the coherent modulation/detection schemes (i.e., channel
estimates are required for the coherent diversity combining
implementation), the analyses of the noncoherent modulation
schemes with the coherent GSC receivers are also of interest
because they provide a lower bound on the error rates with the
noncoherent GSC receivers. This is particularly useful if the
CEP for the multichannel quadratic receivers are not known or
are in a complicated form. For instance, the ASER of M -ary
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TABLE II
MODULATION RELATED PARAMETERS FOR SEVERAL NONCOHERENT

DIFFERENTIALLY COHERENT COMMUNICATION SYSTEMS

differential phase-shift keying (DPSK) with the coherent GSC
receiver is given by

P̄s =
1
π

π− π
Mc∫

0

φγ

[
sin2(π/Mc)

1 + cos(π/Mc) cos θ

]
dθ. (11)

For the special case of binary DPSK (Mc = 2), (11) simplifies
to P̄b = φγ(1)/2.

Using the procedure above, it is also possible to write down
ASER formulas for other modulation schemes. They are omit-
ted here for brevity.

B. Noncoherent GSC Receiver

Since square-law detection (also known as postdetection
equal-gain combining) circumvents the need to cophase and
weigh the diversity branches, the multichannel quadratic re-
ceiver has a simple implementation and is suitable for use
in noncoherent and differentially coherent communication
systems [2].

The ABER performance of DPSK, BFSK, and π/4-DQPSK
in conjunction with a noncoherent GSC(M,L) receiver may be
computed using [28]

P̄b =
1

(1 + η)2M−12π

2π∫
0

g(θ)
1 − 2β cos θ + β2

×φγ

[
b2

2
(1 − 2β cos θ + β2)

]
dθ (12)

where 0+ < β = a/b < 1

g(θ) =
2M−1∑
k=0

(
2M − 1

k

)
βk+1−Mηk

×{cos [(k −M + 1)θ] − β cos [(k −M)θ]} (13)

and the values for a, b, and η for the three different modulation
schemes are summarized in Table II.

Note that, as β → 0, (12) assumes an indeterminate form,
but its limit converge smoothly to the exact ABER. Thus,
the ABER of DPSK and BFSK can be computed using (12)
with good accuracy by setting a = 10−3 instead of zero. Al-
ternatively, one may utilize (5) to average over the CEP of
multichannel communication to yield the following an infinite
series formula for the ABER:

P̄b
∼= 4

T

∞∑
n=1

n odd

�
[
φγ

(−j2πn
T

)
Gγ

(
2πn
T

)]
(14)

Fig. 5. ABER performance of the BPSK with GSC(M, 5) receiver in a Rician
fading channel (K = 3.5).

where Gγ(ω) = FT[Pb(γ)] =
∫ ∞
0 Pb(γ)e−jωγdγ. For instance,

Gγ(ω) for M -ary orthogonal FSK with the noncoherent
GSC(M,L) receiver is given by

Gγ(ω) =
Mc

2(Mc − 1)

Mc−1∑
n=1

(
Mc − 1

n

) n(M−1)∑
k=0

β(k, n,M)

×
k∑

i=0

(
M + k − 1

k − i

)
(−1)n+1k!

(1 + n)M+k+i

×
[(

n

1 + n

)2

+ ω2

]−(i+1)/2

× exp
[
−j(i + 1) tan−1

(ω

n
(n + 1)

)]
(15)

by utilizing the closed-form CEP formula derived in [22].
This approach may be extended to the other digital-modulation
schemes. Details can be found in [23].

C. Numerical Examples

Fig. 5 shows the ABER performance for BPSK modulation
with a receiver in a Rician fading environment (Rice factor
K = 3.5). All the performance curves are upper and lower
bounded by GSC(1, 5) and GSC(5, 5), which correspond to the
selection diversity combining (SDC) and the MRC schemes,
respectively. Moreover, the performance curve for GSC(M, 5)
quickly move toward the MRC case as M is increased gradually
(the gap between the curves gets closer). For example, at the
ABER of 10−5, the diversity gains for GSC(2, 5) and GSC(3, 5)
are approximately 2.6 and 3.8 dB, respectively, with respect to
the SDC receiver. It is also observed that these gains remain
almost constant particularly at the low error rates.
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Fig. 6. ASER of the QPSK as a function of the Rice factor K for GSC(M, 5)
receiver and average SNR/symbol/branch Ω = 12 dB.

Fig. 7. ABER of the DPSK with a coherent GSC(3, 6) receiver for the
different Rice factors K ∈ {0, 0.5, 1, 1.5, 2, 3, 5}.

In Figs. 6 and 7, we illustrate the effect of fade distri-
butions on the error probability performance of QPSK and
DPSK modulation schemes in conjunction with a coherent
GSC receiver. Even though the ASER decreases as the channel
condition improves, the slope of the curves (i.e., rate of decay)
in Fig. 6 is a function of the number of diversity paths com-
bined at the receiver. The diversity improvement observed from
Fig. 6 is attributed to the following two factors: 1) statistical
gain realized by ordering and choosing the strongest branch
SNRs and 2) total energy captured by combining additional
diversity paths. The former depends on both the fading pa-
rameter K and the difference between L and M , while the
latter is dictated only by the number of combined diversity
paths M .

Fig. 8. ABER of the BPSK versus the diversity order L for different M in a
Rician channel with K = 3.5 and mean SNR/bit/branch Ω = 10 dB.

Looking at the trends in Fig. 6, we may conclude that factor
1) has a stronger influence in severe fading conditions while
factor 2) to be predominant in a less severely faded environ-
ments [i.e., the ABER curve for GSC(1, 5) becomes almost flat
for K > 6]. While GSC(M, 5) with a moderate M value (say
M = 3) yields a comparable performance with that of MRC in
severely faded wireless channels (e.g., K = 0), the discrepancy
between them gets larger as the Rice factor increases (see
Fig. 6). Thus, it is highly desirable to combine more diversity
paths to improve the overall receiver performance when strong
specular components are available. It is apparent from Fig. 7
that the effect of fade distribution on ABER performance
becomes more pronounced as Ω increases.

Fig. 8 depicts the ABER variation for BPSK modulation as
a function of diversity order L. It is evident that increasing L
also translates into a considerable improvement in the receiver
performance. However, the relative improvement with higher
order diversities declines because the probability of deep fades
decreases with an increasing M and/or L. Fig. 8 may also
be used to investigate the benefits/tradeoff between various
combinations of L and M in a receiver design. For example,
the ABER performance obtained with selection combining
having L = 10 may be realized using diversity orders as
low as GSC(2, 5) or even GSC(3, 4), given that the mean
SNR/bit/branch Ω = 10 dB.

The error performance of DQPSK in conjunction with the
coherent and noncoherent GSC(M, 5) receiver structures in a
Rician fading environment (K = 2.5) are illustrated in Fig. 9.
The ABER of DQPSK with a coherent GSC receiver may be
computed as [25]

P̄b =
1

2π

π∫
0

φγ

(
2

2 −√
2 cos θ

)
dθ (16)
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Fig. 9. ABER performance of π/4-DQPSK with coherent (solid lines) and
noncoherent (circle marked lines) GSC(M, 5) receiver structures in a Rician
fading environment (K = 2.5).

and the ABER with a noncoherent GSC receiver is given
by (12).

For the special case of selection diversity, both predetection
combining and postdetection combining perform identically.
The difference between the coherent and noncoherent GSC gets
larger as M increases. For the small and moderate M values,
however, the noncoherent GSC is attractive, owing to its simple
implementation and because it yields comparable performance
with that of the coherent GSC receiver. We also observe that,
for a fixed M value, the ABER performance with a noncoherent
GSC asymptotically approaches the ABER performance with
a coherent GSC receiver (i.e., the gap between the curves gets
smaller as the mean SNR/bit/branch Ω increases).

IV. CONCLUSION

This paper investigates the performance of both the coher-
ent and noncoherent GSC(M,L) receivers with i.i.d. diversity
paths in Rician fading, which heretofore had resisted solution
in a simple form. Unified expressions for computing the MGF,
PDF, and CDF of a GSC output SNR in a myriad of fading
environments are also derived. Several new closed-form for-
mulas for the MGF of GSC output SNR in i.i.d. Nakagami-m
fading are also derived. The MGF and PDF of γgsc are used
to facilitate ASER analysis for different modulation/detection
schemes, while the outage probability performance is predicted
from the CDF expression. A simple formula for computing the
average combined SNR is also presented.

APPENDIX A

In this Appendix, we show that the (M − 1)-fold nested in-
tegral in (2) can be replaced by a closed-form formula (in terms
of the marginal MGF alone) without imposing any restrictions
on the fade distribution.

Define I(s, xM ) as

I(s, xM ) =

∞∫
xM

e−sxM−1p(xM−1)

· · ·
∞∫

x2

e−sx1p(x1)dx1 · · · dxM−1. (A.1)

We will prove (using the principles of mathematical
induction) that

I(s, xM ) =
[φ(s, xM )]M−1

(M − 1)!
, M ≥ 2 (A.2)

where φ(s, x) =
∫ ∞

x e−stp(t)dt denotes the marginal MGF
of SNR of a single diversity branch. This also implies that
(d/dx)φ(s, x) = −e−sxp(x).

For M = 2, we have

I(s, x2) =

∞∫
x2

e−sx1p(x1)dx1 = φ(s, x2) (A.3)

implying that (A.2) holds for M = 2. Assume that (A.2) holds
for M = N − 1. This implies

I(s, xN−1) =
[φ(s, xN−1)]N−2

(N − 2)!
. (A.4)

Using the definition (A.1) and the assumption (A.4), we can
write I(s, xN ) as

I(s, xN ) =

∞∫
xN

e−sxN−1p(xN−1)I(s, xN−1)dxN−1

=

∞∫
xN

e−sxN−1p(xxN−1)
[φ(s, xN−1)]N−2

(N − 2)!
dxN−1.

(A.5)

Applying integration by parts on (A.5), we get

I(s, xN ) = − φ(s, xN−1)
[φ(s, xN−1)]N−2

(N − 2)!

∣∣∣∣∣
∞

xN

−
∞∫

xN

[φ(s, xN−1)]N−3

(N − 3)!
e−sxN−1

× p(xN−1)φ(s, xN−1)dxN−1. (A.6)

Noting that φ(s,∞) = 0, we can simplify (A.6) and obtain

I(s, xN ) =
[φ(s, xN )]N−1

(N − 2)!
− (N − 2)I(s, xN ) (A.7)

implying that (A.2) holds for M = N . Therefore, by mathe-
matical induction, (A.2) holds for all M ≥ 2. Substituting (A.2)
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into (2), we obtain a univariate integral expression for the MGF
of GSC output SNR:

φγ(s) = M

(
L

M

) ∞∫
0

e−sxM p(xM ) [F (xM )]L−M

× [φ(s, xM )]M−1 dxM (A.8)

which is valid for all combinations of L and M ≤ L as well as
for different fading environments. For the special case of M =
L, the resulting M -fold integral for φγ(·) given by (2) can also
be evaluated using identity (A.2) as

φγ(s) = [φ(s, 0)]L = [φ(s)]L (A.9)

as expected [note: φ(s) corresponds to the MGF of SNR in the
no-diversity case].

It should be emphasized that (A.8) collapses into a single
integral expression with finite integration limits [see (4)], while
the fading signal amplitudes follow either the Rician or the
Nakagami-m (real m ≥ 0.5) or the Nakagami-q distribution.
This is attributed to the availability of closed-form solutions
for the marginal MGF φ(s, x) in the above cases (see Table I).
Moreover, if γ1, γ2, . . . , γL are i.i.d. exponential or gamma
variates, (A.8) can also be evaluated in closed form as described
in Appendix B.

APPENDIX B

Regardless of the branch of science or engineering, theoreti-
cians have always been enamored with the notion of expressing
their results in the form of closed-form formulas. Motivated by
this, we attempted to show that (3) can be evaluated in closed
form if γ1, γ2, . . . , γL are i.i.d. exponential or gamma variates.
These developments are illustrated next.

In a Rayleigh fading environment, the individual path SNRs
γk(k ∈ {1, 2, . . . , L}) will follow an exponential distribution.
Substituting the appropriate PDF and marginal MGF from
Table I into (3), we obtain (after simplification)

φγ(s) =
M

(
L
M

)
(1 + sΩ)M−1

L−M∑
k=0

(−1)k
(
L−M

k

)
[M(1 + sΩ) + k]

. (B.1)

We may also utilize the well-known relation γ(k) =∑L
r=k(γr/r) from the spacing property [26] of ordered ex-

ponential RVs to derive φγ(·). Since γgsc can be expressed
as a linear combination of independent standard unordered
exponential RVs with an appropriate weighting

γgsc =
M∑

k=1

γk:L =
M∑

k=1

L∑
r=k

γr

r

= γ1 + γ2 + · · · + γM−1 +
L∑

r=M

Mγr

r
(B.2)

and noting that the MGF of each γr is given by 1/(1 + sΩ), we
immediately obtain the following equation by observation:

φγ(s) =
1

(1 + sΩ)M−1

L∏
r=M

1
(1 + sΩM/r)

. (B.3)

Incidentally, this result is identical to those given in [7] and [8].
Our derivation, however, is much more direct and simple. It is
further pointed out that the virtual-path transformation method
introduced in [7] is identical to the spacing method [26]; and
this result has been known in the mathematics literature for
decades. Now, let us turn our attention to the derivation of
closed-form formula for φγ(·) in Nakagami-m channels (real
m ≥ 1/2 ). By substituting the PDF and marginal MGF in (3),
we obtain

φγ(s) =
M(m/Ω)m

[Γ(m)]L−M+1

(
L

M

)(
m

m + sΩ

)m(M−1)

×
M−1∑
k=0

(
M − 1

k

) [ −1
Γ(m)

]k

×
∞∫

0

xm−1e−x(s+m/Ω) [γ(m,xm/Ω)]L−M

× [γ (m,x(s + m/Ω))]k dx. (B.4)

where γ(a, x) = Γ(a) − Γ(a, x) is the incomplete gamma
function. Therefore, we need to solve the generic integral

In =

∞∫
0

xν−1e−cx
n∏

k=1

γ(ak, bkx)dx, n ≥ 0. (B.5)

The special cases I0 and I1 have been treated in [24, eq.
(3.381.4)] and [24, eq. (6.455.2)], respectively. Using these
results, it is possible to evaluate (B.4) in closed form for L = 2
and M ∈ {1, 2}. Similar simplifications appear to be difficult
when L ≥ 2, except for the limiting case M = L. Therefore,
we first utilize identity γ(a, x) = xae−x

1F1(1; 1 + a;x)/a
[24, eq. (8.351.2)] to rewrite the integrand of (B.5) as a product
of Kummer 1F1(·; ·; ·) functions and then exploit [27, eq. (C.1)]
to get a new integral identity involving a product of incomplete
gamma functions in the following:

In =

[
n∏

k=1

(bk)ak

ak

] ∞∫
0

xν−1+
∑n

k=1
ak−x(c+

∑n

k=1
bk)

×
n∏

k=1

1F1(1; 1 + ak; bkx)dx

=

[
n∏

k=1

(bk)ak

ak

]
Γ(ν + α)

(c + β)ν+α
FA

×
(
ν + α; 1, . . . , 1︸ ︷︷ ︸

n terms

; 1 + a1, . . . , 1

+ an;
b1

c + β
, . . . ,

bn

c + β

)
(B.6)
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where α =
∑n

k=1 ak, β =
∑n

k=1 bk, and the Lauricella’s hy-
pergeometric function with several variables FA(·; ·; ·; ·) is
defined as [24, Eq. (9.19)]

FA(α;β1, . . . , βn; γ1, . . . , γn; z1, . . . , zn; )

=
∞∑

m1=0

· · ·
∞∑

mn=0

(α)m1+···+mn
(β1)m1 , . . . , (βn)mn

(γ1)m1 , . . . , (γn)mn
m1!, . . . ,mn!

× zm1
1 , . . . , zmn

n (B.7)

and the notation (a)n = Γ(a + n)/Γ(a) denotes the
Pochhammer symbol. The identity (B.6) holds if the conditions
ak > −1, ν + α > 0, and c > 0 are satisfied. Thus, using (B.6)
and (B.4), we obtain the following:

φγ(s) =
Mm(L−M)(m−1)+m

[Γ(m)]L−M+1

(
L

M

)(
m

m+sΩ

)m(M−1)

×
M−1∑
k=0

(
M−1
k

) [ −1
Γ(m)

]k

× Γ [m(L−M+k+1)] (sΩ+m)mk

mk [(sΩ+m)(k+1)+(L−M)m]m(L−M+k+1)

× FA


m(L−M+k+1); 1, . . . , 1︸ ︷︷ ︸

L−M+k

;

1+m, . . . , 1+m︸ ︷︷ ︸
L−M+k

;X, . . . ,X︸ ︷︷ ︸
L−M

;Y, . . . , Y︸ ︷︷ ︸
k terms




(B.8)

where X = m/[(sΩ + m)(k + 1) + (L−M)m] and Y =
(sΩ + m)/[(sΩ + m)(k + 1) + (L−m)m]. To the best of our
knowledge, the above development is new.

This development is also interesting in view of the general
belief that a closed-form formula for MGF of GSC(M,L)
in Nakagami-m fading with arbitrary real m is ordinarily
unobtainable [12]. It should be noted, however, that the el-
egance of the above closed-form formula is overshadowed
by the complexity of the numerical computation for L ≥ 4
compared to (3).

For the special case of [L = 2,M = 1], (B.8) reduces into

φγ(s) =
2Γ(2m)

m [Γ(m)]2

(
m

sΩ + 2m

)2m

× 2F1

(
2m, 1; 1 + m;

m

2m + sΩ

)
(B.9)

where 2F1(a; b; c; z) =
∑∞

n=0[(a)n(b)nz
n]/[(c)nn!], |z| < 1

is the Gauss hypergeometric function.
Similarly, for [L = 2,M = 2], (B.8) simplifies into

φγ(s) =
(

m

sΩ + m

)2m

(B.10)

once we recognize that 2F1[a; b; (a + b + 1)/2; 1/2] =√
πΓ[(a + b + 1)/2]/{Γ[(a + 1)/2]Γ[(b + 1)/2]} and Γ(m +

1/2) = 21−2m
√
πΓ(2m)/Γ(m).

If m assumes a positive integer value, then computational
complexity of φγ(·) depicted in (B.8) can be improved consid-
erably. In this case, (3) can be restated very concisely as

φγ(s) =
M

Γ(m)

(
L

M

) L−M∑
k=0

(−1)k

(
L−M

k

)

×
(M−1)(m−1)∑

n=0

β(n,M − 1,m)
k(m−1)∑

z=0

β(z, k,m)

× Γ(z + n + m)mmM+z

(m + sΩ)m(M−1)−n [sMΩ + m(M + k)]z+n+m

(B.11)

once we recognize φ(s, x) = [m/(m + sΩ)]m exp[−x(s +
m/Ω)]

∑M−1
k=0 (1/k!)[x(s + m/Ω)]k. The multinomial coeffi-

cients β(·, ·, ·) in (B.11) may be computed as

β(k, n, d) =
k∑

i=k−d+1

β(i, n− 1, d)
(k − i)!

I[0,(n−1)(d−1)](i) (B.12)

where I[a,b](i) =
{

1, a ≤ i ≤ b
0, otherwise

, β(0, 0, d) = β(0, k, d) = 1,

β(k, 1, d) = (1/k!), and β(1, n, d) = n.
Equation (B.11) is much more efficient than the recursive

formula for the MGF derived in [15]. It is also interesting to
note that (B.11) can be used to derive closed-form formulas
for a variety of digital-modulation schemes in conjunction
with GSC(M,L) receiver over Nakagami-m channels (positive
integer fading severity index). They are omitted here for brevity.
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