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Continuous Phase Modulation of F-QPSK-B Signals
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Abstract—A continuous phase modulation (CPM) implementa-
tion alternative of a recently standardized class of Feher-patented
quadrature phase-shift keying (F-QPSK-B) modulation is pro-
posed. Based on the fact that the F-QPSK-B signal has a quasi-
constant envelope and continuous phase characteristics, it is shown
that it can indeed be generated by the CPM scheme. For ex-
ample, an F-QPSK-B signal can be fully generated using an
existing FM-based transmitter with a modulation index of 0.5.
Furthermore, a premodulation filter and an alternating change
monitor differential encoder for the continuous-phase-modulated
F-QPSK-B signal to be fully compatible with the I/Q modulated
F-QPSK-B signal are proposed, allowing direct symbol-by-
symbol coherent detection without the use of any special decod-
ing schemes inherent in all CPM schemes. It is shown that the
power spectral density and eye diagram of the continuous-phase-
modulated F-QPSK-B signal are practically the same as those of
the I/Q modulated F-QPSK-B signal. By utilizing CPM character-
istics, an optimum maximume-likelihood (ML) coherent receiver
for the F-QPSK-B signal is proposed. It is shown that the bit-
error-rate performances of the optimum ML coherent detection,
symbol-by-symbol coherent detection, and noncoherent detection
of the continuous-phase-modulated F-QPSK-B signal are almost
the same as those of the I/Q modulated F-QPSK-B signal.

Index Terms—Continuous phase modulation (CPM), Feher-
patented quadrature phase-shift keying (F-QPSK), maximum-
likelihood (ML) detection, premodulation filter.

I. INTRODUCTION

URING the last few years, there have been extensive

research efforts for simple, low-cost, and low-power wire-
less transceivers with specific emphasis on the implementation
of a single-chip transceiver [1]-[4]. For the efficient implemen-
tation of single-chip transceivers, continuous phase modulation
(CPM) using the FM scheme is used to reduce the cost and com-
plexity of transmitters with an I/Q modulation/up-conversion
scheme [1], [2]. The I/Q modulation scheme has some disad-
vantages. First, it requires various signal mixing. This means
that I/Q modulation architecture is complex and requires ex-
cessive power consumption. Second, it is difficult to match
the I and @) signals because of gain and phase mismatches
in the local oscillators, low-pass filters (LPFs), and mixers [5].
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The CPM scheme does not require I/Q signals; therefore, trans-
mitters using the scheme are less complex, less costly, and use
less power. Furthermore, an additional power amplifier is not
necessary when the carrier produced by the RF local oscillator
is directly modulated at the desired transmit power level [6]. For
these reasons, the CPM scheme is used to implement many low-
complexity, low-cost, and low-power consumption transmitters,
such as Bluetooth [2], [7] and DECT [8], [9].

There has also been an increasing need for both power
and spectrum efficient modulation techniques for telemetry
systems. Multiyear studies by the U.S. Department of Defense,
NASA, AIAA, and the International Consultative Committee
for Space Data Systems (CCSDS) have confirmed that Feher-
patented quadrature phase-shift keying (F-QPSK) technolo-
gies [10]-[16] offer the most spectrally efficient and robust
(smallest degradation from ideal theory) bit-error-rate (BER)
performance of nonlinear amplification (NLA, saturation mode
operation of high-power amplifier)-RF power efficient systems.
Based on numerous F-QPSK airplane-to-ground, ground-to-
ground, and satellite tests in the 1 to 600 Mb/s range, F-QPSK
has been specified in the new telemetry standard known as
IRIG 106-00 [17] and has been recommended by the CCSDS
for use in high-speed space communication systems. Since the
F-QPSK-B modulation was proposed, only the I/Q modulation
scheme has been used for transmitter implementation.

This paper presents the CPM method for the F-QPSK-B
signal. Based on the observation that the F-QPSK-B signal has
quasi-constant envelope and continuous-phase- characteristics,
we first show that the F-QPSK-B can be interpreted as a kind
of CPM. We then propose a CPM scheme for the F-QPSK-B
signal using FM. This is especially important because the
F-QPSK-B signal can be easily generated by systems already
in service that do not have the capability for I/Q modulation.

In Section II, the F-QPSK-B modulation is reviewed. In
Section III, the F-QPSK-B signal is interpreted as a CPM. Both
the modulation index and premodulation filter are specified for
the CPM representation of the F-QPSK-B signal. The alter-
nating change monitor differential encoder (ACMDE) is also
proposed. CPM of the F-QPSK-B signal requires an ACMDE
to achieve the same phase behavior as that produced by the I/Q
modulated F-QPSK-B signal. In Section IV, power spectral
density (PSD), eye diagram, and BER performances of the
continuous-phase-modulated F-QPSK-B signal are evaluated
and compared with those of the conventional I/Q modulated
F-QPSK-B signals. For the BER performance comparison,
optimum maximum-likelihood (ML) coherent detection,
symbol-by-symbol coherent detection, and noncoherent
detection schemes are used. Note that the optimum ML
coherent detection is proposed utilizing the CPM characteristics
of the F-QPSK-B signal. Finally, conclusions are presented
in Section V.
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Fig. 1. F-QPSK modulation techniques. (a) Block diagram of F-QPSK-1,

F-QPSK-KF, and F-QPSK-B modulations. (b) Baseband signal modulator for
F-QPSK-1. (c) Eye diagram of F-QPSK-1 signal. (d) Signal constellation of
F-QPSK-1 signal. (e) Baseband signal modulator for F-QPSK-KF. (f) Eye
diagram of F-QPSK-KF signal. (g) Signal constellation of F-QPSK-KF signal.
(h) Baseband signal modulator for F-QPSK-B. (i) PSD of F-QPSK-KF and
F-QPSK-B signal.

II. F-QPSK-B MODULATION

As shown in Fig. 1(a) and (h), the F-QPSK-B modulation is
a kind of intersymbol interference (ISI) and jitter-free OQPSK
modulation scheme, which is composed of a cross correlator
and an LPF [10]-[15].

In F-QPSK-B modulation, the signal modulated with ISI
and jitter-free (IJF) signal encoder, which is designated as
F-QPSK-1 [Fig. 1(b)], is written as

sp-qpsk-1(t) = Ir-qpsk-1(t)cos(wet)+Qr-qpsk-1(t)sin(wct)
nTy<t<(n+1/2)T, (1)

where

3
+
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where (k) and y(k) denote the binary input data, +1, and
Ts(= 2T},) denotes the symbol period. Fig. 1(c) shows the
eye diagram of the F-QPSK-1 signals. The signal modulated
with an IJF signal encoder has a 3-dB envelope fluctuation,
as shown in Fig. 1(d). This causes a spectrum regrowth after
the signal passes through the nonlinear amplifier. However, the
cross correlator in the F-QPSK-B modulation reduces the 3-dB
envelope fluctuation to near 0 dB with an amplitude parameter
A= 1/\/5 [13].] This process, designated as F-QPSK-KF
[Fig. 1(e)], allows us to use a nonlinear amplifier, such as a
class-C amplifier, without much spectrum regrowth, leading
to higher power efficiency [15]. The eye diagram and signal
constellation of the F-QPSK-KF signals are shown in Fig. 1(f)
and (g).

Spectrum efficiency is further improved by using an LPF
on the F-QPSK-KF signal, which is designated as F-QPSK-B
[Fig. 1(h)]. The spectral sidelobes of the F-QPSK-B signal are
significantly lower than those of the F-QPSK-KF signal due to
the low-pass-filtering sidelobes, which is shown in Fig. 1(i).
It is interesting to note that analog low pass filtering, using
a Butterworth filter, does not change the ISI/IJF and quasi-
constant envelope characteristics of the F-QPSK-KF signal.

III. CPM oF THE F-QPSK-B SIGNAL
A. CPM Interpretation of the F-QPSK-B Signal

In general, CPM has the following characteristics. First, the
CPM signal has a constant envelope. Second, the informa-
tion is stored in the continuously changing phase. Since the
F-QPSK-B signal has a quasi-constant envelope, its phasor
moves along the unit circle in the signal constellation [13], [15].
Since the I and @ signals in the F-QPSK-B modulation must be
highly correlated to obtain a quasi-constant envelope, let us start
to analyze the correlation with three consecutive binary data
bits, i.e., two consecutive () data bits with I data bit in between,
and vice versa.

1) F-QPSK-B Modulation With Three Consecutive Binary
Data Bits: Let us show that three consecutive binary data bits
determine a phase point uniquely at the middle of the symbol
period. Fig. 2 lists all possible phase points at ¢ = 2nT}, for
three consecutive binary data bits (Q,,—1, I, @5). The possible
phase points are generated according to the waveform shaping
rule for the F-QPSK-B signal. When two consecutive data bits
for the @ channel do not change, either 1/ V2 or —1 / V2 is
assigned to their modulated signal at the middle of the symbol
period (¢t = 2nT},), depending on whether they are one or zero.
In addition, 1/v/2 or —1//2 is assigned to the modulated

'In F-QPSK-KF and F-QPSK-B modulation, the envelope of the modulated
signal is determined by the baseband waveforms. These baseband waveforms
are dependent on the amplitude parameter A, which are shown in Table II
and [13]. For example, when the modulated signal’s phase changes from
0 to +m/4 during the T} interval, the I channel waveform is equal to
1 — (1 — A)sin?(nt/(2T})), and the @ channel waveform is equal to A -
sin(mt/(2T3)). We find that when A is equal to 1/+/2, the modulated signal
has a quasi-constant envelope (for details, see [13]).
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Fig. 2. Allowed phase points (solid dots) of F-QPSK-B signal at ¢ = 2nTj, for three consecutive binary data bits (Qn—1, In, Qn).

signal in the I channel depending on its data. This generates
a modulated signal envelope of one, given by 1/I2(¢) + Q2(t).
When two consecutive data bits for the () channel change from
one to zero, or vice versa, zero is assigned to the modulated
signal in the ) channel at the middle of the symbol period
(t = 2nTy,) and, depending on its data, 1 or —1 is assigned
to the modulated signal in the I channel, again making the
envelope of the modulated signal equal to one. Data bits
(Inn, Qn,» I 1) allow a similar set of phase points at t = (2n +
1)T},. The only difference is that (1,,, @y, I,41) allow +7/2,
—m /2, whereas (Qy,—1, I, Qn) allow zero, 7. Therefore, three
consecutive binary data bits determine the eight phase points
allowed at t = nT}, which is given by ¢(nTy) = k- (w/4),
(k=0,...,7).

2) F-QPSK-B Modulation With Four Consecutive Binary
Data Bits: Now, let us look at four consecutive binary data
bits as shown in Fig. 3. In F-QPSK-B modulation, four con-
secutive binary data bits (Qy,—1, I, Qn, In+1) determine two
phase points at ¢ = 2nT}, and ¢ = (2n + 1)T},, respectively,
and a single-phase transition path between them. Single-phase
transition is written as

Agon = ¢ ((2n+ 1)Ty) — p(2nT1), n=0,1,2,... (2)

The F-QPSK-B signal can only have five single-phase transi-
tion values, which are given as +7/2, +7 /4, and 0. We can find
that the phase of the F-QPSK-B signal changes continuously
from ¢(2nTy) to ¢((2n + 1)Ty).

I Ly
B
o:‘::.“:.,.&fi“:::l* e
Qn«] : ? Qn

q2nTy) q@n+DTp)

Fig. 3. Single-phase transition diagrams between 2nT}, <t < (2n+ 1)Ty
for four consecutive binary data bits (Qy,—1, In, @n, In+1). Note that only
five single-phase transitions are allowed, i.e., &7/2, £7/4, and 0.

3) F-QPSK-B Modulation With Five Consecutive Binary
Data Bits: Extending the interpretation presented above, we
see that five consecutive binary data bits (Qn—1, In, @n,
I+1, Qpny1) determine three phase points at the symbol time,
t=2nTy,, (2n+1)Ty,, and 2(n+ 1)y, and two-phase
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Fig. 4. Two-phase transition diagram examples between 2nT}, < ¢t < 2(n + 1)T3, for five consecutive binary data bits (Qn—1, In, Qn, In+1, Qn+1)-

TABLE 1
ALLOWED TWO-PHASE TRANSITIONS

Aoy APy Ao, Apanni
1 -m/2 -m/2 9 0 +n/4
2 -m/2 -n/4 10 +7/4 -n/4
3 -n/4 -m/2 11 +n/4 0
4 -n/4 -m/4 12 +n/4 +m/4
5 -n/4 0 13 +n/4 +m/2
6 -n/4 +n/4 14 +m/2 +m/4
7 0 -n/4 15 +rn/2 +n/2
8 0 0

transitions. As shown in Fig. 4, the two-phase transitions are
composed of two consecutive single-phase transitions: Agpa,
and A¢o, 1. Fig. 4 also shows some of the allowed two-
phase transitions; all allowed two-phase transitions are shown
in Table I. Random combination of the five allowed single-
phase transitions seemingly produces 25 possible two-phase
transitions. It is very important to note that a much lower
number of allowed two-phase transitions, i.e., 15, actually
exist. The discrepancy in the number of allowed two-phase
transitions results from the fact that the F-QPSK-B modulation
has memory [18]. The aforementioned interpretations of the
F-QPSK-B signal lead us to interpret F-QPSK-B as a kind
of CPM, allowing the possibility of generating an F-QPSK-B
signal using an FM scheme.

B. Modulation Index for CPM of F-QPSK-B
In general, the CPM signal, now including the F-QPSK-B

signal, s(t) is represented as [19]

s(t) =\/2E /Ty, - cos (2 fot + p(t) + do)
nT, <t <(n+1)T

o(t) =2rh Y arq(t — kTy)

k=—oc0
" t—kTy,
=27h Z ak / g(T)dr
k=—o 0
g(t) =0, £(0,£) LTy, 3

where h denotes the modulation index, g(t) is the impulse
response of the premodulation filter, ay, is the input data, and
¢ 1s a constant.

The single-phase transition of the F-QPSK-B signal, de-
scribed in (2), is then written as

Adn =¢ ((n+1)T}) — ¢(nTh)
=21h Z ap[q((n+1—k)T}) — q((n — k)T})]

k=—oc
n (n+17k)Tb
=27h Z ay g(T)dr
k==oc (- km,

—2mh (1), )
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If all elements in binary data sequence {ay} in (4) are the
same, i.e., {...,1,1,...;1,...}or {...,=1,—1,...,—=1,...},
then A¢, attains the maximum magnitude value corre-
sponding to the maximum single-phase transition of the
F-QPSK-B signal, i.e., 7/2. In this case, Q(¢) in (4) is identical
to the entire integration of g(¢) [20]. Hence, Q(t) becomes
equal to 1/2. This analysis shows that modulation index h for
the CPM of F-QPSK-B is equal to 0.5.

C. Premodulation Filter for CPM of F-QPSK-B

The premodulation filter g(¢) can be derived from the instan-
taneous frequency of the F-QPSK-B signal, i.e., the derivative
of the F-QPSK-B signal’s phase. However, there are difficul-
ties to derive g(t) from the instantaneous frequency of the
F-QPSK-B signal. First, F-QPSK-B modulation uses an analog
LPF in the [ and () signal paths. The infinite impulse response
characteristic of the analog LPF makes it difficult to derive g(¢)
from the instantaneous frequency of the F-QPSK-B signal. The
premodulation filter for the CPM of the F-QPSK-B signal may
be found by utilizing the premodulation filter for the CPM of
the F-QPSK-KF signal. However, there exists a discontinuity in
the first derivative of the F-QPSK-KF signal [13]. For example,
when the input data sequence (I,—1, Qn-1, In, @n, Int1) 1S
equal to (0, 0, 1, 1, 1), the corresponding F-QPSK-KF signal is
written as

I channel:

sin (% (t— (2n — l)Tb)), (2n — )T}, < t < 20T

)
x sin2 (ﬁ(t - 2nTb)) :

@ channel:

S

Ty, <t < (2n+1)T

— cos <2LTb (t—(2n— 1)Tb)>, 2n—1)T, <t < 2nTy

L sin

L t— 2nTb)>,

ZLTI)( 2Ty <t < (2n+ 1)Tb.

®)

In (5), we find that the () channel signal is not differentiable
at t = 2nT},, which is shown in Fig. 5. This makes it hard
to derive an exact premodulation filter for the CPM of the
F-QPSK-KF signal. In order to overcome this difficulty, we pro-
pose the F-QPSK-E? modulation. It modifies four out of seven
basic waveforms of the F-QPSK-KF modulation, which are
presented in Table II. F-QPSK-E? modulation has the following
advantages over F-QPSK-KF modulation. First, F-QPSK-E?
modulation guarantees continuity in the first derivative of the
modulated signal, which is shown in Fig. 5, while the power
spectrum of the F-QPSK-E? signal is almost the same as that
of the F-QPSK-KF signal. Second, the BER performance of the
F-QPSK-E? is better than that of the F-QPSK-KF. For example,
the F-QPSK-E? achieves an improvement of about 0.5 dB at a
BER of 10~ over that of the F-QPSK-KF.

In order to calculate the premodulation filter for CPM of
the F-QPSK-E? g(t), it is necessary to consider the fol-

161
1 T
F- QPSK- E?
i Z(]- L)
sm(sz( 2nT, )J [1 \/EJ sin [ZT
0
—Cos(—(t—(Zn—l)Tb )J
O L
(2n-1)T, 2nT, 2n+1)1,

Fig. 5. 1/Q channel waveforms of F-QPSK-KF and F-QPSK-E? signal
(A=1/V2).

TABLE 1I
COMPARISON OF F-QPSK-KF AND F-QPSK-E?2
WAVEFORMS (0 < t < T},)

F-QPSK-E?

I—i-cosg .y +(A—i]~cos4 Ty
2 27, 2 2T,
sin| ——t —(1-4)-sin’ 2

27, 27,
cos| 21 —(1-4)-cos’ 2
27, 27,

]—i-sinz LS A—l sin’| Lt

2 21, 2 271,

lowing characteristics of the F-QPSK-B signal. Note that the
F-QPSK-E? signal has the same characteristics.

F-QPSK-KF

I—(]—A)~cosz[%tJ

b

A-sin| 24
21,

A-cos| L
27,

l—(]—A)-sinz[%tJ

b

1) The F-QPSK-B signal has only five single-phase transi-
tion values, i.e., £7/2, /4, and 0.

2) The phase changes linearly during the 7}, interval, where
the magnitude of the single-phase transition is equal to
71'/2, ie., (b(t) — ¢5(nTb) = 7T/2 . (t — nTb)/Tb, nTy, <

< (n + 1)Tb.

3) The phase does not change during the 7}, interval, where
the single-phase transition is equal to zero, i.e., ¢(t) —
¢(nTb) =0,nlp <t< (n + 1)Tb.

In order to specify go(t), it is necessary to determine the
length and symmetry characteristics of go(¢). If the length of
go(t) having a nonzero value is less than or equal to 27}, the
number of possible single-phase transitions is less than or equal
to four. Therefore, it does not satisfy the first characteristic. If
the length is greater than 273, except for lengths of 373, and
47T;,, the number of possible single-phase transitions is more
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than five. It also does not satisfy the first characteristic. Hence,
the length of go(t) must be 3T}, or 475,.

When the length of go(t) is equal to 473, and when
the parts of go(t) separated by the Ti, interval are equal,
Le., go(t)lo<t<my) = 9o(t)|(1,<t<2m,) = 90(D)| 21, <t<3m)=
90(t)| (31, <t<at,) the number of possible single-phase transi-
tions becomes equal to five.

In order to also satisfy the second and third characteristics,
the premodulation filter must be 4REC, i.e., go(t) = 1/(8T),
0 < t < 4Ty, It does not generate an F-QPSK-E? signal. How-
ever, when the length of go(t) is equal to 373, and if go(¢) is
even symmetric with respect to the line ¢t = 37T}, /2, i.e., go(t) =
9o(3T}, — t), then the number of possible single-phase transi-
tions becomes equal to five. Therefore, go(¢) for the CPM of the
F-QPSK-E? signal must have the characteristics of symmetry
and must have a length equal to 373,. Additional characteristics
of go(t) can be found by utilizing the first characteristic, which
is written as

(k+1)T,

1/4, k=1
go(t) =< 1/8, k=0,2 (6)
BT 0, otherwise.
b

We can now derive the instantaneous frequency of the
F-QPSK-E? signal using the second and third characteristics.
When the magnitude of the single-phase transition is equal to
7 /2, input binary data bits (w,,—1, Wy, Wwy+1) for the CPM of
F-QPSK-E2 must be the same, i.e., (1, 1, 1) or (—1, —1, —1).
The instantaneous frequency is then written as [assuming that
the input binary data bits are equal to (1, 1, 1) for the single-
phase transition of 47 /2]

1
(2Th)

(n + 1)Tb <t < (n + 2)Tb. (7)

go(t —(n — 1)T},) +go(t — nT},)+go(t —(n+ 1)T},) =

When the magnitude of the single-phase transition is equal
to zero, input binary data bits (w,,—1, Wy, wy4+1) must satisfy
that w,,_1 is the same as w1, while it is different than w,,
ie., (=1, 1, —=1) or (1, —1, 1). The instantaneous frequency is
then written as [assuming that the binary data bits are equal to

(-1 1, -D)]

—got —(n—=1)Ty)+ go(t — nTp)— go(t —(n+1)T,) =0
(n+1)Th <t<(n+2)Ty. Q)

The sum of (7) and (8) is written as

1

gO(t - ’I’LTb) = (4Tb) )

(n+ DTy <t< (n+2)Ty,.  (9)

Equation (9) specifies the second T}, interval, i.e., T}, < t <
2Ty, of go(t). Note that (9) satisfies a characteristic of (6).

The first T3, interval of go(t) can be derived using the in-
stantaneous frequency for the single-phase transition of /4.
From the waveforms shown in Table II and [13], the I/Q

baseband waveforms for the single-phase transition of +/4
are written as

(t—(n+ 1>Tb>)

It— O
() Cb(2T

(o ) (e

1)Tb))
Q) =1 % - cos? (2;, (t— (n+ I)Tb)>

(Y )

(n+1)T, <t <(n+2)T. (10)
The instantaneous frequency is derived as follows:
dol) _d (i (QW)YY _ @WIH - QI
dt  dt Ity ))  I2(t)+Q2(t)

Since the F-QPSK-E? signal has a constant envelope (enve-
lope fluctuation of less than 0.03 dB), (11) is written as

()

. QI'(®)

=Q'(t)I(t) - (12)

Using (10) and (12), the instantaneous frequency is written as

d(b(t)— il -sin
dt 2Ty

. {1+ (;’5_;) cos? <27;b (t—(TH—l)Tb))
+ <2_ 2\%) .cos? (27;% (t— (n+1)Tb))

3-2V2 of T
+< Vo >-cos (2'Tb (t—(n—i—l)Tb))}

(n+1)Ty < t < (n+2)Tp. (13)

Since the signal in (10) crosses the (Q-axis in signal space
at t = (n 4 2)T}, the allowed single-phase transition between
times t = (n + 2)Ty, and t = (n + 3)T}, must be 7/4 or m/2
[21]. In order to satisfy the phase transition between times ¢ =
(n+1)T}, and ¢t = (n + 3)Ty, the input binary data bits (w1,
Wy, Wp41) must be equal to (—1, 1, 1). The instantaneous
frequency is then written as

—go (t — (n = 1)T}) + go(t —nT}) +go (t — (n + 1)T},)
1 do(t)
% ar (n + 1)Tb <t < (TL + 2)Tb (14)
The subtraction of (8) from (14) is written as
go (t = (n+1)T})
_ 1 dg(t)
T Arhdt
1
or %, (n+ 1T, <t< (n+2)Tp. (15)
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Fig. 6. Proposed premodulation filter for CPM of F-QPSK-B.

Equation (15) specifies the first T3, interval of go(t). Note
that (15) also satisfies a characteristic of (6). The third T3,
interval of go(t) can be derived similarly. Using (9) and (15),
the premodulation filter for the CPM of F-QPSK-E? go(t) is
written as (16), shown at the bottom of page.

The power spectrum of the F-QPSK-E? signal is a little
broader than that of the F-QPSK-B signal. Therefore, an ad-
ditional LPF is necessary for the premodulation filter for the
CPM of F-QPSK-B. The premodulation filter g(¢) for the CPM
of the F-QPSK-B can be approximated using a cascaded g (¢)
and the raised cosine (RC) filter, which is shown in Fig. 6. The
chosen roll-off factor and —6-dB bandwidth of the RC filter are
equal to 1.0 and 0.44/T3,, respectively.

D. ACMDE

In the previous sections, the modulation index and the pre-
modulation filter for the CPM of the F-QPSK-B have been spec-
ified. However, it is necessary to note that input binary data for
I/Q modulation and for CPM of F-QPSK-B are different for the
same phase transition behavior. For the four consecutive input
binary data bits (¢,—1, ¢n, Gn+1, ¢n+2) in the I/Q modulation of
F-QPSK-B, if ¢, is equal to g,+; and g, is equal to g,+2,
e.g., (0, 0,0, 0), (1, 0, 1, 0), the corresponding single-phase
transition will be equal to zero. If ¢,,_; is equal to g,4+1 and
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TABLE III
RELATIONSHIP BETWEEN INPUT DATA AND SINGLE-PHASE
TRANSITION OF I/Q MODULATED F-QPSK-B AND
CONTINUOUS-PHASE-MODULATED F-QPSK-B SIGNAL

Single-phase
transition of
modulated signal

Input data

(qn—l > qn > qn+1 > qn+2 )
for I/Q modulation of
F-QPSK-B

Input data
<wn—l s Wi wn+1 )
for CPM of
F-QPSK-B

0

(0.0,0,0),(0,1,0, 1),
(1,0.1,0), (1, 1,1, 1)

0,1,0), (1,0, 1)

+7/4. - 7/4

(0,0,0,1),(0,1,0,0),
0,0,1,0), (0, 1,1, 1),
(L,0,1,1),(1, 1, 1,0),
(1,0,0,0), (1, 1,0, 1)

0,1, 1),(1,1,0),
0,0,1),(1,0,0)

+7/2. -7)2

0,0,1,1), (0,1, 1,0),

(1,1, 1), (0,0, 0)

(1,0,0,1),(1, 1,0,0)

w/4 or —m /4. Also, if g,_1 is not equal to ¢,,4+1 and ¢, is not
equal to g,+2, €.g., (1, 0, 0, 1), (0, 1, 1, 0), the corresponding
single-phase transition will be equal to 7w/2 or —7 /2.

However, for the three consecutive input binary data bits
(Wp—1, Wy, wp41) in the CPM of the F-QPSK-B, w,,_; must
be equal to w,,+; while not being equal to w,, e.g., (1, 0, 1),
(0, 1, 0) for the zero single-phase transition. For the single-
phase transition of 7/4 or —7 /4, w,_1 must not be equal to
Wpt1, €.8., (1, 1,0), (0, 0, 1). Also, wy,_1, wy,, and w, 41 must
be equal for the single-phase transition of 77/2 or —7 /2.

Table III compares the input binary data for the I/Q modula-
tion of the F-QPSK-B to the input binary data for the CPM of
the F-QPSK-B for the same single-phase transition. Table III
shows that consecutive input data bits for the CPM of the
F-QPSK-B must be different, i.e., w, _1 # wy,, to have the same
single-phase transition as the I/Q modulation of the F-QPSK-B,
in which the alternating input data bits for the I/Q modulation of
the F-QPSK-B are the same, i.e., ¢,—1 = ¢n+1, and vice versa.
This means that, using a differential encoder, the continuous-
phase-modulated F-QPSK-B signal can have the same phase
transition behavior as the I/Q modulated F-QPSK-B signal.
In this paper, we propose an ACMDE, which is written as

@n is not equal to g, 12, and vice versa, e.g., (1,0, 1, 1), (1, 0, Wn = Wn1 @ (dn-1 & dnt1), n=12...

0, 0), the corresponding single-phase transition will be equal to wo =qo D q1 a7
rosin (53t) {1+ (S - 3) - oos? (5551)

+(2—$) cos? (2}1315)—}—(3;\2/‘5/5) - cos® (%t)}, 0<t<Ty
1
go(t) - 4-31,7 ) i . i Ty <t <213 (16)
T " COS (ﬁ(t — 2Tb)) . {1 + (\ﬁ — 5) - SIn 2'7’}b (t — 2Tb)) + < — ﬁ)
sin (ﬁ(t _on, ) n (3;%5) sin® (ﬁ(t _ 2Tb))}, 2T}, < t < 3T,

0, elsewhere
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r,=0.5)

Fig. 8. PSD of the continuous-phase-modulated F-QPSK-B signal with
different truncation lengths of the premodulation filter g(t).

where g; denotes the input data both for the I/Q modulation of
the F-QPSK-B and for the CPM of the F-QPSK-B. ACMDE
output data is denoted by w;,> which is used as the input data
for the premodulation filter for the CPM of the F-QPSK-B.
@ refers to modulo-2 addition. Fig. 7 shows a block diagram
of the ACMDE + CPM-based modulation architecture of the
F-QPSK-B. This architecture produces basically the same mod-
ulated signal as is produced by the I/Q modulation of the
F-QPSK-B, which is shown in Fig. 1(a) and (h). Further note
that an ACMDE can improve the BER by two times over un-
coded data because it allows direct symbol-by-symbol coherent
detection. This does not require decoding for the encoding
effect inherent in all CPM.?

IV. PERFORMANCE ANALYSIS

A. Performance Comparison of CPM of F-QPSK-B With I/Q
Modulation of F-QPSK-B

Fig. 8 shows the PSD of the proposed continuous-phase-
modulated F-QPSK-B signal, taking the truncation length of
g(t) L as a parameter. In order to calculate the PSDs, except
that of the I/Q modulated F-QPSK-B signal [14], the method
proposed by Anderson and Salz [22] is used. In Fig. 8, it is
shown that the continuous-phase-modulated F-QPSK-B signal,

2For calculations in the premodulation filter, 1 is mapped to 1, and 0 is
mapped to —1.

3Some CPM signal with a modulation index of 0.5 requires a differential
decoder for the coherent symbol-by-symbol detection [29], [31]. ACMDE is
used as the differential decoder for the coherent symbol-by-symbol detection of
the uncoded CPM of F-QPSK-B. However, the ACMDE in the receiver causes
a two-bit error for a one-bit input error.

ACMDE + CPM based F-QPSK-B modulation architecture. Note that it produces basically the same modulated signal as I/Q modulation of F-QPSK-B.

in which L is longer than or equal to 573, has practically the
same PSD as the I/Q modulated F-QPSK-B signal. Fig. 9 shows
that the eye diagrams of the continuous-phase-modulated and
I/Q modulated F-QPSK-B signals are almost the same.

Fig. 10 shows the union bound and simulated BER perfor-
mance of the optimum coherent detection (see Appendix B) of
the CPM of the F-QPSK-B in the adaptive white Gaussian noise
(AWGN) channel. Since the number of waveforms for “1”” and
“0” is equal to 64, and because each waveform is equiprobable,
the union bound of the F-QPSK-B signal is written as

Pc<i§ i@(,/&&) (18)
ks 7=0 7 No
where Q(z) is defined as
Q(z) = \/%/e’tgﬂdt. (19)

When Ey, /N is large, the union bound becomes tight and
is dominated by the minimum normalized squared Euclidean
distance (MNSED) d2; [23]. Hence, the approximated union

bound of the F-QPSK-B signal is written as

o
P.~C- -
Q < min NO)

where error coefficient C' is equal to 0.56 for the F-QPSK-B
signal. In the continuous-phase-modulated F-QPSK-B signal,
d?.. ., which is calculated using the method proposed by
Aulin et al. [24], is equal to 1.50 when L is equal to or greater
than 573,.

Fig. 10 also shows the approximated union bound for the
continuous-phase-modulated F-QPSK-B signal. As E}, /Ny in-
creases, the union bound becomes the same as the approximated
union bound and approaches the simulation result. This means
that the union bound is a tight upper bound for optimum co-
herent detection of the continuous-phase-modulated F-QPSK-B
signal.

Fig. 10 shows that the union bound and simulation result of
the continuous-phase-modulated F-QPSK-B signal have only
about 0.1-dB performance degradation as compared to the
I/Q modulated F-QPSK-B signal.* This performance degra-
dation is caused by a reduced MNSED of the continuous-
phase-modulated F-QPSK-B signal. In Section III-C and D, it
has been shown that three consecutive input binary data bits

(20)

4 Appendix A represents the MNSED of the I/Q modulated F-QPSK-B signal.
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Fig. 9. Simulated eye diagrams of F-QPSK-B signal (a) CPM (h = 0.5), (b) I/Q modulation (A = 1/+/2), and (c) AMP decomposition.

m  CPM (simulation) H
o 1/Q modulation (simulation) &
Union bound (CPM)

= = = Union bound (I/Q mod.)

Bit Error Rate (BER)

107
107
10—12
4 6 8 10 12 14 16
E/N,(dB)

Fig. 10. Union bound and simulated BER performance of optimum coherent
detection of CPM of F-QPSK-B. Note that CPM of F-QPSK-B has only about
0.1-dB degraded performance compared to the I/Q modulation of F-QPSK-B.

(Wp—1, Wy, wpt1) in the CPM of the F-QPSK-B determine
a single-phase transition. However, it has also been shown
that to attain the same PSD as is attained when using the 1/Q
modulated F-QPSK-B signal, the truncation length of g(t) for
the CPM of the F-QPSK-B signal must be at least 57},. When
the truncation length of g(t) is equal to 573, the phase distribu-
tion of g(¢) in each T3, interval is equal to 1.3°(0 < t < Ty,),
22.4°(1Ty, < t < 2T}), 42.6°(2T}, < t < 3T}), 22.4°(3T}, <
t < 4Ty), 1.3°(4Ty, < t < 5Ty,), respectively. This means that,
although the effect is small, binary data bits w,_o and w42
affect a single-phase transition during the 73, interval between
times t = (n + 1)T}, and t = (n + 2)T4,. If the binary data bit

Wp_2 OF Wy is different from w,, the corresponding single-
phase transition of the continuous-phase-modulated F-QPSK-B
signal becomes smaller than the one associated with the 1/Q
modulated F-QPSK-B signal. Therefore, the MNSED of the
continuous-phase-modulated F-QPSK-B signal is a little less
than that of the I/Q modulated F-QPSK-B signal.

It is useful to compare the BER performance of the
continuous-phase-modulated and I/Q modulated F-QPSK-B
signals with coherent detection using a simple LPF. One of
the advantages of F-QPSK-B is that the F-QPSK-B signal can
be coherently detected with a simple LPF, even though the
F-QPSK-B signal utilizes a controlled ISI to improve band-
width efficiency. Since the CPM of F-QPSK-B is a partial
response binary CPM with a modulation index of 0.5, the BER
analysis method introduced by Aulin ef al. [25] can be used
for symbol-by-symbol coherent detection using an LPF of the
continuous-phase-modulated F-QPSK-B signal. Since ACMDE
is used in the transmitter, the phase node error probability is
equal to the bit error probability. In [25], the phase node error
probability Py has been defined as

m—1
_ 1 2Eb
nense( )

where the normalized squared Euclidean distance d7 and m are
written as

2n

2 L ) -eos ot wi)dt}
i Tb fONT-Tb (hrw(t))Q dt

m — oNr+L-1

(22)
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Fig. 11. Calculated and simulated BER performance of symbol-by-symbol
coherent detection using an LPF of CPM of F-QPSK-B.

where h,.(t) denotes the impulse response of the receiver
filter, in which a fourth-order phase equalized Butterworth
filter (—3-dB bandwidth = 0.275/T},) is used. N denotes the
length of the receiver filter impulse response normalized to Tj,.
Nrp is equal to 12 for the Butterworth filter. L denotes the
truncation length of the premodulation filter, normalized to T3,,
for the CPM of the F-QPSK-B, in which 5 is chosen. Also,
cos ¢(t, w;) denotes the cosine value of the modulated phase
with binary data sequence w,. Fig. 11 shows calculated and
simulated BER performances of symbol-by-symbol coherent
detection using an LPF of the CPM of the F-QPSK-B in the
AWGN channel. In Fig. 11, it is shown that the calculation
result is the same as the simulation result. Fig. 11 also shows
that the continuous-phase-modulated F-QPSK-B signal pro-
duces a BER of 107* at Ey /Ny of 10.2 dB. It suffers only
0.3-dB degradation at a BER of 10~ from the performance
of the I/Q modulated F-QPSK-B signal. This is because the
MNSED of the Butterworth filtered signal of the continuous-
phase-modulated F-QPSK-B signal is about 0.2 dB less than
the one of the I/Q modulated F-QPSK-B signal .’

It has been shown that the F-QPSK-B signal can be non-
coherently detected [21]. Furthermore, it has been shown that
BER performance of noncoherent detection can be improved
by increasing the received signal’s observation time over multi-
symbols as well as by adopting trellis demodulation. For the
limiter discriminator integrate-and-dump (LD I&D) detection,
when the number of symbols observed is equal to N, the
number of allowed vectors formed by consecutive LD 1&D
detector output signals is equal to 2(N+2) — 1. In the trellis
decoding of LD I&D detection, the allowed vector c; becomes
the ¢th state of the trellis. Therefore, the number of states is
equal to 20V+2) — 1. Let ¢;,, (n=1,2,...,N;i=1,2,...,
2(N+2) _ 1) denote the nth element of the ith allowed vector,
and let r; denote the LD I&D detector output sampled at

5The CPM characteristics of the F-QPSK-B signal are used to calculate the
MNSED of the Butterworth filtered signal of the I/Q modulated F-QPSK-B
signal.

10°

10

Bit Error Rate (BER)

E,/N(dB)

Fig. 12.  Simulated BER performance of CPM of F-QPSK-B with LD 1&D
followed by trellis decoding with five-symbol observation.

t = kT1,. The branch metric of the ith state at time ¢ = KT}, is
written as

N
dik = Z (Cin — T(k+7z—(N+1)/2))2'

n=1

(23)

The survival path is the path that has the smallest accumu-
lated branch metric, i.e., state metric. The decoder output is the
(N + 1)/2th element of a state, i.e., ¢; (x41)/2, in the survival
path. When the magnitude of the sum of two consecutive de-
coder outputs is larger than or equal to 7 /4, the receiver decides
that a “1” was sent. Otherwise, it decides that a “0” was sent.
Fig. 12 shows the simulated BER performance of the CPM of
F-QPSK-B with LD 1&D followed by trellis decoding with five-
symbol observation in the AWGN channel. It produces a BER
of 10~* at E}, /Ny of 13.0 dB, which has a performance degra-
dation of 0.3 dB at a BER of 10~ from the I/Q modulation of
F-QPSK-B.

The CPM characteristics of the F-QPSK-B signal make it
possible to use the architecture proposed by Laurent [26] to
implement the modulator of the F-QPSK-B signal. In [26],
Laurent proposed that a binary CPM signal can be generated
as a sum of a finite number of time limited amplitude modu-
lated pulses (AMP). Fig. 13 presents signal components C' (t)
(K =0,1,2,...,15)% of the continuous-phase-modulated
F-QPSK-B signal for AMP decomposition. Fig. 9 shows that
the eye diagram of the F-QPSK-B signal using the AMP
decomposition is the same as that of the continuous-phase-
modulated and I/Q modulated F-QPSK-B signals. Even though
the AMP decomposition-based F-QPSK-B modulator has more
gates than the I/Q modulator, it can have less gates than the
continuous phase modulator. Let N, denote the number of
samples per input binary data on the AMP decomposition
of the F-QPSK-B signal. In addition, let IV, denote the bit
width of the address for the waveform lookup table on the
conventional continuous phase modulator. If N, satisfies the

©When the truncation length of g(t) for the CPM of the F-QPSK-B is chosen
to be 57}, K must be an integer between 0 and 15 (see [28, eq. 10]).
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condition of (24), the modulator based on Laurent’s method has
the advantage over conventional methods in terms of gate size

logy Ny < Ny, — 5. 24)

For example, when N is equal to eight, the modulator based
on Laurent’s method has a smaller gate size if N, is more than
8 bits.

In addition, in [27], Kaleh showed that a receiver for CPM
signals can be simplified utilizing the AMP decomposition.
For the binary CPM signals with a modulation index of 0.5,
Kaleh also proposed the optimum receiver filter for a simple
MSK-type receiver by utilizing the AMP decomposition. Since
the F-QPSK-B signal is a binary CPM with a modulation
index of 0.5, the receiver for the F-QPSK-B signal can be
simplified with an MSK-type receiver, as shown in Appendix C.
In Appendix C, the optimum receiver filter for the MSK-type
receiver of the F-QPSK-B signal is derived. Fig. 14 shows the
BER performances of the CPM of F-QPSK-B with the MSK-
type receiver. In Fig. 14, it is shown that the simulated BER lies
between the upper and lower bounds. It performs a BER of 10~4

t/To

Signal component functions of CPM of F-QPSK-B for AMP decomposition.

10° ¢

Upper bound
®  Simulation
-------------------------- r - - - Lower bound

Bit Error Rate (BER)

E,/N, (dB)

Fig. 14. BER performances of CPM of F-QPSK-B with the MSK-type
receiver.
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at Fy, /Ny of 10.0 dB, which gives a performance degradation
of about 0.7 dB at a BER of 10~* from the optimum coherent
detection of the CPM of F-QPSK-B, which is shown in Fig. 10.

B. Performance Comparison of CPM of F-QPSK-B With
Representative CPM Schemes

Fig. 8 also compares the PSD of the CPM of F-QPSK-B
with that of several CPM schemes such as the optimum binary
continuous phase frequency-shift keying (CPFSK) with a mod-
ulation index of 0.715, the GMSK with BT}, of 0.5, and CPM
using an RC premodulation filter. In Fig. 8, it is shown that the
CPM of F-QPSK-B achieves a better bandwidth efficiency than
the selected CPM schemes.

In [16], Simon compared the throughput and BER perfor-
mance of the modulations specified for space communication.
Utilizing Simon’s work, Fig. 15 compares the throughput and
the BER performance of the CPM of F-QPSK-B with repre-
sentative CPM schemes, which include the optimum binary
CPFSK with a modulation index of 0.715,” the optimum quater-
nary CPFSK with a modulation index of 0.8,% the GMSK [31]
with BT}, of 0.25 and 0.5, CPM using an RC premodulation
filter with a length of 273, and with a modulation index of 0.6
and 0.8, and CPM using an RC premodulation filter with a
length of 37}, and with a modulation index of 0.6 and 0.8. In
Fig. 15, the x-axis represents the Ey, /Ny required for a BER of
1073 [Fig. 15(a)], 10~* [Fig. 15(b)], and the y-axis denotes the
reciprocal of the throughput. Note that the E}, /Ny is obtained
by using the optimum coherent receiver [20]. The throughput is
defined as the reciprocal ratio of the frequency band around the
carrier frequency containing 99% of the signal power to the data
rate. In order to calculate the 99% bandwidth, the analytical
calculation of the PSD is used [22]. Note that the F-QPSK-B
achieves the higher throughput than the selected CPM schemes
without the loss of much power efficiency.

V. CONCLUSION

In this paper, the CPM method for F-QPSK-B has been
proposed for the first time. The CPM characteristics of
the F-QPSK-B signal have been derived from the quasi-
constant envelope and continuous phase characteristics of the
F-QPSK-B signal.

The modulation index for CPM of F-QPSK-B has been
derived from the maximum single-phase transition of the
F-QPSK-B signal. The premodulation filter has been derived
from the single-phase transition and transient phase characteris-
tics. The ACMDE, which is a differential encoder, has also been
proposed so that the continuous-phase-modulated F-QPSK-B
signal can have the same phase behavior as the I/Q modulated
F-QPSK-B signal.

It has been shown that the PSD and eye diagram of the
continuous-phase-modulated F-QPSK-B signal are practically
the same as those of the I/Q modulated F-QPSK-B signal.

7In [28] and [29], it was shown that the optimum modulation index for the
binary CPFSK is equal to 0.715.

8In [30], Schonhoff showed that for the quaternary CPFSK, a modulation
index of 0.8 minimizes the probability of error.
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Fig. 15. Power-bandwidth efficiency comparison of CPM of F-QPSK-B and

representative CPM schemes. The z-axis represents the E},/No required for
(a) a BER of 1073 and (b) a BER of 1074

Theoretical analysis and simulation results have shown that
the continuous-phase-modulated F-QPSK-B signal has al-
most the same BER performance as the I/Q modulation of
F-QPSK-B.

APPENDIX A
MNSED OF THE I/Q MODULATED F-QPSK-B SIGNAL

In order to calculate the MNSED of the I/Q modulated
F-QPSK-B signal, it is necessary to examine the phase behavior
of the F-QPSK-B signal. From Section III-A, we can find that
input data g,, affects three phase points ¢,,_1, ¢, and ¢,,+1, and
the phase transition during 473, between times t = (n — 2)T},
and ¢t = (n + 2)T}, which is shown in Fig. 16. Therefore,
the MNSED of the I/Q modulated F-QPSK-B signal d2,;, is
written as

(n+2)Tb

- (s(t, qa)

2B,
(’I’L72)Tb

2, = s(t,qp))®dt (A1)
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Fig. 16. Phase transition characteristics of the F-QPSK-B signal.
where q, is equal to (..., gn-1,1,¢n+1,.-.), and gg is equal When the noise n(t) is written as
to (...,¢n-1,0,qn41,...). The calculated MNSED of the I/Q
modulated F-QPSK-B signal is equal to 1.53. n(t) = nr(t) - cos(wot) — ng(t) - sin(wet) (B.4)
APPENDIX B r(t) is then written as
OPTIMUM COHERENT RECEIVER OF
THE F-QPSK-B SIGNAL r(t) = coslwot+0 (t, i (1,qy)) +n(t), i:{O, L,...,127}
The optimum coherent receiver of the F-QPSK-B signal is = (Cos (9 (t, di{ I)Q})) +nr(t ) cos(w
the ML receiver, which is based on the distance characteristic _ (‘in ( 0 ( ¢ a )) +ng( t)) - ( )
presented in Appendix A. Since seven binary data bits are > i {1,Q) e St @o
necessary for phase transition during 473, (see Fig. 16), the opti- =71(t) - cos(wot) — rg(t) - sin(wet) (B.5)

mum coherent receiver has 128-matched filters. Since the phase
points determined by the input data sequence (1,,, @, Ln+1)
and (Q,_1, I, @) are different, as shown in Section III-A,
two 128-matched filter banks are required. However, each bank
must be used alternately at every Tj,.
Let the received signal be given by
r(t) = s(t,q;) + n(t), i=1{0,1,...,127}.  (B.1)
Each branch calculates the Euclidean distance between

r(t)and s(t, q;)

AT,
d? = /[r(t)—s(t,qj)]2dt, j=1{0,1,...,127}
0
ATy, 4Ty, 4Ty,
= /r2(t)dt+/82(t,qj)dt—2/r(t)s(t,qj)dt.
0 0 0
(B.2)

Since the first term in (B.2) is independent of q; and the
F-QPSK-B signal has a constant envelope, the Euclidean dis-
tance between r(t) and s(t¢,q;) is determined by correlating
r(t) and s(t, q;). Therefore, the correlator output of the jth
branch of the I/Q channel data is written as

AT,

Ciq.gy = r(t) cos (wot + 0 (t, qMI,Q})) dt

(=)

j=1{0,1,...,127}. (B.3)

where r(t) and 7 (t) denote (cos(6(t, q; (1,y)) + nz(t)) and
(sin(0(, ds,41,0y)) + nq(t)), respectively.

By inserting (B.5) in (B.3) and omitting high-frequency
terms, it is written as

4Ty,

Crarar= [ {rit)-cos (6 (t.az1101)

0

+ro(t) sin (0 (b r.01)) fe

j={0,1,...,127} (B.6)
where cos(0(t,q;,(7,0y)) and sin(0(t,q; 7,0})) denote the
cosine and sine values of phase during 47}, in which the
phase is generated using seven consecutive binary data bits
corresponding to j, e.g., j =15: {0001 1 1 1}. The output
of the receiver is the fourth binary data bit of index j of the
maximum correlator output Cj (7 oy. The optimum coherent
receiver for the F-QPSK-B signal is shown in Fig. 17.

APPENDIX C
AMP DECOMPOSITION-BASED SIMPLE MSK-TYPE
COHERENT RECEIVER OF THE F-QPSK-B SIGNAL

When the modulation index of a binary CPM signal is equal
to 0.5, an MSK-type receiver can be used, and the optimum
receiver filter is derived using the AMP decomposition of the
CPM signal [27]. In this paper, it was shown that the F-QPSK-B
signal is a binary CPM signal with a modulation index of 0.5.
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Fig. 17.

Hence, an MSK-type receiver utilizing the AMP decomposition
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can be used for the F-QPSK-B signal. In [27], it was shown that
the optimum receiver filter for the MSK-type receiver is formed
by a Wiener estimator and the most dominant signal component
Cy(t) of the CPM signal for AMP decomposition. The impulse

data from
max. branch

h(t)

C
41, |S121s
cOS(@(t,qu) 2 > IO >
sin (9([3(]12741)) e
(@) Decoded
) . - hd data
Di- (2n)r,
% | 41y |Coo
COS(9<LQOAQ)) z 'L
sin (6’(‘t,q()_’9))
V?ﬁz (4o | 4th binary

response of the optimum receiver filter is written as [27]

N
Z wkCO(—t + Qka)

k=-N

(C.1)
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where wy, denotes the coefficient of the Wiener estimator. Cy(¢)
for the F-QPSK-B signal is shown in Fig. 13.

For the received F-QPSK-B signal z(t), Cy(t) filter output is
written as

To,k = / Z(t)CO(t - ka)dt. (C2)

Using (C.1) and (C.2), the receiver filter output is written as

N
Yn = Z WET0,n—2k- (C.3)
k=—N

The optimum coefficients for the Wiener estimator, i.e.,
{wp; —N < k < N}, are calculated using the orthogonality
conditions for the I channel and the @) channel, as shown in
(C.4) and (C.5) [27], [32].

Re{E [(ao2n — Y2n)T0,2n-2:]} =0, —N<i<N

(C4)

Im {F [(a0,2n+1 — Y2n+1)T0,2n+1-2i]} =0, —N <i < N.
(C.5)

When the input data is equal to o, ag,p, is defined by [27]

n
(625

ap,n = (exp(jmh))r=o (C.6)
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