IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. XX, NO. X, XXX D0X 1

MIMO ISI Channel Estimation Using Uncorrelated
Golay Complementary Sets of Polyphase Sequence:
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Abstract— In this paper, optimal training sequence design for used in practice [7], as it has much less complexity and bette
multiple input multiple output (MIMO) intersymbol interference  performance, compared to the blind approach. The insertion
(IS) channels is addressed and several novel low-complexity ot yrgining symbols consumes some transmission bandwidth
channel estimators are proposed, using uncorrelated Golay com- but thi head i ligible if th | Il fict ’
plementary sets ofpolyphase sequences The theoretical analysis HLLIIS OVEr .ea IS negligidle It they are O_n y asma
and simulation show that when the additive noise is Gaussian, Of the transmitted frame. Moreover, the training-base@seh
the proposed best linear unbiased estimator (BLUE) achieves the can be optimal in the high signal-to-noise ratio (SNR) regio
minimum possible classical Craner-Rao lower bound (CRLB), [8]-[10]. When the training-based approach is used, the goal
if the channel coefficients are regarded as unknown determin- of channel estimator design is to make the estimation error

istics. On the other hand, the proposed linear minimum mean I ibl ith low impl tati lexiov. f
square error (LMMSE) estimator attains the minimum possible &S Small as possible, with low implementation complexuy,

Bayesian CRLB, when the underlying channel coefficients are fixed training sequence length and power.
Gaussian and independent of the additive Gaussian noise. The Optimal training sequence design for MIMO systems has
proposed channel estimators not only achieve the best estimation peen studied in the literature (see [9][11]-[18] and rafees

performance, but also can be implemented with low complexity, ; : : ; Al
Via DSP or ASIC/FPGA. This has been possible due to the therein). Some information theoretical guidelines forusate

special structures intrinsic to uncorrelated Golay complementary d€Sign over MIMO flat fading channels and single-input
sets of polyphase sequences, which makes the proposed channelSingle-output (SISO) frequency-selective channels avengi
estimators ready to use in the practical MIMO systems. in [9] and [10], respectively. The optimal sequence design

Index Terms—MIMO, Intersymbol Interference, Golay Se- or MIMO flat fading channels in the presence of colored
quences, Complementary Sets of Sequences, Channel Estimationinterference is studied [15]. A lower bound on trainingdxhs

Training Sequences, and Frequency Selective. channel estimation error for MIMO intersymbol interferenc
(IS1)? channels, based on a parameterized channel model,
|. INTRODUCTION is presented in [19]. An optimal training design for MIMO

ISI channels is given in [11], where training symbols are

T HE utilization of antenna arrays at the base station aliffyerimposed on data in the system model. For both SISO
_ 1 the mobile station in a wireless communication syste@hy \iMo ISI channels, optimal training sequences are delta
increases the capacity linearly within(Nr, Nr), Where Ny ises [10, (13)] [11, Table 1], which maximize the lower
and Ny are the numbers of transmit and receive antennggy ng of the ergodic channel capacity. For MIMO-OFDM

_respec_tively, provided that the environment is suffic'yemitth_ systems, optimal training sequence design is discussddja [
in multi-path components [3][4]. The early analyses andJSIm[18] via minimizing the mean square error of the channel
lations of the multiple-input multiple-output (MIMO) sysnhs estimator.

relied on the assumption of perfect channel state infolnati For MIMO flat fading channels, it is straightforward to

]ECSI%'[S.][S![..HO\I/vever,t|rt1. pracftllc\zﬂe”\(/?ge neteds to estimate C%Esign training sequences to satisfy the semi-unitaryitond
or eflicient implementation o Systems. for the minimum mean square error (MMSE) of the estimator,

In general, there are two classes of methods for CSI esé\i/en in [9, (18)], [20, (9.4.16)], and [11, C1]. For exa
. . H s . . 1 ’ ’ e ) ’ . mple
mation: blind identification (see, e.g., [6]) and trainibgsed a Hadamard matrix or a part of it can be used. However,

estimation. For quasi-static or slowly-varying fading chals, for the MIMO ISI scenario, the training sequences, which

training-based channel estimation at the receiver is Wideéatisfy the semi-unitary condition, must have impulse-lik

Manuscript received February 25, 2006: revised November 20p6; auto-correlations and zero cross-correlations within \emi
accepted December 09, 2006. This paper was presented intghe IEEE  correlation window, whose length depends on the delay dprea

Global Telecommunications Conference, St. Louis, MO, 2005 [1], and the of the channel. One way to achieve zero cross-correlation
IEEE Sarnoff Symposium, Princeton, NJ, 2006 [2]. The review and approval . o bol v f
of this paper was coordinated by Prof. Zhengdao Wang. is to transmit training symbols only from one antenna at a

tS. Wang was with the Department of Electrical and Computerigsging, time [11], where each training sequence is a delta sequence.
New Jersey Institute of Technology, Newark, NJ 07102, USA. isl now However, this approach may result in high peak-to-average

\;Vr']t:ar':‘gEqiaﬁ&gﬁggﬁﬁtsgﬁ.nca’ Inc., Princeton, NJ 08540 AUge-mail: power ratio (PAPR), and low energy efficiency, which are

tA. Abdi is with the Department of Electrical and Computer Ergiring, important concerns in practice.
New Jersey Institute of Technology, Newark, NJ 07102, USAm@:  |n the literature, there are some PAPR-friendly optimal

ali.abdi@nijit.edu). . . . . "
Digital Object Identifier xx.xxxx/TVT.200XXXXXXX sequences, which satisfy the semi-unitary condition, aamd c

1A polyphase sequence is a sequence of complex numbers, eadtit of u
magnitude. 2In this paper, we use ISI and frequency-selective chann@dschangeably.



2 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. XX, NO. X, XXX D0X

be used for training. Examples include a set of sequencés witec. VIl and 1X, respectively, and the concluding remaries a

a zero correlation zone (ZCZz) [12][13][21][22] and diffate summarized in Sec. X.

phases of a perfetipolyphase sequence such as the FrankNotation: (-)* is reserved for the complex conjugate)’

sequence [23] or Chu sequence [24]. However, both ZG@r the matrix transposd;)! for the matrix Hermitian,(-)~!

and perfect polyphase sequences are developed based orfahehe matrix inverse, fr] for the trace of a matrix,x

periodic correlation properties. Therefore, they can reoap- for proportional to, diagri, 02, - ,0,) denotes a diagonal

plied to scenarios where aperiodic correlations are nedded matrix with 01,09, -- , 0, on the main diagonal, d@.) is a

example, when using a zero-padding guard period to separdiggonal matrix which contains the main diagonal elemefits o

the transmitted data and training symbols, as discussedniatrix A, ved-) stacks all the columns of its matrix argument

Sec. Ill-A. Moreover, the implementation complexity of thento one tall column vector,A],, ,,,m,n > 0, is the (m,n)"

corresponding channel estimators could be an issue, dueekement of the matriXA, E[-] is the mathematical expectation,

the lack of proper structures. () is the sample averag®,,x, iS anm X n zero matrix,
Golay complementary sequences [25] have been widdly.x, iS anm x n matrix whose entries are all I,, denotes

used in infrared spectrometry [26], radar [27], synchration the m x m identity matrix, ¢ € [m,n] implies thatt is an

[28], PAPR control [29], MC-CDMA [30], channel identi- integer such thain < t < n, ® represents the Kronecker

fication [31], and SISO ISI channel estimation [32]-[34]product,® stands for the (elementwise) Hadamard prodgct,

due to their good structure and perfect correlation pragert represents the elementwise complex addition of two vectors

Recently, uncorrelatedperiodic Golay complementary setsX and B represent the multiplication and addition of two

of binary sequences are used for optimal training in a zereomplex numbers, respectivelyz] is the smallest integer

padding block transmission system [35], and uncorrelatedt less thanr, |x] is the largest integer not greater than

periodic Golay complementary sets bfnary sequences in a z, || - |» denotes the Frobenius norrt)y is the modulus

cyclic-prefix padding block transmission system [36]. listh N operator,IL,, is the forward shift permutation matrix of

paper, we extend theinary sequences in [35] and [36] to theorder m [40, p. 27], andAII!, shifts the matrixA, which

polyphase ones for optimal training. Obviously, the results ihasm columns, cyclically to the right by columns. We also

this paper will include those in [35] and [36] as special saséhave @ for circular convolution “modN”, and « for linear

After the system model and the criterion for optimal trainconvolution. All the lower-case bold letters represent sovd

ing are developed, several optimal low-complexity channeblumn vectors, whereas upper-case bold letters are used fo

estimation schemes using uncorrelated Golay complementaratrices.

sets of polyphase sequences are proposed. The theoretical

analysis and simulation show that when the additive noise ig!- DEFINITION AND GENERATION OF UNCORRELATED

Gaussian, the proposed best linear unbiased estimatorfBLU ~ GOLAY COMPLEMENTARY SETS OF POLYPHASE

achieves the minimum possible classical CeaRao lower SEQUENCES

bound (CRLB), if the channel coefficients are regarded asFor convenience and completeness, we give a brief descrip-

unknown deterministics. On the other hand, the propostidn of uncorrelated aperiodic and periodic Golay comple-

linear minimum mean square error (LMMSE) estimator attaimaentary sets opolyphase sequences. More discussion can be

the minimum possible Bayesian CREBvhen the underlying found in [41]-[44].

channel coefficients are Gaussian and independent of the

additive Gaussian noise. Last but not the least, the praboge Aperiodic Case

schemes can be implemented with low complexity, via DSP or

ASIC/FPGA, due to the special structure intrinsic to Gola% ~_1)] be sequences cn‘omplex numbers with unit ampli-

complementarypolyphase sequences. udes The aperiodic cross-correlation function (ACCF) be
The rest of this paper is organized as follows. Def'”'t'of‘weenal andb; is defined by

and construction of uncorrelated aperiodic and periodiago

N—-1— k «

complementary sets opolyphase sequences are given in ZJ —0 @b} L(Gi+k) kel0,N—1],

Sec. I, and MIMO system and channel models are presente Zjv Uil a; ;bf Gtk ke[-N+1,-1].

in Sec. Illl. Sec. IV and V deal with the optimal train-

ing criterion and construction of optimal training sequemc A Set of p sequences, each with/ elements, {a;}2) is

using uncorrelated Golay complementary setspolfyphase ~aperiodic complementary if and only iff() Y70 @ara, (k) =

sequences, respectively. The channel estimation algogifd 0% 7 0, and YY" @a, a,(0) = pN, where ga, o, (k), k| <

its fast DSP and ASIC/FPGA implementations are studied i —1 is the aperiodic autocorrelation function (AACF) af.

Sec. VI and VI, respectively. Comparison with other exigti If another set of sequencdd;}?~, is aperiodic comple-

optimal sequences and the simulation results are presefntementafy and>"?" ) Ga, b l( ) =0, Ikl N —1, then we call

{b;}’~) a mate of{a;}’_;, and vice versa.

Let a; = [as,0,a4,1, - ,a5,(nv—1)] @db; = [b;0,bi1,- -,

ﬁahbi (k) =

@)

3its periodic autocorrelation function is a delta impulse. A CO||eCtI0n of apeI'IOdIC Golay complementary sets of
4The concept of CRLB for random parameter estimation was inted polyphase sequences{ay}l 01 {b }Z 0r " {Zz}p 01 are
in [37], and named Bayesian CRLB later in [38] and [39]. mutually uncorrelated if every two aper|0d|c Golay comple-

5The abbreviations DSP, ASIC and FPGA stand for digital dignacessor, Ivoh . h lecti
application-specific integrated circuit and field-prograrbieagate array, Mentary sets ofpolyphase sequences in the collection are

respectively. mates of each other [44].
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Aperiodic Auto Corr. Aperiodic Cross Corr.

B. Periodic Case

The periodic cross-correlation function (PCCF) betwaen :
. . o &}
andb; is defined as E
< 5
N-1 £ e
~ * £ : £
Paui(K) = 3 aisbi jnyy: [ISN=1. @) % i
j=0 v _
L 10 15 -15 -5
A set of sequence$a,}’", each with N elements, is pe- Lag b Lag
. . . — ~ Periodic Auto Corr. Periodic Cross Corr.
riodic complementanyiff Zfzol Pa;.a; (k) = 0,k # 0, and ; I ‘ .
—1 ~ ~ . a . Pao
dov_0 Paiai(0) = pN, where ga, o, (k),[k| < N—1is the | .
periodic autocorrelation function (PACF) af. S S
If another set ?f sequence{sbi}fgo1 is periodic comple- : S " "
mentary and) 7" @a, b, (k) = 0,[k| <N -1, then we call = E yove vava
{b;}'~) a mate of{a;}’_, and vice versa. SN R TN vasy | = OO avev
v v

A collection of periodic Golay complementary sets 0 ;55 5 o 5 0 1 W0 5 0 5 10 1
-1 -1 ~1 ag k ag k
polyphase sequences{a;}._;, {b;}}_;, ---, {z;}!_, are Loz h Lz b

mUtua“y uncorrelated if every two penodlc Golay comple- Fig. 1. The aperiodic and periodic auto and cross-cormiatiinctions of

mentary sets ofpolyphase sequences in the collection arene two uncorrelated Golay complementary setsa$phase sequences, with
mates of each other [44]. N = 16.

C. Sequence Generation For example, ifN = 16, wy = 1,Vk, andd = [1,2,4, 8],

Based on (1) and (2), it is easy to verify i.e., d, = 2™!, we obtain a Golay complementary binary

) Carb, (k) +0a, b, (k—N) kel0, N—1], pair {ag,a;} from (4) asag =+ ++—++—++++—

Paib, (k) =9 """ 1(k)+ h 1(k+N) Fe[-N+1 -1, o +-]anda; = [+++—++—+———+++—+],
Paibi Pai b b where “+” denotes “1” and “—” represents “1”. Various

(3) - . . l
. o correlations of{ay, a7} and its mate{a;, —a}} are shown
which shows that aperiodic Golay complementary sets f?\? Fig. 1. Clearly, the individual AACFs of the first set, i.e.

polyphase sequences are also periodic Golay complementar . :
[43][45]. Therefore, we only explain how to construct aperi“);U’aO (k) and wa;,a;(k_)- are. not impulse, but their sum
Pag.a0(k) + pg+ q:(k) is an impulse. The same property

odic Golay complementary sets pblyphase sequences. , Lo
: applies to the second set. The individual ACGES , (k) and
In this paper, we focus on the casejof- 2, andp > 2 can « _a: (k) between the two sets are not zero for all lags,

be easily addressed, based on the methods described in [£H;

; ; : but’ their sumyp (k) + pg+ g+ (k) is zero everywhere.
According to the complex extension of property 9) in [25F th 80,81 aj,—ag
Golay complementary paifag, a;} with N — 2M elements, The same observations apply to the PACFs and PCCFs.

M > 1, can be constructed by the following recursive equation The family size of uncorrelated Golay complementary sets

[27] With_two polyphase sequences per sep (= 2), i.e., the
o) (1) (1) maximum number ofmutually unco_rre_lated Golay comple- _
Aok = Qo T Wy (g oy 4 mentary sets, is a parameter that indicates how many transmi
o™ = gm=D) o me1) me[l,M], (4 antennas uncorrelated Golay sets can support, without any
Lk 0.k ML (k—dm) modification to the original sequences. From the above de-

with aéo,)g _ agoli = &), wheredy = 1,0, = 0,k # 0 andwy, is scription, the family size is at least two, and they are given
the complex number with unit amplitude, i.¢u| = 1,¥m. DY {ao, @i} and {a;, —a§}°. For binary sequences with
In (4), d,, is them™ element of the delay vectat, defined aperiodic correlations, the family size is two if each seltyon

by has two sequences [41][46]. However, for both unit-amgétu
d=[di,ds, - ,dn], (5) polyphase sequences with aperiodic or periodic correlations
and binary sequences with periodic correlations, the famil
which is a permutation of2°,2', ... 2"~1]. After M it- size is unknown, to the best of our knowledge. Studying the

erations, we get a Dﬁ}g of Golay complement@glyphase family size of the mentioned cases is out of the scope of this
sequencesa)”) and af*"), each of lengthN'. To simplify paper, and hence we assume it is equal to two in this paper,
notation, we writea"") asa,, anda{"”) asay, i.e.,ap = al”’ as it is enough for us to consider two uncorrelated Golay
anda; = a§M>. complementary sets.

By the complex extension of property 3) in [25y and
‘ay are comple(mentary too, wherb is the reverse of the I1l. SYSTEM AND CHANNEL MODELS
sequencé, i.e. b; =by_1_,7 € [0, N —1].

According to the complex version of Theorem 11 in [41]fa
if {a,b} are a Golay complemeriary set of typolyphase
sequences with lengthV, then {b*, _(5*} is its mate. 6Given a Golay complementary pdiag, a3 }, the uncorrelated sets are not
Therefore {a;, —ay} is the mate of{ag, @}}, vice versa. unique, for example{ag, a1} and{a }, —a} are another possibility.

Similarly to [35] and [36], block transmission over block
ding channels is assumed here. In what follows, we conside
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Dt Seement Training Scgment to the training symbols transmitted froni antennas, can be
( - A . written asY?? = /p,/NyHS?? 4 E?P, where the training
T i [GP[ s | matrix SZP, whose dimension isVGy (L + 1) x (N, + L), is
Fig. 2. A frame structure in a MIMO system. given by

s(0) s(1) -+ s(Ne=1)Ongx1--- Onpxa1

an L + 1 tap channel impulse response (CIR) with the tap qZP_ Ongxc1
index [ € [0, L], the transmit antenna index; € [1, Nr], the : ) ) ) .0
receive antenna index,. € [1, Ng], and the training symbol ' ' ' ' A
index n € [0, N, —1]. Note that can be interpreted as the Onpxa =+ Onpxa 8(0) - s(1) -+ s(Ni=1)
delay spread of the channel in units of symbol intervals, aima which we have the followingVy x 1 vector
L = 0 corresponds to a frequency-flat or ISI-free channel. ,

Let H = [Hy, Hy,--- ,H] be the discrete-time equivalent s(n) = [s1(n), s2(n), -+, s ()] )
baseband CIR of the MIMO frequency-selective channel, \ote thatYZP — y(0),y(1),-- ,y(N, + L — 1)], where

, (8)

- th -

WhereHl 'IS the !l ' tap of the MIMO CIRs and defined byy(n) _ [y1(n),y2(n), o ’yNR(n)]/. The noise matrix is
the following matrix [35, Eq. (2)] defined asE? = [e(0),e(1),--- ,e(N; + L — 1)}, in which

hia(l) -+ hine(1) e(n) = [e1(n), ea(n), - ,eny(n)]".

hng (D) - By () B. CP-Based Guard Period
whereh, ., (1) is thel" tap of the CIR between the!" re- In this case, “GP” in Fig. 2 for then!" transmit an-
ceive antenna and the transmit antenna, with the combined®na is filled with the CP o8, i.e., CR, = [s, (N —
effect of the transceiver filters and the multipath propiagat L): "+ »$n.(Ns — 1)]. The received training signal otVg
environment. receive antennas, after discarding those affected by tte da

H CP _ CP CP

In order to decouple channel estimation from data detectidi'® t© IS, can be wrltt_eanY = V/ps/NPHS™ + B,

time-division multiplexing (TDM) of training and data sym-Where the training matri8-", whose dimension isVr(L +
bols is the only approach in single-carrier systems [11, ioam 1) X Vs, is given by

1]. For the training-aided block transmission with deceudipl s(0) s(1) o s(N,—1)

training from data, a typical TDM frame structure for a MIMO .

system is shown in Fig. 2, where the frame structure is theyce _ |S(Ns —1) s(0) os(Ne—2) . (10)
same for all the transmit antennak,, ands,, are the data : :

and training symbols transmitted by thé' transmit antenna, s(NS.—L) s(N,—L+1) --- s(N, —.L—l)

respectively, the “GP”, i.e., the guard period, betweendiz

and training symbols, is used to separate the data andrigainivhere s(n) is given in (9). Furthermore, Y¢° =
symbols, and its length is at leastfor perfect separation in [y(0),y(1),---,y(N;—1)] andE " =[e(0), e(1), - - - ,e(N, —
multipath. In this paper, we set the length of “GP” ko 1)].

As stated in [11], the “GP” can be filled with eithér Qs Clearly, for both casess,,(n) is the training symbol
or L known symbols. In this paper, the cyclic-prefix (CPjransmitted by the!" transmit antenna at time, y,, (n) is the
with length L of the training sequence is used Asknown signal received by the!" receive antenna at time, e,, (n)
symbols. In what follows, the former is called the zero-padd is the additive noise component i, _(n).

(ZP) based guard period, and the latter is called the CP
based guard period. For both approaches, the system aguatio
corresponding to the training part has the same linear form

IV. THE CRITERION FOROPTIMAL TRAINING

and is given by Both the ZP- and CP-based guard period choices provide the
same linear form of system equations given in (7). Therefore

Y = . /% Hs +E, (7) Wwe do not distinguish between them, when developing the
Nr criterion for optimal training, and the conclusions of this

wherep, is the average received SNR at each receive anterfiggtion apply to both cases.

over the training phaseS is the training matrix,E is the For channel estimation, we assume the elements of the
additive noise matrix, an¥ is the received signal matrix. Theadditive noise matrid are independent with zero mean and
only difference between the ZP- and CP-based guard peridtit variance (not necessarily Gaussian). In addition, neatt

is the training matrixS. In what follows, the training matrix the channel matrixt in two different ways. In the first

is presented for both scenarios. approachH is an unknown deterministic matrix. In the second
setup, H is random and independent of the additive noise
A ZP-Based Guard Period E, elements offI are independent with zero mean, and each

. . _ _ _ subchanneh,,, ,, has unit power, i.e.|h,, ., ||%=1, where
In this case, “GP” in Fig. 2 is filled witt 0's. Using matrix

notation, the signals received kyr antennas, corresponding hy, n, = [P0, 0, (0), Ay, (1) -+ 5 By, (D) (11)
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Moreover, thel" tap of the subchannél,, ,, has the power transmit antenna, obtained by solving

Tnpmits 1€ E (o, (DI?] = 0, n,, and the covariance Nop

[ [ ' = 1 = Nr-
matrix of H is defined aCy, = E [hh'], whereh = veq(H). Z Z - NTMPS S=A Vmoe[1L,Ng, (18)
Since elements oH are independent with zero mea@y is ~ “— 7= (0, ,,,; + 7= Fn,)

an Ny Ny (L +1) x Nz Ny(L + 1) diagonal matrix, whose!"
diagonal element is given by under the training power constr:;l@fjj:1 P,, = Np, where\
is the Lagrangian multiplier. Sincg,,’s must be non-negative,
[Chl. o =0nmits K E[0,NgNp(L+1)—1],  (12) jt may not always be possible to find a solution to satisfy &ll o
Nr equations in (18), simultaneously. In this case, the Kuhn-
Tucker conditions [48] need to be used to solve (18) and obtai
the waterfilling-like solutions.

wherex and! are related according to = INgNp + (n; —
1)Ngr + n, — 1, for a givenn; andn,..
Following the terminology of [47], the best linear estimato

for deterministic and random channel representationstee t WE;(:E .Ssdeeet;‘fnpﬁggz(a”r@ is Gaussian, (15) s bst'tDted
BLUE and_ the LMMS!E estimato_r_, respectively, which artlan (14) alcl)ng Withcly ':'0 prO\I/ide tL:1e|mi;1imumuposlsLijble
prisrigézgig; tlh_ egglrlomggnﬁgﬁozggg'm model in (7) theclassical CRLB:(. On the other hand, when boHh andE are

BLUE (best linear unbiased estimator) and LMMSE (Iineat(rSaUSSIan and independent, the combination of (14) and (17),

minimum mean square error) estimatorKfare given by ogether witha: = 1, give the minimum possible Bayesian
g g CRLB ¢;. Note that according to (17), each transmit antenna

R Ny Ny 17t has to send a different power level, under the total transmit
h=,/— |:(S*S/)®INR +a—Cy 1] (S*®In,)y, (13) power constraint, to minimize TMSE if the LMMSE estimator
P P is used.
with the following total mean square error (TMSE) For the ZP-based guard period and from the structure of
» SZPin (8), (15) and (17) imply that
£o = ]\[Ttr{{(SST)thNR—&-aNTChl} }’ (14) « The aperiodic autocorrelation of the training sequence
Ps from each transmit antenna is zero withintap shifts,
except for the zero shift, i.egs,, s,, (k) = 0,1 < [k] <
L,Vnt,
« The aperiodic crosscorrelation of any two training se-
guences from two different transmit antennas is zero
within L tap shifts, i.e.s,, s, (k) =0, k| < L,Vn; #

Tt

Ds

wherea = 0 and 1 correspond to the BLUE and LMMSE
estimator, respectively, and = veqY). Furthermore, when

E is Gaussian in BLUEz is the classical CRLB, whends
andH are Gaussian and independent in the LMMSE estimator,
1 is the Bayesian CRLB.

Proof: See Appendix I.

O .
From (14), we can conclude that the TMSE depends on tﬁgg same obser:/a;tlons ?pply to the d(.:P—ba}[sed gcli'ard be-
training symbol matrixS, when the channel estimation ap-rIO case, except for replacing aperiodic auto- and cross-
rrelations with periodic ones. Equations similar to (48

proach, the number of transmit and receive antennas, SNR, & : .
the fading covariance matri;, are fixed. Under the transmit 29 derived in [9]. and [11] for.M_IMO flat and M.IMO IS| .
power constraint of training symbols, the minimizationegf channels, respectively, by maximizing the ergodic capacit

throughS$ is presented in the following proposition. lower bound.

Proposition 2: Suppose the transmit power is constrained As shown at the end of Appendix II-A.1, @y, 1 IS

by ~ £+1) tr[SST] <Nr, and the channel statistical informa_m.dependent ofns, the optimal training power allocation is

tion Cy, is known at the transmitter. For BLUE, the TMSEk given by F,, = 1,Vn,, and the orthogonal condition in (17)

is minimizediff the training sequences satisfy the semi—unital\rg.duces to the seml—un'ltary COHdItI(".)I’l in (15). In yvhat Iml$:.
condition ithout loss of generality, we consider the special but \ide

used case where,,_,,; is independent of, andn,, i.e.,
On, me,l = 01, Vg, ny, fOr simplicity. Hence, the covariance

For LMMSE estimator, the minimum of the TMSE, is Mmatrix of the channel is given by, = Cx®In; N, Where

Sig

SST = N.In, (1 11)- (15)

achievediff the training sequences satisfy the following conCs = diadoo, a1, ---, o) is the covariance matrix of each
dition subchannel.
SST = NIp41 @ Cs, (16) V. CONSTRUCTION OFOPTIMAL TRAINING SEQUENCES
= (1 ® Gs) [Nl 241, an Since it is difficult to find training matrices, with the steuc
Power allocation Condition in (15) tures given in (8) and (10), to satisfy the semi-unitary ¢ooal

[20, p. 179F, i.e., SST = N,In,(111), We came up with the

_ di — L 2 ! . . .
where Cs = diag(P1, P2, -+, Pny), and P, = NSHS‘"t|| ' idea of reformulatingS into two parts, i.e.,S = [S,S2],

Vn, is the optimal training power emitted from thel"
8As stated in the introduction, there are some sequences SU@cCH,
“To obtain a meaningful estimate df, we need at least as manyFrank and Chu sequences, which satisfy the condition in #s ©f CP-

measurements as unknowns [9], which impli¥s+ L > Np(L + 1) and based guard period. But for the ZP-based guard period, there report on
N; > Np(L + 1) for the ZP- and CP-based guard periods, respectively. such sequences, except for the delta impulse sequences.
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L .. . . TABLE |
whereS; andS, are two individual training matrices, which
ASSIGNMENT OFTRAINING SYMBOLS TO TRANSMIT ANTENNAS FOR

have the same block-circulant structure as (8) and (10), for
the ZP- and CP-based cases, respectively. Certainly, tillis s
hard to find individualS; andS, such thalSlsI < Ing (241) T H Snp1

BOTH ZP- AND CP-BASED GUARD PERIODS

Sny,2
and SQSE o In;(+1), due to the above argument. However, 1 a v
by using uncorrelated Golay complementary setgabfphase 5 v “a
sequences of Sec. I, it is possible to desgnand S, such 3 Al | L't
N
that t t 4 anN“ —ﬁl‘[%“
S1S; + 8285 = NoIng(n41)s (19)
which satisfies (15), hence achieves the minimum possible — — —
. . . . Np —1 ull® vIT®
estimation error according to Proposition 2. . 3 N
Based on the discussion in Sec. Il, we know the family Nt vITy —ully

size of mutually uncorrelated Golay complementary sets is

two if p = 2, which implies that, without any other effort

such as zero insertion or cyclic phase shift, it can su tt . o -

transmit antennas only. Fd)\/fT >g' more training Seqsggzescase, we do not rjeed to insert O's into the original Golay
need to be constructed. In the following two subsections, v(\;gmplementary pair, sy = N, and
will design the training sequences for ZP- and CP-basediguar
period transmission. Specifically, Subsection V-A insedss

to the basic Golay complementary pdiig, a;} to generate
training sequences, and Subsection V-B shifts the phadeeof t
basic Golay complementary pdia, a; } to construct training
seguences.

=
Il
<
Il

(22)
(23)

ao
-
a

gic
Il
o% =
<c
I
ol B
T

)

For concise notations, we use the same letters in Table | for
A. ZP-Based Guard Period both ZP and CP cases, where the training symbol assignment

Let {ag,a,} be a pair of Golay complementapplyphase for all the transmit .antennas are described. In the ZP case,
sequences generated by (4), each of ler§thNote that the W Vv, @ andv are given by (20) and (21), an¥ = N + ¢,
complementary property will not change if we append somereas in the CP case, (22) and (23) give the definitions
0's to the beginning or end or both sides of each sequenf®. W v, i andv, and N = N. As a simple example, for
We define four row vector of length® as Nr = 4,_N =4, and L = 1 (two taps in each subchannel),

Table | is reproduced in Tables Il and lll, for ZP and CP
u=1/N/N [ag, o], v=1/N/Nay,0], (20) cases, respectively, using = [+ ++—] anda; = [+ + —+],
which can be obtained from (4) by = 1, d2 = 2, and
u=1/N/N[a},0], v=4/N/N[aj,0], (21) w, = w, = 1. Based on the training symbols in Tables I
y _ _ _and I, S?P and S€P, v € [1,2], can be generated according
wherey]\{ =N +£_|§ the sequence length after the insertiop, (8) and (10), respectively. Therefofe= [S,S,] for ZP
of £ 0’s into the original onef = (NT/2.— D(L+1), Nt = and CP cases are respectively given by
2[Nr/2]*° ando = 0;,,. Note that, in order to keep the

expected received SNR at each receive antenna unchanged

over the training phase, the facth‘N/N is added to (20) TABLE Il
and (21), for the power compensation due to the iNSertiop,ying ExampLE FOR THE ZP CASE, WHERE Ny = 4, N = 4, L — 1,
of ¢ O's into the original Golay complementanyolyphase AND N = N 4+ 0 —=6.
sequences. Based on the properties discussed in Séa, 11}
and{v, —u} are mutually uncorrelated. [ Tx ] Sny1 [ Sny2 l
1 \/@[+++—00} \/\/E[+7++00]
; 2 L5[++—+00 1.5+ ———00
B. CP-Based Guard Period 3 \/H%OO+++J m%OOJriJFJJ
From Fig. 1, it is clear to see that the PAGEK, a, (k) + 4 || VI5[00++—+] | V1500 + — — -]
¢, a: (k) has an impulse-like shape within all shifts, and
the PCCRpa a, (k) +¢5: g (k) is zero everywhere, which TABLE I

verify (3). Therefore, we can use different phases of uncor-
related Golay complementary setspflyphase sequences as | RAINING EXAMPLE FOR THE CP CASE, WHERE N = 4, N =4, L = 1,
the training symbols for different transmit antennas. Fus t AND NV = NV = 4.

9Since we use two training sequences for one frame of eachniians [Tl Sna [ sne2 |
antenna, the condition for a meaningful estimatiorbfshould be changed 1 + 4+ 4+ +—++
to N+ L > [Np/2] (L + 1) for the ZP-based guard period, and > 2 [ [F+—H [ [+——
[Nr/2] (L 4 1) for the CP-based guard period. 3 +—++ ++ +—

10For example, wherVy = 4, or 3, we haveNp = 4. 4 [ETERTIRE By i S——
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Preamble Data Symbols Postamble
AN AN AN
TX,,? 0,78 ;1 [571,1(0) : ’Snt,l(N - 1)] 0,1 d”z (U snt2 = [57%‘,2(0)7.“’87%72(]\] - 1)]

Fig. 3. The frame structure for the ZP-based guard period.

Preamble Data Symbols Postamble
AN AN AN
TXH{, CPnt,l S'n,t,l = [8”#1(0),-“757%1(N - 1)} d”’t CPnt,Q San = [Snl,Z(O)V'VSnL.Z(N - 1)}

Fig. 4. The frame structure for the CP-based guard period.

For the proposed scheme that each transmit antenna uses

[ ++4+-000] +—+4000 two training sequencél i.e., p = 2, per frame, as shown
++—-4000|4+—-—-—-000 in Fig. 3 and 4, the system model (7) can be rewritten as
00+++—-0 | 00+—++0 [Y1, Y] = /p/NrH[S), S, +[Eq, Eo]. By replacingy, S,

S _ Jis 80++—468 80+__68 Cyn and o with ved[Y1,Y5]), [S1,S2], Cs ® In, N, ando,
+4 4 - +—++ " (24) ively, i ithBLUE — (ABLUE) i
0t+-400|0+———00 respectively, into (13), witth vec(H , we obtain
000+++— 1000+ —++ ~
000 ++—+ | 000+ — — HPE = ZYS (26)
L . 2N\/p:
2P sz
and with htMMSE — vec (ﬁLMMSE), one can also verify that
[ | ] 2
A+t |+ fmmse _ [T > Y,
+—++ | F++- P \u3
gop_ | — | ——+- !
— 44+ | +4+ —+ (25) ZS SJr +—C 2 Ing|, (27)
+++— | -+
++—+ | —+++ R N -
- -+ ] =HBLUE[<IL+1+ el CEI) @In, (28)
—_— 2Np,
sSSP sSSP

i i Y h

o pazpy/ _ Where the last line comes from (19) wiffy = 2. For the!t
Frf)m (24) and (25), it 'Scpeasgp t/o chgck thiad (S ) — tap of then,.-n; subchannel, the BLUE and LMMSE estimator
2NTy, (p+1) = 1215 and S (SF)" = 2NTy, (z41) = 8Is.  are given by

Based on the above discussion, we propose the frame )
structures shown in Figs. 3 and 4 for the ZP- and -~ o—“/p‘S +
CP-based guard period ively, wh g [foenl)= 2 Y8 :

-based guard periods, respectively, whesg . an 2N ps0; + Ny
Sn,2, e € [1,Np], are given in Table |, and 29)
CPut = [Sma(N = L)+ 50,1 (N = 1)] and CR,> = wheren, € [1, Nel, n, € [1,N7], andl € [0, L]. With (19)
f and N, = 2N, the TMSE for both estimators can also be

shown to be

v=1 ‘| TleNTJrnt*l(

|:$nt72(]<7 — L), ,8n,2(N — 1)} are the cyclic prefixes o
Sn,,1 ands,, o, respectively.

Note that for both ZP and CP cases and starting from a given NeNp NT (
Golay complementary paifag,a; }, the training assignment  €a =

-1
Nr
s, sT+a—c ®INT) , (30)
is not unique. We have only shown one possible assignment

v=1

in Table I, to save space. In addition, when the number of L NoN2o

. . . RIVT O]
transmit antennadr is odd, the last row of Table | will not = E (31)
be used =0 2N pso; + aNp

VI. CHANNEL ESTIMATION ALGORITHM VIl. FAST SOFTWARE AND HARDWARE IMPLEMENTATION
OF THE CHANNEL ESTIMATOR

Itis easy to check that the training sequences given in Table
In this section, we develop low-complexity software and

| satisfy (19) with N, = 2N. Hence the condition in (15) with
S — [S1,S.] is satisfied, which demonstrates the optimality Of?ardware implementations for the channel estimator in,(29)

the trainin_g symbols giYen in Table I for the ZP- and c:P'baSGdHForp > 2, the channel estimation algorithm is discussed in Appendix
guard periods, respectively. M.
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via DSP and ASIC/FPGA, respectively. Due to the different,, = 2"~1,m € [1, M], in (4) of Sec. I, therefore we have
structures of training matrices in (8) and (10), we treat th& = 2™ according to (4). In addition, we spliY,,, ; into

ZP- and CP-based guard periods separately, in the followifigo parts asy
subsections. For convenience, we define the new scaled S&\Aﬁg rows of Y

v as

9

N

=N (32)

o o) _
Note thatN = N + ¢ for the ZP-based guard period, and'?‘nd Q o

N = N for the CP-based guard period.

pWM)
Q(M)
n,,1, andQ

1)
of Y,...1. We further splitP™) andQ™) asP™) = [ié"”]
Q(1M>
ng

contain the first and las2™—2 rows of P™), respectively,

, whereP™) contains the first
M) contains the las2™ ~*! rows

nq,1 =

, respectively, where@) and P

and Q™ and QY™ contain the first and las2" > rows
A. Software (DSP) Implementation of Q@) respectively. Sinceyy, = al”) anda; = al*”, as

Nowadays the DSP has enough power to implement cofigfined right after (5), theiX; Y, ; in (35) can be written
plex algorithms, and are widely used in both base statiods &#S
mobile terminals. In this subsection, we derive the fast DSP

X . A | rpm)
implementation of (29). XY, 1= [ ) { o } ,
1) ZP-Based Guard Period: For demonstrating the idea a Q
only, we assume the training sequences generated by (4) are 'aéMfl) a(lel) POM)
real and binary, i.e.w,, = +£1,Vm, and the number of = A=) _ (-1) [Q(JW):|7
transmit antennasVy is even. In a similar way to [35], let 0 !
us define Py (38)
[ (M-2) (M-2) _(M-2) (M—2) %)
3 |:hnr,2t1(0> P, 0t—1(1) - - hnr72t1(L):| (33) _ aoM a1M a y _aA1/[ PzM
T h2t(0) Ry 2e(1) e By ae(L) ] "7 Al —ag Al | Q)
wheret = [2t], and &

(34) -

_aéM—2)P(M—1)+ +a(1M—2)Q(M71)7
a(()M*2)P(M—1)—_|_agM*2)Q(M—1)+ ’

Np
nrH = |:’}L:7[_I ?l;,[_I n%\ H:| )
whose dimension i8 x %(L + 1). Based on (29), (33) and

(34), estimates for all the channel coefficients that cpwed
to then!" receive antenna, can be compactly writtef?as

JH = (22: X,,an,l,>(1 @A),

where a" = {aém’1)7a§’"’1)} and al™ =

[agm*”,_agm*” ,m = M — 1,M, derived from (4),
are used in the second and third lines of (38). Furthermore,

(35) by definition we have

v=1 ~ PM-D+ _ PgM) + QgM),
whereX; = [2%], X3 = j‘g_o , A = diag(f), andf is a row pM-—1)— _ PSM) _ gM)
vector of lengthNy, defined by QU1+ — pOD | Q) (39)
_ ooV Nr ovyNr oV Nr M-1)- _ p®) (M)
2vNog + aNy’ 2yNoy + aNp’ ’27NUL+aJ\(7T ) Q 2 T w2
3

To show the computational efficiency of the last term in
(38) for calculatingX;Y,, 1, first we focus on (39). The
number of additions (we take each substraction as an adylitio

FurthermoreY,,, ., is a N x 2 (L + 1) Hankel matrix with
the (i, 7)™ element,[Y,, ], ., given byy,, . (i +j), i.e.

Yno (0 Y (1) -y o (N+L-N) in (39) is2(N + L —2M-1) = N + 2(L — 1), where L =
_ N (L + 1). Furthermoreal" ? P+ 1 a{(M2) QM) -

. andaM " PPpe-1-1 a2 QM -1+ in the last line of (38)
can be calculated in a recursive way [34], with the number of
additions equal t@ {2 SMS (o4 L-1)+ L.

vy, = | Ynw(d) " Yo (NHL-N+1) °
v . . .

ynmu(N_l) yn'r7V(N) T yn,,,7,,(N+L—1)

(37)

m=0
) ] . " Therefore, the total number of additions &Y, 1 in
wherev € [1,2], yn,..(n) is the signal received by thel® (3g) s (4log, N —5)L +2(N —2log, N +1). Note that since
receive antenna at_ time, corresponding to the! training the elements of vectonﬁ()ﬁ'“ andagM) are all+1’s, there is no
sequence. According to (35), clearly the structure of g iplication in (38).X,Y,. » will take the same number of
estimator is identical for all the receive antennas, so veego operations asX,Y,, 1, so the total number of additions for
th ; ny,1s .

on then," antenna in the sequel. , - S22 X,Y,,, in(35)is2(4log, N —5)L+4(N—2log, N+

F|rst,_we consider how to compui?élY%l in an efficient Dt of, — 8(logy N — 1)E 4 4(N — 2log, N + 1). However,
way. Without loss of the generality, we assumg, = 1 and if we calculateZQ_l X, Y, , in (35) directly, the number

12Since we assumao anda; are binary and real, the conjugate operatiorPf addition_s is2L(2N — 1), which could be much bigger. For
onX,, v € [1,2], is not necessary. example, if N = 128, L = 31, and Nr = 4, then the total
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number of additions by the fast recursive method proposed in
(38) is 3532, buB2640 for the direct computation of (35).

2) CP-Based Guard Period: Here Ny can be even or odd,
and sequences can be real or complex. The basic idea is to
use the fact that a matrix-vector product can be efficiently
implemented by the fast Fourier transform (FFT), if the xatr
is circulant.

In a similar manner to [36], first we define two row vector§ig. 5. The FFT-based estimator on Mn% receive antenna for the CP-based
h, , of length N, = [Ny/2] (L + 1), andh,, . of length 91a"d Period.

N. = | Ng/2| (L + 1). These row vectors include the CIRs
of all the subchannels between the odd- and even-number
transmit antennas and thd receive antenna, respectively, a

follows

[

d .
here FFTx) = xF and IFFTx) = xF', with x as al x N
ector. With the same reasoning we obtain

o= [y, hys oo Y, aleire(an)]” = VNFFT(FFT(al) OIFFT(yn, 1)), (45)
yn,2lcire(a?)]” = VNFFT(FFT(a 1) OIFFT(yn, 2)),  (46)

hnr,e = I:hnra2 hnra4 e
. ] ) ) )’nr,z[CirC(—gS)]T = \/NFFT(FFT(—KO)@'FFT(sz))- 47
where h,, ,,, is defined in (11). Moreover, we define four
circulant matrices

h717»,2|—NT/2] —1} ) (40)
h,, 2\ N2 ]

Based on (29), (42), and (44)-(47), we propose the structure
shown in Fig. 5, wheréh,, =[h,,_1,h, 2, -+, h, ], the
number of points for each FFT and IFFT operationNs
“FFTo” only generates the firstv, values, “FFTe” generates
the first N, values, “MUX" multiplexes inputs in groups of
matrix, whose(j, k)" element® is Ctrj).,» and cirde,m), L + 1 elements, with the first group coming f_rom the upper
m < n, includes the firstn rows of cirdc). Based on Table 2ranch, andVNq = VNlixn, @ f is the scaling vector of

I, (29), (40) and (41), estimators for the channel coeffiienin.» Whose elements reflect the scalar coefficient in (29).

Co,1 = circ(ag, N,),
C(]’Q = CifC(‘E’{, No),

C:,1 = circ(ap, N.),

41
C, 2 = circ(—a}y, N.), (41)

with circ(c), ¢ = [co,c1,-++ ,en—1], @S @ann x n circulant
6N logs N + Nr(L + 1) complex additions andNr(L + 1)
real multiplication$?, as there are 6 FFT/IFFT blocks, each
) (42)
by, e = (Z ynr,yCLy> (Tivey2) ® A)

=t real multiplications. On the other hand, for each receive

wherey,,. » = [Yn, 1(0),Yn, (1), -+ ,yn, »,(N-1)],v€[1,2], antenna, there are NNp(L + 1) complex multiplications,
Proposition 3:  [40, Chap. 3] IfC is an N x N circulant putational saving, specially when the number of unknowns
matrix, then it can be diagonalized by the Fourier maffix per receive antennayr(L + 1), is large. For example, with

specified in (40) can be written as Regarding the computational complexity per receive an-
tenna, there areV(3log, N + 4) complex multiplications,
2
hnr,o = (Z YnT,ng),,,) (I(NT/ﬂ & A) )
v=1 with %logzN multiplications andN log, N additions [49],
4 “®” units, each withN multiplications, one &” unit with
Nr(L + 1) additions, and one scaling unit wittWy (L + 1)
andA = diag(f), with f given in (36). For fast implementation (2N — 1) Ny (L + 1) complex additions an@Np(L + 1) real
of the vector-matrix products in (42), we need the followingnultiplications, if (29) is directly implemented via matri
result. multiplication. The proposed method offers significant eom
of order N such that[Ff]; ; = \/Lﬁw(l’l)(ﬂ*l) [40, (2.5.3)],
w = exp (&7), andy = v/—1. Therefore
C =F'A.F, (43)

where A, = v/Ndiag(cFT) andc is the first row ofC such

Nr =8, L =15 and N = 64, the complexity is reduced by
94%, upon the proposed method.

B. Hardware (ASC/FPGA) Implementation

Although existing DSP’s can calculate the channel estimate

that C = circ(c). ! '
Note that ynr,lcj) . is the first N, elements of fast, using thefproprclised fa?tIaIIDgSOFr’I’thms, the Icost C<:f1nd powgr
- T 8 e e e oo ofi.Sonsumption of such powerfu s are not low. Compare
Y,"T’il[cer(ao)}d.' to Proposition 3. as foll to DSP’s, ASIC/FPGA designs have several advantages over
ciently, according to Proposition 3, as follows DSPs, as they provide intrinsic parallelism, high perfame,
Yo, 1[Circ(ag)]! = yu 1 (Fi AL F)T, and low cost. In the following subsections, algorithms and
— FHAL F a4 filter structures suitable for ASIC/FPGA implementatiome a
= [(Yn, 1 F1)ALF, (44) " developed for the ZP- and CP-based guard periods, respec-
= VNFFT(FFT(a$) ©IFFT(ys, 1)),

tively.

13Note that(-),, is the modulus operator, as defined in Sec. I. For example, 4The scaling vector, FFT(a}), FFT(a}), FFT(—4a0), and FF{a1)
if k=1,j=3andn =8, thenc,_;), = c¢ denotes the™ element of are not considered as they can be calculated once and storedi the Ny
the vectorc. receive antennas.
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y,b,.,lgé—»

Extractor 1

* 2%
| EGC w] w;

FGC /
ynr.Q‘;—’

Fig. 6. The fast hardware channel estimator onstHereceive antenna for the ZP-based guard period: The EGC/RGEuge.

id fln,,‘

xc X
@4—&

Extractor 2

1) ZP-Based Guard Period: The goal is to develop fast (36), d,,, = 2M~™ m € [1, M] in (4), andw;, = 1,Vk, i.e.,
hardware designs, to calculate the first parenthesis in {88) removing all the K" units.
main part of the channel estimator of thi¥ receive antenna.  Other hardwares can be thought of, which use either EGC or
Here we consider compley, anda; which are generated suchFGC, but not both. The FGC-only structure is shown in Fig. 7,

that the delay vectad is any permutation of1,2,--- , 2 =], and similar structure can be derived with EGC only. The key

and the weights are complex with unit amplitude, ile,.| = idea relies on the fact that * b — %_ib- For hardware

1,Vm. Note thatX,, should replaced witfX? in (35) since it jmplementation, the reversing operatidni is implemented

is complex now. by the last-in-first-out (LIFO) unit. In this scheme, theetr
According to [35, Sec. V] and by defining,. ., = switches are connected to the nodes labele@ato calculate

Y, (0); Ynp (1), Yn, (N + L= 1)],v € [1,2], we can  X3Y,, ;. After finishing the computation aK%Y,,, ;, FGC
feed the received vectar,,, ; into a finite impulse responseis reset and all the switches are connected to the nodesthbel
(FIR) filter bank (consisting of two parallel FIR filters), thi as ), to computeX3Y,, o.

impulse responsed&a; and af, to calculate thel® and  Regarding the hardware complexity, according to Fig. 6,
2" rows of XjY,, 1, respectively. Also the elements ofhoth EGC and FGC havel stages, each stage has tw@&™
X5Yn, 2 can be computed by feeding,, » into an FIR filter ynits, one ®” unit, and a buffer of lengtht,, for the mt"
bank whose impulse responses are and —a,. However, stage. In addition, there are twé" units and one &” unit

the conventional implementation of each filter ne€ds- 1  for post processing. Therefore, there &fd+2 = 4logy N +2
complex adders and/ complex multipliers. In what follows, “m@" units and2M + 1 = 2log, N + 1 “K” units'® on each

we develop efficient filters by utilizing the special struetwf receive antenna. However, there atév —1)+2 “/” units and

our proposed training sequences. 4N +1 “K" units, if (29) is implemented by the conventional
If we take theZ transform of (4) with respect t&, we method (four FIR filters mentioned at the beginning). For
obtain [27] not so smallN, the ratio is close tdog,N/N for the “B"
(m) (m—1) (m=1), \ —d unit, andlog, N/(2N) for the “X" unit, which demonstrate
Ay (2) = Ay U (2) Fwn Ay (2)2 me1,v), the efficiency of Fig. 6. Similar order of magnitude hardware

efficiency holds for Fig. 7.
(48) If binary sequences are used for training, there are only
4log,N + 2 “H” units on each receive antenna, and o&& *

with A (2) = A% (2) = 1. The filter structure correspond-unit is required for scaling [35].
ing to (48) is the fast Golay correlator (FGC) [27, Fig. 1], 2) CP-Based Guard Period: Similarly to the ZP case,
which is the matched filter for the sequencas and aj we develop the fast hardware implementation of (42). The
[50]. As stated in [50], the matched filter for the sequenggs derivation in [36, Sec. IV] can be easily extended to the
anda, is the efficient Golay correlator (EGC) [50, Fig. 2]. complex case by replacing the transpose with the conjugate

In order to convolve the inputy,,, ; and y, o with transpose. Therefore, by using EGC and FGC developed
{(567 ‘5{} and{a;, —ay}, to obtain the elements &Y, ; above, the efficient filter structure for thd receive antenna
and X3Y,, o in (35), respectively, we propose to utilize
EGC and FGC for the implementation of (35). The efficient **Note that ©©” counts as one X" unit.
hardware is given in Fig. 6, wherez*P” is the delay unit
of length D, “Extractor 1” discards the firsfv — 1 values,
takes the followingV, = [Nr/2] (L +1) elements and drops Yui 7o 1®
the remaining, “Extractor 2" throws the firg¥ — 1 values ym,g @~ Fec
away, keeps the nex¥. = |Nr/2| (L + 1) elements, and !
discards the rest. Moreover, “MUX” has the same function as

that in Fig. 5. Note that Fig. 6 includes Fig. 2 of [35] as &ig. 7. The fast hardware channel estimator onsf{ereceive antenna for
special case. This can be easily shown by setting: 0 in the ZP-based guard period: The FGC only structure.

A (2) = ATV (2) = wn AT (2) 270




WANG et al.: MIMO ISI CHANNEL ESTIMATION USING UNCORRELATED GOLAY COMPLEMENARY SETS OF POLYPHASE SEQUENCES 11

‘i‘ is small when the sequence length is large [51]. Furthermore
@*fm- all the perfect polyphase sequences are comple¥hereas in
practice, binary training symbols are preferred since tuey
easier to generate and make the corresponding channehestim
tor simpler to implement. And similar to ZCZ sequences, they
lack an efficient structure for fast hardware implementatio
Finally, both Frank and Chu sequences are based on periodic
correlations and can not be used in the ZP-based guard period

is given in Fig. 8, wherey,,, , = [yn, »(0), + ,yn, (N — Case.

1)u ynr,u(0)7 e 7ynr,u(No_2)]a i-e-:gnmu(n) = ynr,u((n)N)y
v e [1,2],n€[0,N+ N, — 2], “Repeater” generateg,,, , C. Comparison with the Training Sequences of [11]

Tm;’:‘? y%ﬁ’i’ ar:j(?j_qther Parfs Ihave ;hezs;\me funé:g(z?s als thosE‘Delta impulse sequences are rarely used in practical com-
n 9. I. n addition, S|m|§ry 0 : ed . CSSfe’ h -only an?jnunication systems due to their high PAPR. To calculate the
FGC-only structures can be easily derived for the CP case@pg of the training part, let us define the PAPR of a sequence

well . . X:[$1,$2,"' axN] as
By comparing Figs. 6 and 8, one can see that the two

filter structures are very similar, except that Fig. 8 has two PAPR(x) — max; <ng N || (49)
extra “Repeater” units. Therefore, they have the same ranalw + Zi:’:l ESE

complexity in terms of the number off” and “X” units. In . .
addition, it is clear to see that Fig. 8 includes Fig. 3 of [36 For t_he proposed ZP-based tra|n|n_g, the PAPR HSE/N
as a special case by setting— 1 in (36) andwy, — 1, V. cc_ordmg to (20), (21) and (49)_, which is Iess_ thzalwh!le
taking N > (. For CP-based training, the PAPRIisccording
VIIL. COMPARISON WITHOTHER TRAINING SEQUENCES to (22), (23) and (49), which is the lowest one can achieve.
’ However, the PAPR of the impulse sequences given in [11,
A. Comparison with the ZCZ Sequences Table I] is Np(L+1), since there is only one non-zero entry in

ZCZ sequences are considered in [12][13]. They satisfiye sequence. This large PAPR results in low energy effigienc
the condition of (15) withS given in (10), therefore, can beand is undesirable in practical applications.
used for optimal training in the CP case. Compared to theOverall, the scheme proposed in this paper is very flexi-
scenario where each transmit antenna uses one ZCZ sequét@esince it can generate both binary and complex training
per transmission frame, our proposed scheme contains s@quences for both ZP- and CP-based guard periods. The
extra guard period of lengtth (the second CP in Fig. #1 ~most important aspect of the proposed training scheme is
However, this overhead is negligible i is much smaller that the channel estimator can be implemented by DSP or
than frame length, which is the case in, for example, tim&SIC/FPGA, with low complexity, which is of high interest
invariant indoor MIMO systems. The benefit of our schemi@ practice, at the negligible cost of a small overhead éektr
is that the channel estimator can be implemented with Iosgparation symbols).
software and hardware complexity, as described in Sec. VII,
using the special intrinsic structure of the sequencesrgeste IX. SIMULATION RESULTS
by _(4)._For Z_CZ sequences we are unaware of such a feat%?'Comparison Between the Optimal and Suboptimal Training
Whl(l;h is dzslratlft:lezlr; |cl))ract|§e. M?jreov.era ZCZ seﬁuences _Cﬁ(!ji/ver Allocations in the LMMSE Estimator
not be used in the ZP-based guard period case, where ageriodi . . . N
correlations are needed for optimal training design. Tdobet As mentioned in Sec. IV, in order to minimize the TMSE

. the LMMSE estimator in (14), withv = 1, one needs to
f our knowledge, th t h zCz é rin (14 .
of our knowledge, there is no report on such 2C sequenc% ooseS such that (17) is satisfied, where the optimal power

allocation matrixCg should be obtained according to (18).
B. Comparison with Perfect Polyphase Sequences Now it is important to know how much we may lose by simply
For the CP-based guard period case, as stated in the intakingCs = I;., when using (13) withx = 1. As an example,
duction, we can use different phases of a perfect polypha&2x3 MIMO ISI channel withL = 3 is used, where,, ,, ;'s
sequence, e.g., Frank sequence [23] or Chu sequence [24]Jarasgiven in Table IV such thaZlL:0 Onpmed = 1, Y1p, .
training symbols on different transmit antennas. It canesalfhe number of training symbold}; is chosen to bdoé.
L separation symbols compared to our proposed method, agh Fig. 9, “Optimal” implies that the training power allo-
mentioned in the previous subsection. However, the rasolut cation matrixCg over all the transmit antennas is computed
of the phase, which is important in a practical implementati according to (18), combined with the Kuhn-Tucker condision
for each SNR, whereas “Suboptimal” indicates that all the
16Note that it is not the case if training sequences are bineysatisfy  transmit antennas have equal training power, (&= Iy,..
(15), the minimum length for binary ZCZ sequences (if they &xis . . .
N™i = 2NrL according to (2) of [22]. However, our proposed schem&rom Fig. 9, we can see that, at low SNR7 different training
hasN™in — Np(L + 1) + L, which is smaller tharV™ix. .. This suggests powers are allocated to different transmit antennas, and at

that the proposed scheme outperforms ZCZ sequences in termpeaifisn
efficiency and implementation complexity, if binary traininggsiences are  ’Only one perfect polyphase binary sequence exists, whi¢h is +—]
used. [52].

ynr,l

:

yn,p42

Fig. 8. The fast hardware channel estimator onsffereceive antenna for
the CP-based guard period: The EGC/FGC structure.
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TABLE IV X Normalized TMSE of Channel Estimation (N,=8, N.=8, L=7)
POWERS OF DIFFERENT SUBCHANNELS AND TAPS IN THE x 3 MIMO 1 ! ‘ " [~ BLUE(Simulation)
B ——Minimum Classical CRLB
EXAMPLE = LMMSE(Simulation)
h - - -Minimum Bayesian CRLB|
l Tnypyng,l “ =0 [ =1 [ =2 [ =3 ] . v
(nr,ne) = (1,1) 0.6 0.1 0.1 0.2 S
(nr, ) = (1,2) 0.2 0.3 0.1 0.4 TEIgel
(nr,nt) = (1,3) || 0.05 | 0.55 0.2 0.2 8 i
(nr,n) =(2,1) || 03 | 03 | 02 | 02 = Ao
(nrmy) = (2,2) || 0.2 02 | 035 | 0.25 g0 e e
(nr,mt) = (2,3) || 0.15 | 0.3 02 | 035 5 -
N =64 N N
. . 1072 . - \: X3
high SNR, the power allocation converges to the equal-powe HIN
scheme, i.e., each transmit antenna has the same trainii , =
power. In addition, over all practical SNR’s, there is alios '
no difference between the optimal and suboptimal scheme % = 0 SNR!—,(dB) 10 15 20
Py

in terms of TMSE. It can be explained by the following
argument: at low SNR, channel estimation error introduced Rig. 10. The normalized TMSE of the proposed estimators fdierifit

the additive noise is dominant and the benefit from the optimaimber of training symbols: ZP-based guard period.

power allocation is negligible, compared to that large erd

high SNR, on the other hand, all the CIR’s can be estimated

with very small error and the suboptimal scheme convergi§mula of TMSE for both ZP- and CP-based guard periods
to the optimal scheme. Therefore, in practice, the estomatiiS the same for a specific estimator, the valueyofdefined
accuracy loss due to the equal-power scheme is negligible/# (32), is different. The simulated normalized TMSE of

terms of TMSE. both estimators|H — H||2, /| H]|%,, are plotted as well, which
match the theoretical values perfectly.
B. Comparison Between BLUE and LMMSE Estimator From Fig. 10 and 11 it is obvious that each TMSE de-

creases, ad' increases. The same conclusion holds for TMSE

versus SNR. Furthermore, the LMMSE estimator has a better

EacﬁhSUbfLTnm%”“ Nr =8, Ng :I& an?gog 32’?}%{' estimation performance than the BLUE because it utilizes th
or the additive noise, we assume elemen re White ~ siatistical information of the channel, while BLUE does.not

complex Gaussian with unit variance. For the underlym& hiah o . .
. . NRs, this diff ligible, i.e. nasy
fading channel, elements #f are independent complex Gaus; t high SNRs, this difference becomes negligible, i.e

. . totically, BLUE and LMMSE have the same performance in
sian, and each subchannel ha:s,1 trl(la same exponential potwgrhigh—SNR regime

delay profile such that; = %,l € [0, L]. Note that '

L _ . .

Yoo = 1. Moreover,H_ and E are |_ndepe_nglent. Fig. 1QC BER Performance
and 11 show the normalized theoretical minimum classical _
CRLB and Bayesian CRLB for BLUE and LMMSE estimator, Although the end-to-end bit-error-rate (BER) performance
given by Y+ gng Zszo = Nroy respectively, derived IS an important factor, it is generally true that the less the

from (31) azﬁév normalized bWZ}T\Lf;.NTN'ote that, although the channel estimation error, the better the BER performance

In the simulation we takd. = 7, i.e., there are 8 taps in

Comparison Between the Optimal and Suboptimal Training Power Allocation Normalized TMSE of Channel Estimation (N,=8, N_=8, L=7)
6, T T T T T 10'
®e . < Optimal Power @ Tx; ! ! "% BLUE (Simulation)
© > Optimal Power @ T: ——Minimum Classical CRLB
8 Optimal P T)% * LMMSE (Simulation)
5r ~ Optimal Power @ Tx, - - -Minimum Bayesian CRLB
o, = TMSE (Optimal)
¢ TMSE (Suboptimal)

w
(2]
S
F
b
2
©
X
X
=
] w
2]
& 3 o B s
=} = -
= - S
5 a q’;‘) 10 ' T = ®
S 2 4 £ R S
< . o 2 S N
5 a .
H ablig o 0, B x N
a a N = 64 > =
= 1+ t Bty & & B gy 72 D- -3 -3
2 > 10 e b
£ > o 3
] s B o ot
[ S Seng
3 ‘ ‘ ‘ ; . ‘ ‘ 035 5 0 5 10 15 20
20 -15 -10 E 0 10 15 20 - -
SNR (dB) SNR p_ (dB)

Fig. 9. Comparison between the optimal and suboptimal traipoger Fig. 11. The normalized total MSE of the proposed estimatarslifterent
allocation in & x 3 MIMO IS system withL = 3 and the LMMSE estimator. number of training symbols: CP-based guard period.
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for a fixed data detection scheme. Fig. 10 and 11 shamhich is equal to (13) whilex = 1.

the proposed schemes achieve the minimum possible CRLBFor the error vectoe = h—h, its covariance matrixCe =
which is the best one can do for channel estimation. ThegefoE [ee'], can be expressed as [47, p. 391]

the proposed schemes guarantee the best BER performance of

a given detection method as well. Ce=(2'® + C}jl)*l,

-1 51
X. CONCLUSION = & N . (1)

(S*8)@Tn, +—Cy'

In this paper we have shown how to construct optimal P P
low-complexity training sequences using uncorrelated Goherefore the TMSE, defined by, = tr[Ce¢], which is the
lay complementary sets giolyphase sequences for MIMO same as {Cg] since Ce is Hermitian, is equal to (14), with
frequency-selective block-fading channels, by extendimg o = 1.
results in [35][36] to the complex sequences. Both zero If both H andE are Gaussian and independent, the posterior
padding- and cyclic prefix-based guard periods are coreiderprobability density function (PDFp(h|y) is also Gaussian
The optimality of the proposed estimators is due to the fapt7, p. 324], and LMMSE estimator has the same perfor-
that they achieve the minimum possible C&rRao lower mance as the MMSE estimator [47, p. 391]. On the other
bound, also verified by Monte Carlo simulations. A varietyiand, according to property #3 in [37, p. 84], the MMSE
of fast DSP algorithms and hardware structures are presenggtimator attains the Bayesian CRLB, when the posterior PDF
to implement the channel estimators. Complexity of ea¢h Gaussian. Therefore, the TMSE in (14) is the Bayesian
algorithm or structure is analyzed as well. CRLB for Gaussian and independéftand E.

The optimal training power allocation to the transmit anten 2) BLUE (o« = 0): For BLUE, using the Gauss-Markov

nas is also studied in this paper, assuming that the stafistitheorem [47, p. 141], we can follow the same procedure as
information of the MIMO ISI channel is known at the transmithown in Appendix I-A.1, to prove (13) and (14), when=

side. The theoretical analysis and simulation results sthatv (), and also show that, is the classical CRLB whei is
there is a small performance improvement (in terms of TMSkghterministic ande is Gaussian. For this case, (13) and (14)
over the practical range of SNR's, when comparing optimghn be further simplified to

power allocation with the equal-power scheme.

Comparison with other existing training sequences is also N Ny -1 ot
carried out in this paper. The result shows the proposed H= E(SS) S'Y, (52)
schemes can be implemented with low complexity, by DSP
and AISC/FPGA, much needed in practice for low manufactuand
ing cost and long battery life. The low-complexity implemen €0 = NRNTtr [(sz)—l] . (53)

tation combined with optimal estimation performance makes Ps
the proposed training-based channel estimators suitaide a
ready for real-world MIMO systems such as, but not limitegg cp_Based Guard Period

to, MIMO-CDMA, MIMO-OFDM and MIMO-UWB systems. N )
The proposition can be proved using the same procedure as

ACKNOWLEDGEMENT in Appendix I-A, except thaS denotesS®P in (10) and the
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APPENDIXII
APPENDIXI PROOF OFPROPOSITION2
PROOF OFPROPOSITION1 _
A. ZP-Based Guard Period A. ZP-Based Guard Period
1) LMMSE Estimator (o« = 1): Based on veAZB) = 1) LMMSE Estimator (o = 1): For an N, x N, positive

(B'®@A)vedZ) [53, p. 61], we can rewrite (7) as= $h+e, definite matrixA, we have ttA~") > tr{[dg(A)] '}, where
where® = \/2-(S' @ 1y,), S is S% in (8), y = ved), Fhe faquallty h.oldsff _A is ldliagor.wal [54,_ Le.mma 1]. .ThIS

r implies thate, in (14) is minimizediff SS' is diagonal, since
h = veqH), ande = veqE).

: : C.. ! itself is diagonal. This particularly justifies (16). Now
According to the Bayesian Gauss-Markov Theorem [47, R/g need to determine the diagonal elementsS&f such
391], with the covariance matrix of the additive noiseas

. ) that £; is minimized further. According to the definition of
Ce =E [eel] = Iy ;1)nn, and the covariance matrix of the ‘1 g

. L)Np ; S in (8), we have d¢8ST) = N,I;,1® C,,'® whereC, =
fading channeh as given in (12), the LMMSE estimator Ofdiag(Pl,PQ,m Px.), P, = N%HSWH%, and Zfﬁ P, <

h |sAg|ven by » Nr due to the transmit power cOnstraiﬁ% tr[SST] <Ny.
h=(®'®+C,'") &y, Based on tfA~') > tr{[dg(A)]"'}, dg(A + B) = dg(A) +

diagonal.

Nr *Q/ Nr 4 - * (50) 18Thi i i i i
- (8*S")@In,+—C, 7| (S*®In,)y, This completes the proof of (16) since @B1) = SST whenSSt is
Py P



14 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. XX, NO. X, XXX D0X

dg(B), and dgA ® Iy,) = dg(A) ® In,, €1 in (14) can be  If uncorrelated Golay complementary sets, each with
lower bounded by sequences, are used, i¥,"_, S.Si = pNIn, (L+1), Which
is the extension of (19), then (56) reduces to

N, N, -

-1
P
Ps Ps e i o | P Nr .,
Ne No L ) H= <,,§:1: YVSU) PN, NT1L+1+0¢\/7 ZCE )@ Ing,
= E : E : E , . 54
l+ épépnt ( ) 58)

nr=1n:=11=0 ”“”fv whose elements are

To minimize the lower bound in (54), we use Lagrangian _
multiplier ), take the derivative of Py, (1) = ——2 2 [ZY st
POAAIND DD Yl g, T (Zntﬂpm NT) prsUl " aNT
with respect tOPnt,W;Z. "and Z\éTet it to 0, which yields (18). 3nd TMSE is given by
Since P,,'s must be non-negative, it may not always be
possible to find a solution to satisfy (18). In this case, the L Nz NZo
Kuhn-Tucker conditions [48] need to be used to solve (18), €a = m‘ (60)
and the waterfilling-like power allocation is derived. 1=0 P AL r

If op, ,m,l is independent of n;, i.e., the set Forp =2, (58), (59) and (60) reduce to (28), (29) and (31),
{Un,,nt,l} s gfn) _1) has the same elements{n;, then respectively.
clearly Pn = 1,Vn,, satisfies (18) and the power constraint
fozle < Nr. Since the lower bound in (54) is strictly
convex with respect toP,,,Vn:, its unique minimum is
attained atP,, = 1,Vn,, which givesCs = I,, and hence [1] S. Wang and A. Abdi, “MIMO frequency selective channetimstion

)
v=1 ] ne—LINp+ny—1

(59)

REFERENCES

- : using aperiodic complementary sets of sequence®tan. |IEEE Global
simplify (17) to (15). Telecommun. Conf., St. Louis, MO, 2005, pp. 2239-2243.
2) BLUE (a = 0): For a = 0, we can follow the same [2] —, “Optimal training sequences for efficient MIMO frequey selec-
procedure in Appendix 1-A.1 to prove the minimum &af is }\ij\f]e fzaéjcl)rég channel estimation,” iRroc. |EEE Sarnoff Symp., Princeton,
T y .
achievediff SST = N; INT(L+1) This result is also reported [3] G.J. Foschini and M. J. Gans, “On limits of wireless commatians in

in [20, pp. 178-179]. a fading environment when using multiple antenn&dyeless Personal
Commun., vol. 6, pp. 311-335, 1998.
[4] 1. E. Telatar, “Capacity of multi-antenna Gaussian chanhé&sropean
B. CP-Based Guard Period Trans. Telecommun., vol. 10, pp. 585-595, 1999.
[5] S. M. Alamouti, “A simple transmit diversity technique forineless

The proposition can be proved using the same procedure as igg‘g%ifatligggy"EEE J. Select. Areas Commun,, vol. 16, pp. 1451~
, OcCtL. .

in Appendix II-A. [6] H. Bolcskei, R. W. Heath Jr., and A. J. Paulraj, “Blind channel
identification and equalization in OFDM-based multiantesgstems,”
|EEE Trans. Sgnal Processing, vol. 50, pp. 96-109, Jan. 2002.
APPENDIXIII [7] L. Tong, B. M. Sadler, and M. Dong, “Pilot-assisted was$ trans-
THE CASE OFp > 2 TRAINING SEQUENCES PERFRAME missions: General model, design criteria, and signal proug$d EEE

Sgnal Processing Mag., vol. 21, no. 6, pp. 12-25, 2004.
For the case op > 2, i.e., when each transmit antennal8] L. Zheng and D. N. C. Tse, “Communication on the Grassmann

e : ; manifold: a geometric approach to the noncoherent multipterara
usesp training sequences per frame, the received S|gnal channel,”|EEE Trans. Inform. Theory, vol. 48, pp. 359-383, Feh. 2002.

. h . . .
corresponding the'™ training sequence can be written as [9] B. Hassibi and B. M. Hochwald, “How much training is needied
multiple-antenna wireless links?EEE Trans. Inform. Theory, vol. 49,
o )5 pp. 951-963, Apr. 2003.

Y, = FTHSV +E,, (55) [10] H. Vikalo, B. Hassibi, B. M. Hochwald, and T. Kailath, f{Cthe capacity
of frequency-selective channels in training-based trassion schemes,”

; i ; IEEE Trans. Sgnal Processing, vol. 52, pp. 2572-2583, Sept. 2004.

WhereE” is the additive noise component, . [11] X. Ma, L. Yang, and G. B. Giannakis, “Optimal training fé1IMO

With Cy, = Cx®In; N, the BLUE and LMMSE estimators frequency-selective fading channel$ZEE Trans. Wireless Commun.,

of H are given by vol. 4, pp. 453-466, Mar. 2005.

[12] S.-A. Yang and J. Wu, “Optimal binary training sequenesign for

N p Ny -1 multiple-antenna systems over dispersive fading chann&gE Trans.
oy /T i T T Veh. Technal., vol. 51, pp. 1271-1276, Sept. 2002.
H= Ds (Z YVSV) (ZS S +a C ®INT> [13] P. Fan and W. H. Mow, “On optimal training sequence design
v=1 v=1 56 multiple-antenna systems over dispersive fading channelstamexten-
) ( ) sions,” |[EEE Trans. \Veeh. Technol., vol. 53, pp. 1623-1626, Sept. 2004.
with TMSE [14] C. Fragouli, N. Al-Dhahir, and W. Turin, “Training-bed channel
estimation for multiple-antenna broadband transmissidi=£E Trans.
NN -1 Wireless Commun., vol. 2, pp. 384-391, Mar. 2003.
€a = R Ty ZS SM—a—C Q1IN . (57) [15] T. F. Wong and B. Park, “Training sequence optimizationMIMO
Ps ! systems with colored interferencé EEE Trans. Commun., vol. 52, pp.

1939-1947, Nov. 2004.

[16] I. Barhumi, G. Leus, and M. Moonen, “Optimal training dgsifor
For p = 2, (56) and (57) reduce to (26), (27) and (30), MIMO OFDM systems in mobile wireless channeldZEE Trans. Signal

respectively. Processing, vol. 51, pp. 1615-1624, June 2003.



WANG et al.: MIMO ISI CHANNEL ESTIMATION USING UNCORRELATED GOLAY COMPLEMENARY SETS OF POLYPHASE SEQUENCES 15

[17]

(18]

[29]

[20]

[21]

[22]

(23]

[24]
[25]
[26]
[27]
(28]

[29]

(30]

(31]

(32

(33]

(34]

(35]

(36]

[37]
(38]
[39]

[40]
[41]

[42]

[43]

[44]

[45]

H. Minn and N. Al-Dhahir, “Optimal training signals for MO OFDM
channel estimation JEEE Trans. Wireless Commun., vol. 5, pp. 1158—
1168, May 2006.

A. Vosoughi and A. Scaglione, “On the effect of receivestimation
error upon channel mutual informationEE Trans. Signal Processing,
vol. 54, pp. 459-472, Feb. 2006.

0. Simeone and U. Spagnolini, “Lower bound on trainiregséd channel
estimation error for frequency-selective block-fading Ragh MIMO
channels,1EEE Trans. Sgnal Processing, vol. 52, pp. 3265-3277, Nov.
2004.

E. G. Larsson and P. Stoic&pace-Time Block Coding for Wireless

Communications. Cambridge, UK: Cambridge University Press, 2003[51]

P. Z. Fan, N. Suehiro, N. Kuroyanagi, and X. M. Deng, ‘€3af binary
sequences with zero correlation zonglgctron. Lett., vol. 35, pp. 777—
779, May 1999.

H. Torii, M. Nakamura, and N. Suehiro, “A new class of zearrelation
zone sequencesfEEE Trans. Inform. Theory, vol. 50, pp. 559-565
Mar. 2004.

R. Frank, S. Zadoff, and R. Heimiller, “Phase shift putseles with good
periodic correlation propertieslEEE Trans. Inform. Theory, vol. 8, pp.
381-382, Oct. 1962.

D. Chu, “Polyphase codes with good periodic correlatiroperties,”
IEEE Trans. Inform. Theory, vol. 18, pp. 531-532, July 1972.

M. J. E. Golay, “Complementary seriedEEE Trans. Inform. Theory,

vol. 7, pp. 82-87, Apr. 1961.

——, “Multislit spectrometry,”J. Opt. Soc. Amer., vol. 39, p. 437, 1949.

S. Z. Budsin, “Efficient pulse compressor for Golay complementar

sequences,Electron. Lett., vol. 27, pp. 219-220, Jan. 1991.

K. Niu, S. Wang, Q.-F. He, and W.-L. Wu, “A novel matchedil
for primary synchronization channel in W-CDMA,” iRroc. |EEE \eh.
Technol. Conf., Birmingham, AL, 2002, pp. 2052-2055.

J. A. Davis and J. Jedwab, “Peak-to-mean power contradDKFDM,
Golay complementary sequences, and Reed-Muller cot&sE Trans.
Inform. Theory, vol. 45, pp. 2397-2417, Nov. 1999.

H.-H. Chen, J.-F. Yeh, and N. Suehiro, “A multicarrier @B archi-
tecture based on orthogonal complementary codes for new aj&mer
of wideband wireless communication$ZEE Commun. Mag., vol. 39,
no. 10, pp. 126-135, Oct. 2001.

S. Grob and P. D. J. Clark, “Enhanced channel impulse oresp
identification for the ITU HF measurement campaigilectron. Lett.,
vol. 34, pp. 1022-1023, May 1998.

C. Tellambura, Y. J. Guo, and S. K. Barton, “Channel estiomausing
aperiodic binary sequence$EEE Commun. Lett., vol. 2, pp. 140-142,
May 1998.

P. Spasojevic and C. N. Georghiades, “Complementary esems for
ISI channel estimationEEE Trans. Inform. Theory, vol. 47, pp. 1145—
1152, Mar. 2001.

B. Xu and G. Bi, “Channel estimation using complementargussce
pairs for UWB/OFDM systems Electron. Lett., vol. 40, pp. 1196-1197,
Sept. 2004.

S. Wang and A. Abdi, “Aperiodic complementary sets of saues-
based MIMO frequency selective channel estimatidBFE Commun.
Lett., vol. 9, pp. 891-893, Oct. 2005.

——, “Low-complexity optimal estimation of MIMO ISI chaniewith
binary training sequenceslEEE Sgnal Processing Lett., vol. 13, pp.
657—660, Nov. 2006.

H. L. Van Trees Detection, Estimation, and Modulation Theory, Vol. |.
New York: Wiley, 1968.

B. Z. Bobrovsky, E. Mayer-Wolf, and M. Zakai, “Some clasf global
Craner-Rao bounds,Ann. Satist., vol. 15, pp. 1221-1438, 1987.

53]

[46] Y. Taki, H. Miyakawa, M. Hatori, and S. Namba, “Even-gshifthogonal

sequences,|EEE Trans. Inform. Theory, vol. 15, pp. 295-300, Mar.
1969.

S. M. Kay, Fundamentals of Satistical Sgnal Processing, Volume |I:
Estimation Theory. Upper Saddle River, NJ: Prentice Hall PTR, 1993.
S. Boyd and L. Vandenbergh€pnvex Optimization. Cambridge, UK:
Cambridge University Press, 2004.

A. V. Oppenheim, R. W. Schafer, and J. R. BuEkscrete-Time Signal
Processing, 2nd ed. Upper Saddle River, NJ: Prentice Hall, 1999.

50] B. M. Popovt, “Efficient Golay correlator,'Electron. Lett., vol. 35, pp.

1427-1428, Aug. 1999.

M. Antweiler and L. Bomer, “Merit factor of Chu and Frankguences,”
Electron. Lett., vol. 26, pp. 2068-2070, Dec. 1990.

H. D. Luke, H. D. Schotten, and H. Hadinejad-Mahram, ‘&in
and quadriphase sequences with optimal autocorrelatiopepies: A
survey,”| EEE Trans. Inform. Theory, vol. 49, pp. 3271-3282, Dec. 2003.
W.-H. Steeb, Kronecker Product of Matrices and Applications.
Mannheim, Germany: B. |. Wissenschaftsverlag, 1991.

S. Ohno and G. B. Giannakis, “Capacity maximizing MMSEhoal
pilots for wireless OFDM over frequency-selective blockyRégh-
fading channels,1EEE Trans. Inform. Theory, vol. 50, pp. 2138-2145,
Sept. 2004.

Shuangguan Wang(S'00-M’06) received his B.S.
degree in Computer Engineering from Xi'an Institute
of Posts and Telecommunications, Xi'an, China, in
1998, M.S. degree in Electrical Engineering from
Beijing University of Posts and Telecommunications
(BUPT), Beijing, China, in 2001, and Ph.D. degree
in Electrical Engineering from New Jersey Institute
of Technology, Newark, USA, in 2006. From 2001
to 2002, he worked on TD-SCDMA in Siemens Ltd.
China, Beijing. Now he is with NEC Laboratories
America, Inc., Princeton. His current research inter-

ests include MIMO channel modeling, estimation ancité-order statistics,
random matrix theory and its application in wireless MIMO conmigations,
multiuser communications, and space-time transceiver desigMIMO-

OFDM systems.

Dr. Wang has won several awards for his research contritmiti®hese
include the BUPT EI index prize in 2005, the 2005 New Jerseseniors
Hall of Fame Graduate Student Award, and tiféPlace in Graduate Poster
Contest, IEEE GLOBECOM 2005.

Ali Abdi (S'98-M’'01-SM’'06) received the Ph.D.

degree in electrical engineering from the University
of Minnesota, Minneapolis, in 2001. He joined the
Department of Electrical and Computer Engineer-

PLACE ing of New Jersey Institute of Technology (NJIT),
PHHE??TEO Newark, in 2001, as an Assistant Professor. His

lation. Dr. Abdi is an

current research interests include estimation and
characterization of wireless channels, digital com-
munication in terrestrial and underwater channels,
blind modulation recognition and parameter estima-
tion, space-time processing and interference cancel-
Associate Editor for the IEEERANSACTIONS ON

R. D. Gill and B. Y. Levit, “Applications of the van Tregsequality: A VEHICULAR TECHNOLOGY.

Bayesian Crarr-Rao bound,Bernoulli, vol. 1, pp. 59-79, 1995.

P. J. DavisCirculant Matrices. New York: Wiley, 1979.

C. C. Tseng and C. L. Liu, “Complementary set of sequehd&EE
Trans. Inform. Theory, vol. 18, pp. 644-652, Sept. 1972.

R. Sivaswamy, “Multiphase complementary codéEEE Trans. Inform.
Theory, vol. 24, pp. 546-552, Sept. 1978.

L. Bomer and M. Antweiler, “Periodic complementary binasg-
quences,’|EEE Trans. Inform. Theory, vol. 36, pp. 1487-1494, Nov.
1990.

P. Fan and M. DarnellSequence Design for Communications Applica-
tions. Hertfordshire, UK: Research Studies Press, 1996.

D. Z. Dokovic, “Note on periodic complementary sets of binary se-

quences,’Designs, Codes and Cryptography, vol. 13, pp. 251-256,
1998.



