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Abstract—In this paper, we consider the design of distrib- question whether the space-time code which achieves full
uted space-time codes for wireless networks. Distributed space- diversity and maximum coding gain in the MIMO channels

time coding (DSTC) can be achieved through node cooperation oy 5150 achieve full diversity and maximum coding gain if
to emulate multiple transmit antennas. We derive the distrib- . . . L .
it is used in a distributed fashion.

uted space-time codes design criteria for different scenarios
based on the pairwise error probability (PEP) analysis. First, T
we consider the decode-and-forward (DAF) protocol and prove

that space-time codes, designed to achieve full diversity and The system has two phases, in phaséf n relays are

maximum coding gain in the MIMO channels, will achieve assigned for cooperation, the source transmits data to these

full diversity but not necessarily maximizing the coding gain g|ays with power?; and the signal received at theth
if used with the DAF protocol. Next, we consider the amplify- Y P ! 9
relay can be modeled as

and-forward (AAF) protocol and prove that a space-time code

. DSTCwITH THE DAF PrROTOCOL

designed to achieve full diversity and maximum coding gain _ /b .
in MIMO channels will achieve the same if used with the AAF Yori = VPhers+Ver, =12, o (1)
protocol. wheres is an L,, x 1 (L, > n) transmitted data vector

with average energ¥|[|| s ||?] < L,, and hs,, denotes
the channel gain between the source and dtle relay
Designing protocols that allow several single-antenr@&nd it follows a circularly symmetric complex Gaussian
terminals to cooperate via forwarding each others’ datandom variable with zero mean and variaAge which we
can increase the system reliability through achieving spat@gnote byCA/(0,42,.). The channel gains from the source
diversity. In [1] and [2], various cooperative protocoldo the relays are assumed i.i.d. All channels are fixed during
were proposed and outage probability analysis for thetie transmission of one data packet and can vary from
protocols was provided. The concepts of DAF and AABNe packet to another. In (1¥, ., ~ CN(0, N,) denotes
have been introduced in these works. The problem wigtflditive white Gaussian noise (AWGN). Therelays try
these protocols is the loss in the data rate as the numbet®fdecode the received signals. We assume that the relay
relays increases and this leads to the use of what is knowr¥é§ be able to decide whether it decoded correctly or not.
distributed space-time coding. The term distributed comésa relay decodes correctly it will forward the data in
from the fact that the virtual multi-antenna transmitter i§1e second phase of the cooperation protocol, otherwise it
distributed between randomly placed relay nodes. It wa@mains idle. The relays are assumed to be synchronized
proposed in [1] to use relay nodes to form a virtual multieither by a centralized or a distributed algorithm.
antenna transmitter to achieve diversity and outage analysidn phase2, the relays that decodes correctly re-encodes
was presented for the system. Previous work [3]-[5] hatBe data vectos with a pre-assigned code structure. The
considered the use of the existing space-time codes used$dr code is distributed among the relays such that each
the MIMO channels to be deployed in a distributed manndglay will emulate a single antenna in a multiple antenna
These works did not take into consideration the code desiiansmitter. Letx,, denote thek,, x 1 code generated by
criteria for the space-time codes when they are employedtli¢ i-th relay with K, > L,,. Hence the signal received at
a distributed fashion. In this paper, we consider the desigfi¢ destination from all relays can be modeled as
of the distributed space-time codes, with the DAF (or AFF)
protocol, by deriving the code design criteria to achieve full
diversity and to maximize the coding gain. We compare thehere hy = [h, ahry.d- - hrmd}T is an n x 1 vector
derived code design criteria with those for the space-tinehannel gains from the: relays to the destination and
codes used over MIMO channels. We try to answer thg, ¢ ~ CN(O,(S?yd) and P, is the relay power. The:

I. INTRODUCTION
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channels are assumed to be statistically independent as\iere «I)(X,X) = (X - X) is the difference matrix
relays are spatially separated, amg denotes AWGN at patween the two codewords and X and | . |12 is the

the destination and has i.i.d. entries with zero mean al benius norm of a matrix. The Frobenius norm in (7) can
variance N,. The state of the:-th relay, i.e., whether it be further decomposed as

decoded correctly or not, is denoted by the random variable

I, (1 < k < n) which takes valued or 0 if the relay I @(X,X)hd’[ ||2= h;{DIQ(Xﬁi <I’(X7X)D1hd,
decodes correctly or erroneously, respectively. The random (8)
variablesl;’s (1 < k < n) are statistically independentyhereD; is ann xn diagonal matrix with the:-th diagonal

as the state of each relay depends only on its changghry equal tol,. Let r; denote the rank of the matrix
conditions to the source which are independent from othgyx X)D;, which is the difference code matrix after
relays. There is an energy constraint on the generated @derting zeros in the columns corresponding to the relays
code such a&’[|| X, ||°] < K, whereX, is anK, xn ST that decoded in error. This rank is generally less than or
code matrix with thek-th column being the ST code vectorequal to the number of relays that decode correctly, which
xr, transmitted by the:-th relay if it decoded correctly. we denote by, The matrixDﬂ:(X,X)H@(X,X)DI is

The received signal model at the destination in (2) Calbrmitian and can thus be decomposed into
be rewritten as follows

ya =V P»Xchgr+va. 3 Di®(X, X

The new channel definitioh, 1 includes the information where U is a unitary matrix with thei-th column u;
about both the channel realization from therelays to denoting thei-th eigenvector and\ is a diagonal matrix

the destination along with the relay state informatios=  With the i-th entry \; denoting thei-th eigenvalue which
[I1,I,--- ,1,] and is defined as follows are arranged in a non-increasing order. We can write (8)

using the decomposition in (9) as follows

)H

) (& (X, X)Dy = UAU™, ©)

hyr = [Iihy, g, IRy a, - ,Inhrmd]T- 4) o
. . . , h/fUAU™h, = hf Ahy, (10)
Hence, if thek-th relay decoded in error then its equivalent
channell;;h,, ¢ equalso. where hy = UMh,. Since hr,.a’s are independent and
The random variabld), is a Bernoulli random variable identically distributed Gaussian random variables, and the
with a distribution given by matrix U is unitary, then the elements of the veclor are
. . also Gaussian and independent. The random vehtpesd
. = 0 Wfth probab!I!ty: L.SER (5) lare mutually independent as they arise from independent
1 with probability~ 1 — L, SER, processes. First, we average over the transformed channel

realizations hy. The channel gain| hq(i) |2, has an
exponential distribution with parameter/5,2,7d. Averaging
r¥he conditional PEP in (7) over all channel realizations, we

where the probability of decoding a packet of lendth in
error is approximated using the union-bound bySER,
where SER is the symbol error rate and is modulatio
dependent. ForM-ary quadrature amplitude modulatiord®?

(M-QAM, M = 2F with k£ even), we can show that the P(X — X|I) < 1—1 12 7 (12)
exact expression can be upper bounded by 1+ sz‘i;,d AL
SER < Nog(2) (6) where{\,};L, is a subset of the eigenvalues of the matrix

P62’ Y -
o D:®(X,X) @(X,X)D; that depends on the realization

whereb = 3/(M — 1) and g(2) = 4K ["*sin?gdg — Of L

4K? (/42 000 in which K = 1 — ﬁ The proof is Second, we average over different realizations of the

w JO L. . VM . .
omitted due to space limitations. relays stated. The dependence of the expression in (11)

The destination has full channel state informatiog; "1 ?ppears in the uppefr limit ?E the sumkmqt'rqnand the
and applies a maximum likelihnood (ML) receiver. We cafet Of non-zero eigenvalugsy, };Z,. To take into account
show that the conditional PEP given the equivalent chanrigf dependence of the set of non-zero eigenvafes),;~,

realizationh, ; and the number of relays can be upper on the realization of the relays statksi.e., which relays
bounded as follows decoded correctly, we upper bound the PEP in (11) as

R follows
P(X — % |has) < exp [ -2 | ®(X, X)hg s ||? ) ry )
A= 4N, ’ P(X — X |Le =k) < max e (12)
) T+ S



where Z;, denotes the set of realizatiorls which have X. This is the same code design criterion as for the space-
the same number of relays that decoded correétly time codes designed for the MIMO channels to achieve full
If we consider the high SNR performance, the set dfiversity [6].
eigenvalues that maximizes the PEP bound in (12) will To maximize the coding gain of the distributed space-
clearly correspond to the set of eigenvalues of the matrixne code we need for eadh e {1,--- ,n} to maximize
D& (X, X) (X, X)D; with the smallest rank. We de- MR {1, 0|8k (Hle )\m), where|| indicates the
note these eigenvalues By, 1.};*, and generally, < k. cardinality of the subset and X; x is thei-th eigenvalue
Since thel,’s are i.i.d. Bernoulli r.v’s as in (5), the of the code matrix corresponding to the subsaif relays
number of relays that decoded correctlyhas a binomial that have decoded correctly. The maximization is over all
distribution given by distinct pairs of codewordX andX. This is different from
n . - the determinant criterion in the case of MIMO channels
Py (k) = <k) (1-L,SER)" (L,SER)" ".  (13) [6]. Intuitively, the difference is due to the fact that in the
case of distributed space-time codes, not all the relays will
Define the SNR a$ NR = P/N,, whereP = P1 + P> iS  always transmit their corresponding code matrix columns.
the total power used in transmission from the source anfhe design criterion used in the case of distributed space-
the relays. Let the ratios of the total power assigned to thighe codes makes sure that the coding gain is significant

source and the relays be denoteddgyanda,, respectively, over all sets of possible relays that have decoded correctly
where P, = a1 P and P, = ay,P wherea; + as = 1. in the first phase_

Averaging over all realizations of the states of the relays
and considering high SNR we get I1l. DSTC wiTH THE AAF PROTOCOL

n

. n itory {(Lng(2) n—k The system has two phases, in phasef n relays are
PX—-X)< Z(k> SNR—Hk=TE) (ba152) assigned for cooperation, the source transmits data to these
k=0 ) relays with powerP; and the signal received at theth
ﬁ (agéfd)\ >_ relay can be modeled as
. i,k )

Ysori = V Plhs,ms + Vs, 1=1,2,---,n, (17)

The di i . hieved is defined ds— I wheres is an x 1 transmitted data vector with average
€ diversily gain achieved IS defined as=  m _— energy E[|| s ||?] < n. the channel and the noise are
log(PEP(SNR))

=1
(14)

. Applying this definition to the conditional modeled as in (1). In the AAF protocol, the relays do not

PEllggi(r?]Eﬂ), when the number of cooperating nodes,is decode the received signal. Instead, the relays can only

we get amplify the received signal and perform simple operations
log(PEP) such as permutations of the received symbols or other

dprp = lim ————2 = min n—(k—ry). forms of linear transformations. We constraint the linear

SNR—co  log(SNR)  ke{l,n} (15 transformations to have rows of unit norm which means that

From (15) it is clear that the maximum achievable githe average power transmitted by a single relay is the same
versity is n and is achieved whem, — k Vk. This for any time slot. LefX denote thek,, x n code generated

maximur;11 diversity can only be achieved if the matri>t|;y tirw]enlrelayﬁl if thﬁ_ S|ys:§m was n%ise. freel ‘é"ﬂt‘f;] an.t
@(X,X) @(X,X) has a full rank of order n. Then the acP ;e}z{ay Wil mutiply .e receive 5|gn§1 y e. ac.or
2/—n_ . It can be easily shown that this normalization

. g - 2 .
matrix D1®(X,X) ®(X,X)D; has always a rank of V.o +No . B
c1, which is the number of relays that decode correctlWIII give a transmitted power per symbéi = P + P, [5].

independent of the specific realization biwith the same ¥|ence, the signal received at the destination from all relays
. o . : s can be modeled as
c1. If the full diversity is achieved, the coding gain is

_1 P2/Kn ~
n n— k n _
C _ Z n Lng(Q) kH 4 Ya = P15§r + NO th + V4, (18)
b s k ba15§’r i a252’d)\i,k ’ ’
’ (16) where hy = [hy,d hegds- - 5 he,a]’ IS @an mox 1

which is a term that does not depend on the SNR. To miwector channel gains from the relays to the desti-
imize PEP bound we need to maximize the coding gain aétion and h,, 4 ~ CN(0,47,). vq4 denotes additive

the distributed space-time code. 879 to achieve full diversityhite Gaussian noise AWGN. Each element of is
of ordern the code matrix®(X,X)" ®(X,X) must be of CA (O,No (1 + % i1 |hri,d\2>>, and v, ac-

full column rank over all pairs of distinct codewor&sand counts for both the noise propagated from the relay nodes as



well as the noise generated at the destination. The receiveldere A\, are the eigenvalues of th&(X, X) matrix. We

vector in (18) can be written as have used the fact that the determinant of a matrix equals the
PP K product of the matrix eigenvalues and that the determinant
_ 241/ Bn of the multiplication of two matrices equals the product of
=, /=—"—XH+ vy, 19 o ) :
yd Pi62, + No ¢ (19) the individual matrices’ determinants.
. The PEP in (23) can now be approximated at high SNR
whereH = [ hs,rl hrl,da h/S,’I"thQ,d) T 7hs,rn h'rn,d] . Now as

X plays the role of the space-time codeword.
With the ML decoder, the PEP of mistaki® by X can P(X — X) < E},
be upper bounded by the following Chernoff bound

r1ads sy d

PX - X) < 1

5 . n 62 PP /K, 9
1Py /Kn ] > =4 i )
EH67 4N0(P15§,r+;ofép?:1 oy al?) HH(X?XW(X?X)H, Hl:l(l - 4N0(P16§,T+No+% Py |y al?) Nl 25
(20) (25)
. onsider now the termk = >""" | |h,, 4/* in (25) which
By averaging over the source to relay channels we get [{3 n be reasonably approximated %, A, 4|? ~ 162,
P(X X< E . d tfl[ especially for. large: [5] (by the ;trong law of large num- .
(X = X) < By e, e bers). Averaging the expression in (25) over the exponential
- 62, PP /K, distribution of |, 4|2 we get
4N0 (Pl(sg,r'i_NO—’_%Z?:l |h7“i7d|2) R n (52 P1P2/K ))\ -
5 - PX —X)< URAt
(X = (X = Xdiag (i, ol Iy o)), =T (P12, + No+ £62 n)
(21) o
. . . . n 4N0 (Pl(sgr—f—No—i—K—zﬁdn)
wherel,, is then x n identity matrix. H — exp — n -
Define the matrix i (02 - PLP2/ Kn)A;
M — 53,7“P1P2/Kn ] 4N0 (Pl(Sg,T—i—No—l— %(ﬁdn)
4No (Pldir +No+ 72 Xy [hra 2) 20 FI|~ (02, PPy /Ky ) A ’
\P(X;X)dlag (|h7‘1,d 27|h7‘2,d|2a"' 7|h’r",d|2)a (26)

where¥(X, X) = (X — X)™(X — X). The bound in (21) WhereEi(.) is the exponential integral function defined as

can be written in terms of the eigenvaluesMdf as
1%

. t)
o 1 Ei(y) = / exp(t) ), < 0. 27)
P(X X)< FE _ 23 ’
( — ) = Lhpy gy hey, d H:L:l(l T /\Mi)’ ( ) oo t
. . . The exponential integral function can be approximated as
where Ay, is the i-th eigenvalue of the matrid/I. If we P g PP i

let P, = aP and P, = (1 —«)P whereP is the power per tepds t00 as—Ei(u) ~ In (_i) n<0 [9]. At high SNR
symbol for somex € (0, 1) and defineSNR = P/N,, we (high P’) we can get the bound in (26) as

can easily see that the eigenvaluesMfincrease with the " (62, PLPy/ )\ -1
increase of the SNR. We will now assume that the matrix p(x —, X) < H s,rd 182/ Bn ) A

M has full rank of ordem. At high SNR we can have the i—1 \ 4N, (P15§,r + %572,7(]171)

following approximations '

ﬁl (62, PPy /Ky )\;

v v 1

(A+da) =14 A, =1 \4No <P15§7r + %&,w)

=1 fe) 1=1 1n (28)

62, . PiPy /Ky hd .
—14+@ S 2}5 o A " \lh,q® Let P =aP and P, = (1—a)P, where P is the power
o ANo P163,. + No+ 72 Ly |hry,al? i=1 . bersymbol, for somex € (0,1). With the definition of the

' @14 52, PPy /Ky, N SNR asSNR = P/Ny, the bound in (28) can be given as

~ P Hn | lr;,d ’ R 1
1 N0 R Nok £ Ly TRl P(X = X) < aap—r— SNR " ((SNR))", (29)

(24) Hizl /\z



BER for two relays, 1 bit/sym

where a4 IS a constant that depends on the power al- 10° ; , ,
location parameterr and the channels’ variances. The s
diversity order of the system can now be calculated as 107}

darp = lim — % = n. The system will achieve

R—oo

a full d?\ﬁ\érsity of ordern, if the matrix M is full rank, 107F
that is the code matrix¥(X,X) must have a full rank g
of ordern over all distinct pairs of codewordX and X. o RIS
It can be easily seen, following the same approach, that e oaroner |
if the code matrix¥(X,X) is rank deficient the system w0 e
will not achieve full diversity. So any code that is designed

to achieve full diversity in MIMO channels will achieve % 5 10 15 20 2 %
full diversity in the case of AAF distributed space-time SHRperime s €

coding. If the full diverslity is achieved, the coding gain is

Y Fig. 1. BER for two relays with rate 1 bit/sym.
Car = (aarQ7—) . To maximize the coding gain of
. - i=1 * . . . H H 1 1
the AAF distributed space-time codes we need to maximigéstributed space-time coding due to the fact that not all the
the term[[;_, A; which is the same as the determinantelays will always transmit their code columns in the second

criterion used for MIMO channels [6]. phase. Then, we consider the code design criteria for the
AAF distributed space-time codes. In this case, the code
IV. SIMULATION RESULTS designed to achieve full diversity in the MIMO channels

the theoretical results presented in the previous sections M@ximizes the coding gain in the MIMO channels will also
the simulations, we take the variance of any source-relfjaximize the coding gain in the AAF distributed space-time
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