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Fast Link Adaptation for MIMO-OFDM

Tobias Lindstrgm Jenseftudent Member, |IEEE, Shashi Kant,
Joachim Wehingeivlember, IEEE, and Bernard H. Fleurygenior Member, |IEEE

Abstract—We investigate link quality metrics (LQMs) based that maximizes the throughput with the constraint that itme t
on raw bit-error-rate, effective signal-to-interference-and-noise- average PER lies below a specified target value. FLA also
ratio, and mutual-information (MI) for the purpose of fast  j,cydes a time critical aspect because the selection of the

link adaptation in communication systems employing orthognal
frequency division multiplexing and multiple-input multi ple- best MCS for the current channel state may become obsolete

output (MIMO) antenna technology. From these LQMs the @as this state changes.

packet-error-rate (PER) can be estimated and exploited toeect In systems employing MIMO OFDM antenna techniques,
the modulation and coding scheme (MCS) among a class of the main difficulty of PER estimation arises due to the unéqua
candidate MCSs that achieves the maximum throughput for the SNR levels in the different sub-carriers. as well iasthe

current channel state under a specified target PER objective tial st hen th | d. Thi .
We propose a novel Ml-based LQM and compare the PER- Spatial streams when {hey are employed. IS occurs since

estimation accuracy obtained with this LQM with that resulting (i) the individual sub-carriers undergo different attetores
from using other LQMs by means of comprehensive Monte Carlo due to frequency selectivity and (ii) the ability of the rizes
simulations. Search methods for the MCS in the class most to separate multiple spatial streams depends on the comditi
suitable for a given channel state are presented. An algotim |, mber of the MIMO channel matrix. The particulpattern
for obtaining a practical upper bound on the throughput of . . .
any link adaptation scheme is proposed. The investigated LRIs ,Of post-processing SINR values of the @ﬁeresnlbcarners
are applied to the IEEE 802.11n standard with a 2x2 MIMO  induced by thechannel stateand the choice of the symbol
configuration and practical channel estimation. The proposd detector strongly influence the decoder performahiosvever,
Mi-based LQM vyields the highest PER estimation accuracy and the relationship between the post-processing SINR leveds a
its throughput shows only1.7 dB signal-to-noise-ratio (SNR) loss resulting bit-error-rate (BER) or PER after decodinguz
with respect to the upper bound, but up to 9.5dB SNR gain . .

be expressed in a simple form [Hence, one has to resort to

compared to the MCS maximizing the throughput for the current . . . . .
noise variance. a simple yet accuratenappingwhich provides an estimate of

. . . . the PER as a function of the SINR levels
Index Terms—Adaptive modulation and coding, link adap- h blemis of fund li f
tation, link quality metrics, channel stateinformation, fading, The very sameproblemis of fundamental importance for

feedback delay, OFDM, MIMO, PER estimation. system level simulations in cellular communications witaee
performance of a multitude of individual links are computed
without actually simulating the transmission procedurehef
) ) o _individual bits. The latter approach would require too much
The sub-carriers transmitted by a multiple-input multiple;ompyting effort to determine the overall system perforoean
output (MIMO) orthogonal frgquency_ division multlplexmg-rhe goal is to identify an appropriate physical layer alztiva
(OFDM) system across a time-varying frequency-selectiygat characterizes the instantaneous PER behaviour of the
channel are received with a quality level that varies ovgfiimo-OFDM transceiver for the current state of the time
time, frequency and spatial streams. This knowledge can ey frequency-selective channel UMTS-technology, based
exploited in the transmitter to adjust the modulation and-coy, cpMmA  the assumption is that the instantaneous post-
ing scheme (MCS) in such a way that high-order modulatiopg,cessing SINRs can be averaged (average value interface)
and high coding rates are used in situations of gobannel o 4¢ |east quantized using a few quantization levels T3jis
state This can be accomplished by the receiver identifyingeyires that the channel transfer function fades slowtgue
among an indexed list of candidate MCSs, the best MCS fopquency. Then the approach allows for accurate PER estima
the currentchannel_ statend feeding the index of this MCStion results. However, in OFDM, multipath propagation eis
back to the transmitter. It was shown &g, [1] that adaptive 5 gejective attenuation of the individual sub-carriers, asda
modulation and coding increases the throughput of a wiselgg.qit, individual code symbols experience different SENR
communication system tremendously. The key elements in fagnce  other methods have to be applied to supply reliable
link adaptation (FLA) are estimation of the packet-eraier peR/pER estimationOne-dimensional mappings exhibit low
(PER) for different candidate MCSs and selection of the MC&)mplexity, while guaranteeing good performance [2]. An
This work was sponsored by Wipro-NewLogic Technologiespign  altérnative is to use two-dimensional mappings that yields
Antipolis, France, email:wnl -i nfo@ pro. com Parts of this work the PER as a function of the mean and the variance of the
were. pfggggtEdBe;;gth%h'iEaEET'”tl-_ %%’:]f-ser?” ar%"mBm“mcatl':fl’gjrry MBBINR levels [4], [5]. However, the resulting gain in accurac
with D’ept. of Electronic Systémsl, Alalborg University, Demig email: 1S S_ma" according to [2], which shows that the gap between
tlj @s. aau. dk and bf | @s. aau. dk, respectively. S. Kant is with optimal performance and the performance achieved by one-
ST‘E.IV_'CSf]O” hATkAB{ @!:IE & 3G MOdemJ S\‘/’\'/Utr']‘.’”sv '-_””d'.ﬂ?"fe?e”'dimensional mappings is minor. Our simulations show a
cmelt Saas - ean e O PO g o M T similar behaviour (see Fig. 7yhus, FLA algorithms using one

neon Technologies AG, Wireless Solutions, Neubiberg, Gegmemail: ' - - ! ]
j . wehi nger @ eee. org. dimensional mappings almost exhaust the maximal theatetic
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performance improvement and the additional gain achievalbits is mapped to a stream of complex symbols using Gray
by using more complex techniques is minor. This motivatesapping. Supported sub-carrier modulation formats areBPS
the interest in one-dimensional mappings in FLA. QPSK, 16QAM and 64QAM. The candidate MCSs available
Robust one-dimensional mappings have been widely stuate enumerated according to a certain order. In the sefuel,
ied in the literature, considering methods such as uncodaehotes the index set of the MCSs in this list. By convention,
BER/RawBER [6], effective SNR [7], mutual-information the term MCS might designate either the MCS scheme itself
(MI) [8], [9] and PER indicator [10]. We propose a novebr its index in 2. The available MCSs for single-stream
link quality metric (LQM) for MIMO-OFDM to be used for and dual-stream transmission are listed with their index in
FLA. We call it mean MI bit mapping (MMIBM). We compare Table I. Their maximum throughput is reported in the columns
this metric with three other metrics, namely Ml effective SN “Throughput”. BICM schemes using different coding and
(MIESM), effective SNR (EESM) and RawBER. We assess thmodulation per stream in multi-stream transmission arergiv
estimation accuracy of afour metrics for a large number of in [14].
realizations of the (frequency) transfer function of fregay- The streams of complex symbols:} are modulated in
selective channels exhibiting different delay spreadscdéfa- an OFDM format with Nsp = 52 data sub-carriers of
pare the effectiveness of these metrics by realistic thipug 312.5kHz bandwidth. The total bandwidth of the OFDM
link-level simulations including channel estimation ameéd- signal is 20 MHz. The relationship for thé:-th sub-carrier,
back delay. We extend the investigations in [11] by comgarirk = 1,..., Nsp, between the input of the spatial expansion
further metrics, presenting a solution to problems ocogrri scheme and the output of the OFDM receiver in Fig. 1 is
with multiple packet lengths, and addressing the important
issue of how to obtain accurate mappingscontrast to [12] ylk] = Hlk]z[k] + n[k], @)
we include results on the PER estimation accuracy, obtain @Rere y[k] € CVr andxz[k] € CVss are the received signal

exact expression for the Ml between the coded bits and thgctor and the transmitted symbol vector respectively @ s
log-likelihood ratios (LLRs), and provide comparison amoncarrier i andn[k] € CN® is a complexzero-meanGaussian
state-of-the-art PER estimation methods, as opposed to ifise vector with covariance matris I y,,. The variableNgsg
less accurate instantaneous SNR method E2]rthermore, denotes the number of spatial streams &hfk] € CVrxNss
we develop a methodology to obtain an upper bound for ti@scribes the effective channel matrix, including the cle&n
throughputof any link adaptation (LA) algorithmA similar  ransfer function, the cyclic delay diversity (CDD) and the
upper bound was independently proposed in [13]. However, Wgatial expansion [14] for sub-carridr. Spatial expansion
show that in order to obtain this bound it is only necessary {tansmits Nss symbol streams ovelN transmit antennas,
evaluate an ordered subset of the candidate MCSs insteagyfbre Ngg < Np. When spatial multiplexing is employed,
all candidate MCSs as done in [13]. We also prove the bound, — N.. When either beamforming or Alamouti space-
and study its tightness. In particular, we analyse the d@mdi time coding is applied,Nss < Nrp. The CDD transmits

for which the FLA algorithm can achieve the bound. a cyclicly delayed OFDM symbol waveform through each
transmit antenna in order to obtain frequency diversityhat t
Notation receiver side.

An unbiased linear minimum mean square error (MMSE)
estimator is used to recover the transmitted symbol from the
received signay[k]:

We denote vectors by bold lower case lettegs,, =, y,
and matrices by bold upper case letteesy., H, G. The
conjugate transpose of the matuik is denoted byA!. The
element in thei-th row and j-th column of A is denoted &[k] = GH[k]ylk]. 2)
as[A]; ;. The Q x @ identity matrix is written aslg. The
expectation operatds denoted byE{-} andC is the set of The Ny x Ngg matrix G[k] = [Gl[k], Golk], ..., G Ny [kz]}
complex numbers. has columns given by

1
 HUK (HFH"K + 021y,) " H,[K]

II. SYSTEM MODEL G K]

We choose the IEEE 802.11n standardaasoncrete ex- i ) 1
ample for the system model. However, other systems, like (H[E|H"[k] + onIng)  HjlK], 3)

IEEE 802.16d/e or 3GPP-LTE, can be described in a simila_r — 1,2,...,Nss, with H;[k] denoting the columns of

. : J
way. The setup common to thgse Systems is _deplcted k], i.e, H{k] = [H1[k], Ha[k], . .., H . [K]]. Notice that
Fig. 1. Th|§ .flgure shows the S|mpI|f|eq block diagram %he linear biased MIMO-MMSE corresponds to (3) with the
a MIMO b|t_—|nte(;Iea}v§\]d coded _modulanon (?NCM) O'_:DMexpression in the denominator set to one. The post-prawessi
system equipped witiVy transmit antennas anliy receive l3{}9nal-to-interference-and-noise ratio (SINR) at thepouof

antennas. I_n the IEEE 8Q2.11n system, the |nf0rmat|0n_ e linear MMSE estimator for thg-th stream andi-th tone
stream {b} is encoded using a convolutional encoder wit given by [15]

generatorg133,171] in octal representation and basic code
rate R. = !/2. The coded bit stream may be punctured to . 1] — 1 _

. ! i [k] : INN )
increase the code rate &3, 3/4 or 5/6, depending on the ( B FH{E H[E] + Iy )’

used MCS. The stream of interleaved and spatially parsed 7n Nt 5

J:J
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Fig. 1. Block diagram of a MIMO-OFDM system employing BICM.
TABLE |

MCSS WITH THEIR INDICES AND ACHIEVABLE THROUGHPUTS FOR SINGLESTREAM AND DOUBLE-STREAM (IN PARENTHESEY TRANSMISSION WITH
EQUAL SUB-CARRIER MODULATION. AN 800 ns GUARD INTERVAL IS USEDIN IEEE 802.11n [14].

[ Indexm | Sub-carrier modulation] R. | Throughput [Mbps]][ Indexm | Sub-carrier modulation] R. [ Throughput [Mbps]]

08 BPSK 2 6.5 (13.0) 7 (12) 16QAM 34 39.0 (78.0)
1(9) QPSK 1/2 13.0 (26.0) 5 (13) 64QAM 2/3 52.0 (104.0)
2 (10) QPSK 3/4 19.5 (39.0) 6 (14) 64QAM 3/4 58.5 (117.5)
3 (11) 16QAM 1/2 26.0 (52.0) 7 (15) 64QAM 5/6 65.0 (130.0)

k=1,2,...,Nsp, j = 1,2,..., Nss, with E;/o2 denoting Thus, for a given MCSn transmitting packets of length
the SNR measured at the ports of each receive anteAnaacross a channelinducing post-processing SINR&e LQM-
MaxLog symbol demapper is used to generate log-likelihodd-PER mapping is determined such that the approximations
ratios (LLRs) for the coded bits, which are then multiplexed N
into a single strearj L(c)}. This stream is de-interleaved and PERm. (T) ~ PER?”Y\II’G ((m; 1)) % m.p (g(m; T)) - (5)
de-punctured before it is fed to a Viterbi decoder that coi@pu hold. For each MCSn € © and packet length of interest,
the information bit estimate$b}. In this paper we focus on the function,, ,(¢) is computed considering two different
the case withVyt = Nr = 2 antennas. The IEEE Channekhannel quality metric, namely the SNR and the MIZ
Model B (root mean square (RMS) delay sprdadis, excess of the AWGN channel. Each function is obtained by fitting
delay spread0 ns) and Channel Model E (RMS delay spreac quadratic log-linear regression to a set(gf PER)" )
100ns, excess delay spreat0ns) with 20 MHz system- pairs (q € {v,Z}) obtained from Monte Carlo simulations.
bandwidth are used [16]. The PER performances of the single-stream MCSs reported in
Table | are depicted in Fig. 2 and Fig. 3 versuandZ respec-
tively together with the approximation functions,, ;.. ()
and ¢y, ... (Z) respectively where a reference packet length
The objective of FLA is to exploit the varyinghannel state Pref = 1024 Bytes is considered. As can be seen from these
to increase the throughput of the system, while maintainifigures the fit provided by),, ;.. (¢) to the simulation results
some target PERPER:..q:). The FLA algorithm employed is good. Closer inspection of Fig. 2 reveals that a single dB
in the receiver feeds the index of the selected MCS back to t#lgange iny leads to a PER change of up to 1.5 decade.
transmitter. This MCS feedback (MFB) response may occlihe same comment applies to the PER performance vérsus
based upon request from the transmitter. reported in Fig. 3. This implies that the LQM functigfin, I)
The FLA algorithm considers thehannel staténformation Must be very accurate. In Section IV we will consider differe
via the post-processing SINRs of all spatial streams afNR- and Mi-based LQMs that will be used as arguments of
sub-carriersT = [v;[k]]._, .. ., .. Fora given re_spectivelyz/;myp(v) and ¢, ,(Z) to estim_ate the_ PER. We
MCS m, the FLA algorithm computes a scalar LQM valudVill assess the accuracy of these LQMs in Section V.
q = q(m;T). The PER valuePER,, ,(I") for packet length
p corresponding to the current realization of the channel IV. LINK QUALITY METRICS
transfer function is estimated H?ER‘;‘;Y‘Z’,GN(q), i.e, the PER In this section, we define the four investigated LQN&e
achieved when the MCS transmits across the AWGN chanffiest two LQMs are based on the concept of MI. The third
with quality metric ¢q. The latter mapping circumvents theLQM relies on a weighting of the entries i in a log-sum-
need to store a look-up table ®fER,, ,(I') functions for exp manner. The last LQM is based on raw BER. The MI-
some selected (quantized) SINR matrices. Indeed, the setbabed LQMs basically compute the mean Ml (MMI) per sub-
such quantized matrices required is large, which makes @arrier symbol in the receiver, where the MI of one symbol
implementation of this approach problematic. is obtained by averaging the Mis of the bits mapped in this

IIl. FAST LINK ADAPTATION
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Fig. 2. PER versus SNR in the AWGN channel of the MCSs in Tabéh  Fig. 3. PER versus MMI per symbol in the AWGN channel of the MCS
packet lengthp,o; = 1024 Bytes computed from Monte Carlo simulations. in Table | with packet lengthp,of = 1024 Bytes computed from Monte
The functionstm p, . () (solid lines) are obtained by fitting a quadratic Carlo simulations. The functiong,,,._, (Z) (solid lines) are obtained by
log-linear regression to the simulation results. fitting a quadratic log-linear regression to the simulatiesults. PER curves
corresponding to the same code-rate are bundled with gselli

symbol [8]. This LQM corresponds to the mean MI betwee
the stream of coded bitg:} at the output of the puncturer in
the transmitter and the corresponding stream of LKR&c)}

at the output of the de-interleaver in the receiver (see Big.
The accuracy of the four investigated LQMs is assessed in
types of frequency-selective channels in the next section.

the high-order modulation format%/ = 16QAM and M =
64QAM. In [8], Zisqam (v) andZsaqam () are approximated
by numerical integration of the LLR histogram. These reladi
are then approximated with the linear combinations of ex-
t\fﬂlgnded/compressed versionsigfy) given in (7).We propose
a simple and more elegant method to derive an approximation
of Zigqam () andZeagam (). The method computes first the
A. Mean Mutual Information per Coded Bit Mapping MMI using the reliability of the LLRs along [19]:
(MMIBM)

1
MI-based metrics are used in system-level simulations to ZLLr(L) =
. . . . . . NsymbNSSNSDNbitS
estimate the PER since they achieve a high PER estimation Newt Nas Mo N
accuracy for a large variety of realizations of the channel R Ty .
transfer function [4], [9], [17]. In [8], an MI-based LQM is Z ZZ Z ! |Lj [k](q)‘ - (8)

suggested for system-level simulations in IEEE.16e. This nE gEt k=L =

metric computes the effective MMI per (sub-carrier) symboln this expressionNgymy is the number of OFDM symbols,
Nes Nep Nyits is the number of bits mapped to one sub-carrier symbol,
1 L"[k](c;) is the LLR of thei-th coded bit in the:-th OFDM
Ils (m;T) = I,,m(-k). 6 7 K](c) is v
i ( ) NssNSD];”; (my (73 1K) ©) symbol for sub-carrierk of the j-th spatial stream, and

_ n .
L =[] [k](CZHjzl,...,Nss;kzl,...,NSD;i:L...,Nbitsm:l,...,zvsymb‘

The PER is estimated by insertilg = Z.g (m;T') in the 4 functionf(-) is given by [19]

corresponding function,,, ,(Z) depicted in Fig. 3. The func-
tion Zys(7) in (6) is the MI per symbol for the modulation @)= 1 1 .
format M at SNR ~. The function M(m) specifies the ()= 1+ exp(+) 082 1+ exp(+x)

modulation format of MCSm. For the MaxLog demapper 1 )
under consideratioff,, () is selected as follows: (HTp(m)) 82 (HTP(CU)) ,x>0.(9)
=J(v/87) ; M=BPSK Sets ofZ;1r (L) are computed for 16QAM and 64QAM sig-
=J ( /A~ 7) : M =QPSK naling across the AWGN channel for a wide range of the SNR
1 1 ~. Then non-linear least-squares fits (cf. [20]) are perfarme
Tar(7) ~5d (0'8818\/:7) +1/ (1'6764\ﬁ) ~to these sets to obtain the coefficients of the approximsation
+i[] (o,gglﬁﬁ) : M =16QAM for Zisqam(y) andZsaqam(y) in (7). Notice that the MMI in
1 1 (8) is not used as an LQM in this paper. It is merely employed
~3d (1'1233ﬁ) +3J (0'4381ﬁ) to compute the approximations in (7).
+%J (0.4765ﬁ) : M =64QAM The MMI per symbol in (6) is used to estimate the PER of

(7) MCSs operating in fading channels [8]. However, simulation
show that the MMI per symbol does not accurately estimate
The functionJ(-) is given in (25) in Appendix C. Assuming the PER in IEEE 802.11n fading channels due to the high
an equivalent Gaussian channel for each sub-carrier aftigmamic of the MI per symbol (or of the entries 1) due to
MMSE equalization [18],Z;;(vy) is given in closed form frequency selectivity. As a remedy, in [13] the authors psEp
as a function of the SNRy for M = BPSK andM = to replace the sum in (6) by a weighted sum of first-order
QPSK [8]. No closed-form expression @5, () is known for  statistics.Inspired by [21] we propose an alternative approach



in which the right-hand side of (6) isugmentedvith a term the mean-square error (MSE)
that reflects this dynamic:

1L, 2
| NssNso MSE(m) = — Y e%)()\(m))‘ . (12)
Tt (m;T) = NasNep Z Z:I]W(m) (%’ [k]) N
Jj=1 k=1
1 Nss 1F -
)| o (T (415} | 20 e
j=1 *% ik* 7 Ob,
* ¥ ** ’éO
In this expressionvary{x} is the sample variance of * * W
computed versus the indéx The motivation for including the 107 o * ko ‘@(?‘DO @ g ]
correction term is as follows. We know that high frequenc = #y0* .7 e o
selectivity decreases the PER, leads to a highef,.. Chan- ; # * @‘,,Qr'ép
nel coding across sub-carriers is indeed able to compens = , * « 8§®
for sub-carriers with low MI per symbol when the frequenc 10 ?9 * e
transfer function of the channel significantly fluctuatesmhe &
ODFM bandwidth. As a result the PER performance is lowt © -=~Ideal ,
than that obtained from the MMI per symbial (6). The term . IO (e e = 0,051

in the brackets in (10) is used as a measure of the fluctuat 053 102 10* 16

of the channel transfer function across theb-<carriers. It is PERy,p

obtained by first computing for each st_ream the variance oif 4. Estimated PERbm.p(q) Versus computePERy, , without and
the Mls of the subcarriers and then takl_ng the average of t\ﬁ \ correction parameter fom v 0 (BPSK, ch: 1/27p’”:”’1024 Bytes),
Ml variances of all streams. Note that this approach ugiag SISO system, Channel Model B and Channel Model E. One depjotént
in (10) is different from the one proposed in [13] where ( orresponds to one realization of the channel transfertiftmcThe resulting
is replaced by a weighted sum of Ml per symbol values. T Sizﬁgit?éiog?;ﬁ:?eg g‘:d'i%?gh%getg:tae;?;';gdse%@gC”'a“ng
correction term in (10) considers astimate of thevariance

of these values, while in [13] these values are individually

weighted.

The parameten(m) balances the contribution of the Mg nutual Information Effective SNR Mapping (MIESM)
mean and variance termsg. It is calibrated for each MCS

individually by performing a least-squares fit in the (PER)- The second metric is an effective SNR based on MI pro-
domain [17]: posed in [17]:
A(m) = argmi {i 0 (A)f} 1) e ]
m) = argmin € , 1 1 o7
e ) )= .
A Py Vet (M; T) =r(m) | J NesNan ; ; J ( K(m)>

13)
The functionsJ(y) and J~!(y) are given in (25) and (26)

parameterN is the number of considered realizations of th . ; . ) .
. () . espectively in Appendix C. The parametdim) is calibrated
channel transfer functiorPER;; , is the simulated PER for with the same method as used to obtaim) (see (11)). For

MCS m, theith transfer function realization and a given nois ial f BPSK dified . readv di
. il (g (V) is the corresponding estimateqﬁ"e special case o SK a modified version was already given
variance, w m,p n [9]. The PER is estimated by inserting= ~.g(m; T') in

PER for the given selection of. To calibrate\(m) for a given h ina functi : e
o . - m Fig. 2.
MCS m it is necessary to consider a sufficiently large numb(tere corresponding function,.,,(v) depicted in Fig

of independent realizations of the channel transfer foncti

[2]. For each MCSm we calibrateA(m) by considering in ) . )

total 45-50 realizations of the transfer function genetatith - EXponential Effective SNR Mapping (EESM)

both Channel Model B and Channel Model E. Even though theThe third considered metric is the effective SNR proposed

calibration is conducted based on realizations drawn wath b ;, [7] [25]. The metric is defined for a given MC& to be

models, the accuracy of the resulting PER estimator is still

accurate when the realizations are generated with one of the Nes Nep

two models only. This supports the thesis that the FLA does_(;,; T) = —(m)log _ Z Zexp (LW)

not need to know the prevailing channel type. The proposecff Nss Nsp =1 k=1 B(m)

calibration approach is consistent with the method use@]in [ (14)

[22]. Other PER estimation techniques show similar resulfhe parametefs(m) is calibrated with the same method as

[23], [24]. used to obtaim\(m). The PER is estimated by inserting=
As shown in Fig. 4, the introduction of the additional term in/(m; I') in the corresponding function,, ,,(+) depicted in

(10) with A\(m) selected according to (11) significantly reduceBig. 2.

where el (\) = log (wm,p(q@(A))) — log (PEREQP). The
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D. Raw Bit-Error-Rate (RawBER) bandwidth and/or coherence time exceeding the interleaver
This mapping computes a single scalar value by averagifigPth- In this case all soft bits at the interleaver outpdt wi
the uncoded bit-error rates of all sub-carriers [6] [26]: be affected by similar highly correlated channel weightg][2

This, motivates the use of adaptive interleavers [28]. Ewvigin

the presence of the outliers, the scatter plots in Fig. 5 shawv
the correction parameters are valid for both Channel Model
(15) B and Channel Model EWe observed that each correction
In the right-hand expressioRawBER; 5[] is the raw BER parameter is robust,e., a small variation of it results in a
of the jth spatial stream anéth sub-carrier when using thesmall variation of the PER estimates.

modulation formatd/. A function ., ,(RawBER) is used

Nss Nsp

1
RawBER (m; I‘) = m Z Z RaWBERj,M(m) [k] .
j=1 k=1

as an estimate of the PER. Let us for example consider 1 ¢ oEE
modulation formatV/ = BPSK. If we assume that the output Gl
of the MMSE receiver can be approximated as the output : ) %‘ o
an AWGN channel [18], we have °q &‘jg/‘gﬁ Y]
1| [m}
10 @, % oo
RawBER,; ppsk [k] ~ Q < 2+; [k:]> . (16 = . ofige o
& & . o8
Notice that this metric is independent of the used code. V = e %& &
) . - . _2 25
introduce a correction similar to that applied to EESM (se 10 B = :
(14)) for RawBER: a O MMIBM, average MSE =0.030
x MIESM, average MSE =0.031
a(m) % EESM, average MSE =0.034
1 Nss Nsp 2 v [k] , 0O RawBER, average MSE =0.082
RaWBER(m, F) =\ Q -t 10 -3 = ‘—1 0
Nss Nsp e ; a(m) 10 10 PER,, 10 10
(17)
The parameterx(m) is calibrated with the same method (@m € {3,11}
as used to obtaim\(m). The method can be generalizec 1d
to arbitrary subcarrier modulation formaSimulations show
that with this correction, the accuracy of the PER estinmatic
increases.
V. ACCURACY OF THEPER ESTIMATES = @ * é
S B8
In this section, we discuss the PER estimation accura & ]
of the four considered LQMs. The accuracy of the appro: glo_z 2 g |
. . . . fe % ---Ideal
|r.nat|on. in (5) can .be assesseq numerically by Monte Cai : § & NIMIBM. average MSE —0.073
simulations. To this end, estimates of the left-hand ter — x MIESM, average MSE =0.079
(PER,, ,(T')) and the right-hand ternfi,, , (¢(m;T))) in * EESM, average MSE —0.081
(5) for a particular LQMg are computed for various real- 1 3 0 RawBBR, average MSE =0 051
izations of the channel transfer function. The steepness 10° 10° PER,, 10" 10
the functionPER},“N(q) requires the calculated LQMs to "’
be quite accurate. An inaccuracy bflB can lead to a PER (b) m € {7,15}

estimate shiftedl.5 decades away from the true PER. FlgF|g 5. Scatter plots of estimated P%’p(q) versus Compute@ERmyp

5 shows a scatter plot of pairs of computed and estimattd MCSs with same modulation and coding per streame {3,11} (a)

PERs using the considered LQMs for different realizatiofgd™ € {7, 15} (b). The data points are joined from both MCSs. The data
. B are obtained for realizations of the channel transfer fanstgenerated with

of the channel transfer function generated with the Channgannel Model B x 2 MIMO) and Channel Model E (SISO) using a packet

Model B and Channel Model Hable Il reports the correction lengthp = 1024 Bytes. The respective correction parameters of the LQMs

: ; . are computed from these scatter plots. The average MSEdsareeported
parameters for these LQMShe values are given in dB with in the legends, ex%(MSE(B) + MSE(11)). One data set is used both for

(')dB =20 10g10(')- finding the correction parameters and computing the estnBER values.
It can be seen that the MMIBM, MIESM and EESM

metrics provide nearly the same PER estimation accuratly, wi
MMIBM slightly outperforming the other two metrics. The
RawBER metric shows the largest MSE. We observe outliers
which result when the interleaving depth of the interleaser The functiony,, ,(¢) is parameterized by the MCS index
mismatched to the current channel state. Indeed, a st&tic inm and packet length. It should therefore be computed for
leaver, as used in IEEE 802.11n [14], is designed accordingdach pair(m,p), m € 2 andp ranging in the set of supported
average channel statistidse., the coherence bandwidth andpacket lengths. However, in order to keep the complexity of
coherence time. However, individual realizations of thareh the mapping low, it is desirable to stote, ,,(¢) for a few of

nel transfer function may exhibit an instantaneous colwrerthe most used packet length values only and to interpolate th

VI. MAPPING OF THEESTIMATED PER VERSUSPACKET
LENGTH



TABLE Il
CORRECTION PARAMETERSOF THELQMS COMPUTEDCHANNEL MODEL B AND CHANNEL MODEL E. ALL VALUES ARE IN dB.

[MCSIndex [ 0® [ 1@ [2(0) [ 3D 412 [ 503 [ 6 @4 7 ({5 |

a(m) 261 | 270 | 266 | 122 | 1.74 | 099 | 122 | 1.42
B(m) 013 | 315 | 312 | 852 | 945 | 14.68 | 1534 | 15.70
r(m) 780 | 477 | 508 | -0.60 | -1.28 | 6.62 | 719 | -7.51
Xm) 389 | -415| 264 | 597 | 423 | 521 | 3.79 | -2.48

PER for other packet length values from this set of referenttés problem always has a solutidhno MCS succeeds in pro-
functions The simple case, which we consider here, is whesnding a sufficiently small PER, a situation that occurs dfisu
the set contains one elemepy, ;... (¢) only. We propose the ciently low SNR, the Rx feeds back = argmin,, o TP(m)

following interpolation: to the Tx.
R In the literature either the objective functidi®(m) in (19)
Ymp(a) =1 — (1 g (q)) Pref (18) OF (1 =ty ,(q(m;T)))TP(m) is used for selecting the MCS

to be utilized, see.g., [13], [30]. The two objective functions
The right-hand expression yields a reasonable approxdmatare equivalent if
across a wide range gf. This approximation has, however, TP(m1)
a limitation: +,,, ,(¢) = 1 for all p when v, ,..(¢) = 1. PER., < min {1 — TP(T)’LQ)}

my,ma2

(20)
If a higher accuracy is needed, multiple reference curves
can be used.Since the set of packet lengths supported in 4here
practigal networlk is small, storing multiple reference.\ms my,ms € Q,my £ms such thatfP(m;) < TP(m.),
is a minor practical probleniThe approach presented in [29]
is an attractive alternative for turbo-codes. sinceTP(m) cannot differ from(1—1y, ;,(¢(m; I'))) TP(m) by
more than a factot — PERy;, because of the PER constraints
in (19). Condition (20) is fulfilled in the simulation setup
VIl. MCS SEARCH provided in Section IX. Hence, the MCS selection algorithm
The selected MCS fed back to the Tx is the MCS keepirig optimal with respect to both the objective functidR(mn)
the PER below a given threshol®ER.,. This selection and(l — ¢, ,(g(m;T')))TP(m) for these simulations.
procedure leads to a discrete optimization problem that canOne way of solving (19) is by performing an exhaustive

be formulated as search across all elements{in[13]. We propose a sequential
search, in which the MCSs are first ordered in decreasing
Juax TP(m) order of their throughput and then the PER of each MCS

st Ymp(g(m;T)) <PERy, ,Vme Q\ {argmin TP(m

)} in the list is evaluated one by one. The first MCS that
mes)

fulfils the PER constraint in (19) is the sought solution,
(19) because it has the maximum throughmrong the MCS
for the prevailingSINR matrixI'. In (19), PERy, is selected satisfying the PER constraint, due to the selected ordering
such thatPER;..¢e¢ IS met on average over time. This step inBoth exhaustive and sequentisgarch procedures lead to the
cludes some heuristics and is based on experimental edderame solution. However, the sequential search method has
The parametePER;..q.: €ssentially controls the delay/jitter ofa smaller computational burden compared to the exhaustive
the link, if retransmission is needed, and of course theuiite search method. For instance tag&ter approach searches in the
put. Different PER;..cc can therefore be used according t@omplete set of cardinality 16 fa¥r = 2 [14] when the same
the quality of service needed for the considered applinatiomodulation format is used on both spatial streams, while the
(digital video streaming, voice over IP, web-browsing,. etc former stops earlier in general. Both methods are applicable
Note that at sufficiently high and low SNR regimes itvhen the number of candidate MCS<., the cardinality of
is not possible to obtain a PER close RER;.eec. This €, is fairly low. We apply the sequential search method to
is because transmission with all MCSs will almost alwaysssess the performance of the FLA algorithms in Section IX.
succeed at sufficiently high SNR, while it will almost always In case unequal modulation formats are used in the spatial
fail at sufficiently low SNR. If at an given mid SNR regimestreams, the effective Ml is computed to be a weighted sum
PER:;, is selected such th&ER.... is fulfilled on average, of the mutual information values calculated for the indiwadi
this PER might not be reached within a small time windovgtreams. The weights equal the relative fractions of inferm
The following algorithm controlPER;;, such that the FLA tion bits transmitted in the streams.
algorithm approximately delivers a givVePER;argc¢ Within a The transmission mode can use beamforming or spatial-
certain time window: If the recorded PER is too high or toenultiplexing depending on the condition-number of the chan
low as time elapses in the window, then adj@&R;;, such nel. This would, for example, implyWss = 1 for beamforming
that PER is approximately equal ®ER; .t at the end of andNgs = 2 for dual-stream transmission. In order to consider
the window. both scenarios in the MCS search an estimate of the full
Itis desired that the Rx always feeds back an MCS index lIMO channel matrix H[k] € CN=*Nt must beavailable
the Tx. Excluding the MCS with the lowest throughput in that the receiver. With this estimate, the receiver calcslate
constraints of the optimization problem (19) guaranteed thanother effective channel matrix estlmd’fé[k] H[KQ[K],
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i [Q -1 H m < h(i) ‘&{ ii—1 ‘
PERs are then obtained froffil[k] for all possible supported
precoding and MCS combination. H[k] is not available,

the channel is only known for the particglar _precoding moq = Generate chanrel_
Hence, the performance of other combinations of precoding transfer functio

and MCS cannot be accurately estimat@dstraightforward
approach, which is also suggested in 802.11n §20,3.13.3],
NO

with Q[k] € CNt*Nss denoting the precoding matrix. The
corresponding post-processing SINRs, LQMs and estimated

is that the receiver selects an MCS based on the observed
channel matrix only. That is, the MCS selection is based on
a subset of the set of MCSs supported for the fully-known
channel. This subset is determined by the observed signal
dimension and the precoding capabilities of the considered
MIMO system.

NO

If received

successfu lFi=0

YES

Save statistics from
the packet transmissign
The common way of determining an upper bound for theg. 6. Flow graph of the performance bound algorithm. Thecfion A

throughput is to evaluate the ergodic capacity of the MIMdffils the propertyTP(h(Q2,4)) > TP(A(Q,7 — 1)),i € {1,---,[Q - 1}.
channel. However, the resulting bound is weak in this par-

ticular context and it cannot be achieved due to the follgwinyiih the lowest throughput. Information on the outcome @f th
reasons: (i) we use only convolutional coding; (ii) we cesi |4qt transmission (packet error event and throughput)és th
practical channel estimation; and (iii) the setof candidate gayeq for later evaluation. The algorithm then generatesa n
MCSs is not infinitely large in terms of available subcarrigfysjization of the channel transfer function and starts & ne
modulation formats and code-rate combinatioHence, we e

are interested in a pra_ctical bound on the throug_hput for anytpe upper bound is practically nathievableout it is tight

LA scheme. The genie-based method [2] provides suchg@oygh to be of practical use as we will see in Section IX. The

bound. However the method has high complexity because,ffndis derived in Appendix A and its tightness investigated
necessitates to simulate the PER for all MCSs, and larg@tetg, Appendix B.

SNRs and realizations of the channel transfer functionebds
we propose an upper bound and a low complexity algorithm IX. NUMERICAL RESULTS
to compute it. A similar bound was independently presented

. o For the evaluation of the FLA algorithm we utilize a
in [13]. We show below that it is not necessary to evaluate E'islllmulator fully compliant with the IEEE 802.11n standard

candidate MCSn < ) as done in [13]. Instead, it suffices to oo
evaluate an ordered subset of MCSs. The proposed bound Lla‘H and the IEEE channel models [1.6]' Ch_annel es'gmatu_)n
IS” performed based on the long training field provided in

be seen as a further generalization of the bound in [31].ddoti .
that the algorithm in [31] generates a bound for a specific LEK'e preamble of a packet [14]. The channel estimates are

X smoothed before they are used in (4) for the computation of

method, whereas the proposed algorithm generates a boyn . .
€ post-processing SINR matriR. The correction param-

for any LA method.

We now describe the algorithm that computes an upp%trer.sof(m)’ﬁ.(m)’Fé.(m)’ _and ).‘(m) are fqund by means of
. X reliminary simulations in which realizations of the channel
bound on the throughput for a given set of candidate MCSs, . .
. ) . . ransfer function are generated with both Channel Model B

The algorithm - we coined it performance bound algorithm

is depicted in Fig. 6 for the sake of clarifefine on¢ an and _Channel Model E (see Section IV-A). Table Il reports the
ordering functionh, such thatTP(h(i)) > TP(h(i — 1)), € obtainedvalues of these parameters. Only Channel Model B

! . = ’~ . _is used to obtain the results discussed belbhe sequential
{1,---,]92] — 1}. The bound is obtained as follows: first

enerate a realization of the channel transfer function aS(aarCh approach presented in Section Vil is used to determin
9 fiie MCS fed back to the transmitter.

then obtain an index <« |Q2] — 1 with the corresponding
MCS m = h(i), i.e., starting with the MCS having the largest
throughput. In our case this MCS is 64QAM wifR. = 5/c. A. Throughput and PER

This MCS is used to send a packet across the channel with th&imulation results of the throughput and PER versus the
generated transfer function. If the transmission fdils, the SNR are shown in Fig. 7. The realizations of the channel
packet is received incorrectly, the algorithm updates i —1 response are normalized such that thiae-average@nergy

(if 7 # 0) and obtain a new MC%u = h(i). Notice that the is unity. The SNR is defined as the inverse of the noise vagianc
throughput of the new MCS is equal or lower than that of the = 1/c;,. For clarity we first discuss the results when FLA
previous MCS. The new MCS ithenused to send a packetis not applied:

across a channel with the same realization of the transfere The reported upper bound on the throughput is obtained
function. These steps continue until the transmitted plaiske using the performance bound algorithm described in
received successfully ar= 0 which corresponds to the MCS Section VIII.

VIIl. AN UPPERBOUND FOR THETHROUGHPUT OFLAS



o Each curve indicated in dashed line “fixed MCS” repre
sent the throughput or PER performance versus SNR
one individual MCSm € .

o The reported “fixed MCS envelopes” are obtained for
given SNR by selecting the performance (throughput ai
PER) of the MCS achieving the maximum throughpt
at that SNR without considering any PER constraint
The bumpiness of the curve results due to the limite
number of candidate MCSs, since a smooth transitic
in performance between the optimum MCSs for tw
consecutive SNR values is not always realized.

o The reported “PER-constraint envelopes” are obtained f
a given SNR by selecting the performance (throughp
and PER) of the MCS achieving the maximum throughp!
at each SNR, while maintaining a PER value less th:
1%. These curves describe the performance of a sl 109
link adaptation (SLA) method, which selects the MC¥
maximizing the throughput for a fixed noise variance
while maintaining a certain PER. Since the set of cal

- ]—Performance bounds
|---Fixed MCS

.|-e-Fixed MCS envelope
—®-=-PER constraint envelope
., |*FLA: MMIBM

didate MCSs is finite, the corresponding PER cuive 10 - 3FLA: MIESM
also bumpy. The SLA method does not consider tf " |FFLA:EESM

; L L o ©FLA: RawBER
instantaneous fading in the channel realizations and het H_J TR —

it is less effective than FLA, as we will see shortly. .
The FLA algorithms under consideration operate as follow
Within each cycle a single data packet is sent with the MC
suggested by the receivihe MCS feedback link is assumed
to be free of error. The results are reported in Fig.The 168
throughput and PER values at each considered SNR value h
been obtained by transmitting packets until 200 of them faul
with a maximum number of transmitted packets set to 300@ig. 7. Throughput (TP) and PER versus SNR of the considechenses

It is observed that the throughput curves of the FLel::Qgtthgfflogol‘{"’inghSgtti”gsli\ﬂﬁ\ﬂhgnglli'D'\'\//'loge'tB with bfg;:“}ig@?MHZa
algorithms using MMIBM, MIESM, EESM and RawBER arel:,EF%aiet :‘1%n\lN/ith’ PEXRH, 2 3% in (19), ysiem.p yies an
practically lying on top of each other, with a small degréatat
for EESM around25dB SNR. Using EESM and RawBER B- MCS Feedback Delay
also vyields a slightly larger PER than with MMIBM and The performance of FLA is evaluated with respecttlie
MIESM. The throughput performance curves of MMIBM- andFB delay. The MFB delay is the time required for the MCS
MIESM-based FLA methods are at mdst dB shifted to the selected in the FLA algorithm to be effectively utilized het
right of the throughput upper bound. Moreover, at a givemansmitter. We consider only the MIESM-based FLA method
throughput the SNR requirement for these FLA methods d@assess the impact of the MFB delay. The results for the othe
9.5 dB lower than for the PER-constraint envelofiétne PER considered FLA methods are very similar as already observed
stabilizes around 1% within the SNR rang&— 30dB. This in Fig. 7. Fig. 8 shows the throughput and PER versus the
feature, common to all four FLA methods investigated, i8IFB delay. The throughpulecreaseand the PER increases
known as the inherently anti-fluctuating property of FLA[32 as the MFB delay increases for both considered SNR levels

All curves generated with the FLA algorithms approach thef 20 dB and30dB. At 4.5 — 5.5ms MFB delay the loss in
corresponding throughput value for the fixed MCg89) and throughput is only minor but we observe a drastic degradatio
h(]©2]—1) at respectively low and high SNR regimes. An FLAof the PER.
algorithm is expected to have this behaviour. For suffitjent We also investigate the impact of scatter velocity on FLA.
low SNR only MCSh(0) may lead to error-free reception;The results are shown in Fig. 9. Here we select a slightly
at sufficiently high SNR, all MCS lead to successful packéargerPER;, = 5%. We further observe that for higher scatter
reception, such that the FLA algorithm selects MZ82|—1) velocity the observed PER increases faster as a functidmeof t
to ensure the highest throughput. MFB delay.

If the channel is time-invariant, FLA is equivalent to SLA. In general, it is hard to know the MFB delay - in IEEE
This means that no gain is observed by using FLA compar882.11n it is unconstrained - or even the scatter velocity in
to SLA in this case. On the other hand, if the channel has smatlvance. Both factors significantly impact the observed PER
time coherencel,.e, the channel response changes fast, SL&s shown in Fig. 8 and Fig. 9. To address this problem, the
will be ineffective due to the long averaging time. Gengtall PER;,qe¢ Can be maintained by adjustif@ER;, based on
the smaller the time coherence, the higher the performaroag-term PER statistics, without affecting the fast adtiph
gain of FLA compared to SLA. feature of FLA.

5 10 15 20
SNR(dB)
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Fig. 8. Throughput (TP) and PER versus MFB delay of MIESMeoeELA  Fig. 9. Throughput (TP) and PER versus MFB delay of MIESMeloeBLA
with different scatter velocity using the following setisi Channel Model with the velocity as parameter. Channel Model B with bandkwieD MHz,
B with bandwidth 20 MHz, velocity of 1.2km/h, 2 x 2 MIMO system, 1 x 1 MIMO system,S\NR = 20dB, p = 1024 Bytes and PER;;, = 5%.
p = 1024 Bytes. The target PER o1 % is fulfilled up to an MFB delay of Note that the horizontal axes are non-linear.

around2.3 ms. Note that the horizontal axes are non-linear.

feedback delay was also investigated. We observed that the
X. CONCLUSION PER increases rapidly to an unacceptable lag¢he feedback
We have investigated four link quality metrics (LQMs)delayincreases. This effect maye counteracted by adjusting
i.e, the mean mutual information per coded bit mappingie PER threshold using an outer loop.
(MMIBM), the mutual information effective SNR mapping
(MIESM), the effective SNR mapping (EESM) and the raw ACKNOWLEDGMENT

bit-error-rate (RawBER) for the purpose of fast link adépta The authors would like to thank Dr. Karim Maouche from

]SFLA) na rg_ul_tlple-lnplliy, Tulltlple-oolggl)\;n(Mll:/IO) 0”*‘09?3' . Wipro-NewLogic Technologies for kindly providing some of
requency division multiplexing ( ) system operatimg I the simulation results.

frequency selective channels. Our findings, exemplifiedier

IEEE 802.11n standard, indicate that introducing a coioact

parameter for MMIBM considerably improves the accuracy APPENDIX

of the packet error rate (PER) estimation. The correctign Derivation of the Upper Bound for the Throughput of Any
parameter depends on the modulation and coding schenze

(MCS); but it is valid for a wide class of channel models. We show that the aldori . . .
) - gorithm proposed in Section VI yields
The PER estimators based on the modified MMIBM, MIESM, '\ bo pound on the throughput. let= fi.x (H, , ) € 9

EESM and RawBER perfqrm very clos_ely. Furthermore, WSe the selection function any LA algorithm for the channel
proposed a practlcal_ algorithm Fo obtain an upper bqund P _ [H[})]i—1.. n., and average SNR. The throughput
the throughput of a link adaptation method using a given S8t an LA algori’thfn can be written as

of MCSs bymeans ofimulations. The throughput that results
from using the FLA algorithais only 1.7 dB away from the TPLA (7, Q) = E{Tp(m)(l — PER(m, H,v))} . ()
throughput upper bound and showsgainof up to 9.5dB

over a slow link adaptation (SLA) approach. FLA methodsvhere TP(mm) and PER(m, H,~) are respectively the max-
using MI metrics slightly outperform methods employingmum throughput and the PER of MC& for the chan-
RawBER and EESM in terms of PER. FLA outperforms SLAel realizationH and average SNR/. Expectation is with
in channels with low time coherence. The dependency oespect toH. The function TP, depends onQ2 through
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m = fLa(H,~,Q). The throughput resulting from using theC. Approximations of the function .J(-) in (7)

performance bound algorithm is

TPPBA('Y, Q) = E {
meQ

with Ps(m, ), H,v) denotingthe probability that MCSm
is selected by the algorithm from the s@tfor the channel

realizationH and~. AlthoughH is fixed, thermal noise casts @1 = —0.04210610 b, = 0.209252

the outcome of successful decoding as a probabilistic pece @2 = 0.00181491
ds = 0.0549608.

Consider now the partitiof? = Quign U {m} U Qiow. The
set of MCSs with throughput higher thafP(m) is Quign
and the set of MCSs with throughput lower than or equal

In [33], the function.J(-) in (7) is approximated by

Z Tp(m)Ps(mvﬂaHaW)} (22) J(I’)%{

a2 +bi 2 4cix, 0<z<1.6363
1 — exp(aga3 +bax?+cor+dz), 1.6363 < x<oo
(25)

with the coefficients found for the MaxLog-demapper [20]

c1 = —0.00640081

by = —0.142675 ¢y = —0.08220540

From (25) we obtain the inverse function &fz)

to TP(m) is Qiow. The evaluation of the algorithm on the set JL(y) ~ asy® + bsy + ¢5:/Y, 0 <y < 0.3646
Q= {m} U Qiow is Y5\ aglog(be(y — 1)) + coy, 0.3646 <y <1
y (26)
TPpea(7,2) > TPrpa(7,2) = with coefficients
E{TF’(WPS(WQ,HW)} + as =1.09542 b5 =0.214217  ¢5 = 2.33727
ag = —0.706692 bg = —0.386013 cg = 1.75017.

E{ Y TPmP(m 0 HA)}. (@3)
MEQow
Because the first evaluated MCS in the algorithm using the
setQ is m, Ps(m,Q, H,v) = (1-PER(m, H,~v)). Hencethe  [1]
first term in (23) is the throughput of any LA algorithm as 2]
given in (21). Now,
TPppA(7,9) > TPepa(7,Q) > TPLA(1, Q) (24)
holds, becaus&P(m)P(m, 2, H,~) > 0. ThusTPppa is an
upper bound of throughput fany LA algorithm.

(3]

B. Discussion of the Tightness of the Upper Bound on the 4l

Throughput

Equality in (24) holds if Py(ii, 2, H,~) 1 and
Pi(m,QH,v) = 0,Ym € Qpigh U Qow- In this casethe [6]
upper bound on the throughput can be achieved by an LA
algorithm. IfPER € {0, 1}, then one MCSn will be selected 7,
with probability Pi(m,Q,H,~v) = 1 by the performance
bound algorithm. This corresponds to a sharp transitiomfro [8]
PER(m,H,~) = 1 to PER(m,H,v +¢€) = 0 with ¢ > 0 in
the PER-vs-SNR plot foall MCSs. [9]

However, the PER is a smooth decreasing function of the
SNR, which implies that, in generainore than one MCS
m fulfill Ps(m,Q,H,y) > 0 for a given H and ~. This
gives contributions from the MCSs with larger and smalld#Ol
throughputs relative to MC%, and hence the upper bound
is not reachable byany LA algorithm. So, the setup with
the steepest PER-vs-SNR curve yields the tightest bound. A8
observe the following behaviours:

(i) For stronger codes, the PER curves drop faster verdid
SNR, leading to a tighter upper bound.

(ii) If only few MCSs exist with a high probability to be [13]
selected by the performance bound algorithra, with
high Ps(m,Q, H,~), then the bound will be tight. So, 4]
the more MCSs to choose from, the less tight the bound
is. This can be concluded from the fact that the bound [&5]
reached at very low or high SNR where only one MCEG]
is likely to be selected (see Fig. 7).
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