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Abstract— Multiple Source Cooperation (MSC) techniques, impose a certain constraint, which is reminiscent of chhnne
including conventional Code Division Multiplexing (CDM) and  coding. Since the decoding (demapping) of CNC (PNC) for a
Classic Network Coding (CNC) are investigated. We adopt a |56 number of source information streams is non-trivtte
soft sum-product decoding algorithm for the CNC technique ér CNC and PNC ti -domi " di ' i
efficiently processing a large number of information streans a_n concept s pre-aominan y_use n _Coopera ve
and propose a flexible Variable-rate Network Coding (VNC) Scenarios when the number of source information streams
technique, which is capable of attaining a near-optimum pefor- is small. This specific scenario is encountered in two-way
mance. Quantitatively, the proposed VNC method is capablefo communications [15], [16] or for transmission over twin-
operating within 1dB from the outage capacity of the quasi-&atic - g4 ,rce multiple access relay channels. To take a further ste

Rayleigh fading channel. The iterative decoding convergese of . .
the multiple source computation methods is analysed with ta forward, the so-called joint channel and network coding] [16

aid of EXtrinsic Information Transfer (EXIT) charts. or multiplexed coding [17], [18] concept was proposed ineord
to provide an additional channel coding gain by imposing
carefully designed redundancy, where the sources’ infaoma
. INTRODUCTION streams are treated as a single amalgamated stream, kefore i

Cooperative communications attracted substantial reseal® channel enched. .
interests in recent years [1]-[4], spanning from the ctassi Since extensive research efforts have been dedicated o two

single-source single-relay scenario [5] to the genercilMel— way communications, In this paper, we focus our attention

tiple Source Multiple Relay (MSMR) scenario [6]. WherP" the efficient processing of the multiple source informa-

L ._.tion streams in the context of Multiple Source Cooperation
considering the MSMR network topology, a fundamental iss : . o S

is the efficient processing of numerous source informati SC) [19}-{21], V\_/h'Ch constitutes a specific mstantlatlof
. : . the MSMR scenario, where the relays are also active sources.

streams during their relaying [7]. , . )
: . SC was first considered in [19], where the authors proposed
The processing of multiple sources may be treated angl- . ) !

: . . : e so-called parity-check based MSC regime using Read-
ogously to the classic multiplexing problem, which may b

based either on an orthogonal or on a non-orthogonal Co 8Iomon (RS) codes to jointly encode the multiple informati

. , . - streams at the relay. On the other hand, the authors of [20]
Division Multiplexing (CDM) approach [8]. Specifically, ¢h . ) .
information-theoretically attractive superposition raéation proposed the so-called Complex Field Coding (CFC) aided

. . . . . O|\/ISC, where the multiple source information streams are
aided multiple source cooperation scenario was considare

the context of two sources in [9] and for multiple source%omblned in a specific way in order to yield values in the

: complex field. Furthermore, it was reported in [20] that the
in [10]. On the other hand, the relay may generate t . . ot .
'XOR’ed information of the multiple source streams in the C aided MSC is capable of achieving both the maximum

o . i . attainable diversity order and a high spectral efficienchew
context of both the original bit-based Classic Network @adi .
(CNC) scheme [11], [192] and in the modified waveform-baset mpared to the parity-check MSC of [19], the authors of [20]

Physical-layer Network Coding (PNC) arrangement [13],].[14C 228.(1 tthat thethItl d|ver§||ty %am prowdet(_j byf CI.:tC a|d§>d ¢
It is worth noting that the concept of both CDM and 01M 'S 10 an extent capable of compensating for 1s modes

CNC may be considered asmodulationtechnique, where the fhsar:?sel rceosdelgge dgar:n['zaogvrzvscr)’t ?fegllt Er:;c;;clfjrt'ft' d(qiER)
former scheme is implemented using arithmetic additions igSults P ! ! y ISt

the complex-valued domain, while the latter scheme issedli channel coding gan attainable in quasl-static Rayleiginig
using modulo additions over the finite Galois field. channels. Hence, in [10], we proposed a high throughput MSC

. ) . framework and extended it to a multiplexed coding regime

On the other hand, a coding-related interpretation may aIstcl)th the aid of a Low Density Generator Matrix (LDGM)

be conceived for both CNC and PNC, because both techniq%es .
ased design [21].
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x, from the composite CNC stream af, ® =, @ x. D ...
requires the knowledge of the correct 'XOR’ed information
of all the rest of the network’s information streams, nanadly
T, ® x. @ . ... However, unlike in two-way communications,~1
this knowledge is not readily available in MSC at the destina : : : :
tion. Furthermore, the mapping ambiguity of CNC, which is ) Ok : T T
represented by, @1, Dz B... = 2. D1, Dx,D. . ., prevents T

its employment in MSC, as also stated in [20], which was one
of the main motivations of conceiving their CFC. Hence, in
order to overcome this problem, in this paper:

« we consider a range of multiple source processing tech-
niques, ranging from the basic CDM concept to the CNq
technique.

« we conceive the soft decoding of CNC with the aid @fy. 1. schematic ofc sources cooperation employing TDD. First phase
factor graphs, which is capable of reliable operation evetansmission employs orthogonal TDMA and second phasesriasion
in the presence of unreliable network information Strean%nploys non-orthogonal multiple access, where dottedkbiepresents the

relay clusterl < N < K.
Tp DL-D....

o we also propose a novel Variable-rate Network Coding

(VNC) regimé that is capable of operating near capacityS

without necessitat_ing a sophisticated joint channel a the second transmission phases N < K sources form
network code design. a relay cluster, where each of thé relays exploits all the
We organise our paper as follows. In Section II, we descrifigformation available in the clusteistributivelyand transmits
the two-phase transmissions aided MSC regime considefggl appropriately processed information of t#é sources
and introduce a range of multiple source stream processigdthe destinatiorsimultaneouslywith the transmissions of
methods, including CDM, CNC and the proposed VNC. Thg|| the (N — 1) other relays for the sake of achieving a
corresponding iterative receiver algorithms are provided high cooperation efficiency, as seen in the multiple access
Section IIl, while our EXIT chart analysis is detailed in Secchannel model of Fig 1. Finally, the information received

tion IV. Finally, we present our simulation results in SeotV  qyring the two phases is jointly processed at the destinatio
and cor_wclude in Section VI. To assist the presentation (Sf _thjefore making a hard decision.
paper, |mportant symbols and frequently used abbrevigtion 2) First Phase Cooperationwe commence by considering
are listed in Table | and Table II. the first phase of théth sourcesS;, where the information
bit vector of lengthN, is denoted byb?. Following channel
Il. SYSTEM DESCRIPTION coding and modulation, we generate the transmit data vector
A. Cooperation Scenario x1 of length N,. Thus, the discrete time baseband system’s
1) Overview: Let us consider a cooperation scenario inf-'r:‘c’tdph""_Se model of sl,lourcﬁk d(lescnblng_ Its ttrjaljlsmlssmn to
volving K sources and a single destinatiéh where these the destination as well as to relayare given by:
K sources form a clust_er f_or cooperatively trgnsmitting rthei yh = hé,Dxi + néD’ yl = hi,nxi + ni,m k#n (1)
information to the destination. AlK" sources in the cluster , S _ )
are assumed to have the same distance from the destinali¢réy andy;, denote the received signal vector of length
and they are allocated close to each other within the clust®= at the ?estlnatlop and at theh relay, respectively. Fur-
Since a node is unable to simultaneously transmit and receithermore;, , andh; ., denote the quasi-static flat Rayleigh
i i I
We assume furthermore that both thé sources and the @S beItween source and relayn, respectively. Finallyn;, ,, -
destination employ a single antenna and all transmissioms @ndn;, ,, denote the complex-valued Additive White Gaussian
perfectly synchronised. Noise (AWGN) vector of lengthV,. _ N
In the first transmission phase, each of fiesources sends ~ The signaly?, received at the destination will be jointly
its information within theK orthogonal channels constituteddrocessed in conjunction with the signaly received at the
by K non-overlapping time slots to the destination as wedlestination during the se<_:0nd phasg to be mtrodqcegl below.
as to the rest of the sources that are listening as seen in €ig the other hand, the signgf, received at relay: is first
1. After the first information exchange phase, all of thie decoded and then prepared for the second transmission.phase
Remark 1There are numerous solutions that deal with the
1The_ authors of [22] considered a single source multicastlictipn decoding errors of the first phase at the relay, when empioyin
scenario, where the data flow at the intermediate node mayubgecs to h d d d hni 23
different rate requirements and the authors of [22] focuer thttention on the Decode-an _'Forwar _(DF) technique [23]. quever’ we
the associated flow control. Hence, the terminologyarfiable ratein [22]  focus our attention exclusively on the MSC techniques used
has no overlap with that of the current paper, since in therlatve design a gt the relays and set aside the issue of decoding error aeunte
physical layer network coding scheme in conjunction withaamted channel . .
coding techniques in order to flexibly adapt the rates of gseiltant network measures_ for fUture_ research. We first consider d_!h@l’-
coding streams in a MSC framework. free relaying scenario, where no first-phase decoding errors

-<— 1st Phase—s+ ~«—— 2nd Phase>-

urces have access to all the information within the dluste
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are encountered. Secondly, we consider the potentafty- CDM @Xni’l
infestedscenario, where there may be decoding errors at the CNC R ) <!
relays and these errors are characterized by the assobiaited - - - VNC >
error probabilities, regardless of the specific basebanemses ~ @)ﬁ
employed during the first transmission phase. bfL ) ciﬂ

3) Second Phase Cooperatioiet us now consider the ; E ; \ I II
operation of relayn, which has access to all the informa- _ \." T Cn Exn
tion in the cluster that may be collectively represented as bfLK cffK;'\ N o
{bl,,....bl .}, where denotes the estimated version of the ek i i i
parameter, which is potentially erroneous, with the exoept N / LCn, 7T Cn Xn
of bl , = bl,. Relay R, then performs the operations PI$ Lfom |

to be detailed in Section 1I-B and generates the resultant

transmit data vector aﬁ{f of Iength N,. Hence the discrete Fig. 2. Various multiple source computation methods atyrela
time baseband system model of the concurrent second phase

transmissions of thév relays to the destination is formulated

as: length V., which may be represented by:
N ~
i =S x4 nl, @) it =Y ekt =D pefmlfer(®l )], )
et vk vk

whereyl) denotes the received signal vector of length at wherep, = /P, /K is the equally shared transmit power of
the destination anél!’;, denotes the quasi-static flat Rayleigtihe kth non-orthogonal code-based channel and the possibility
fading channel between relay and the destination. Further-of unequally allocating the powep;, is beyond the scope
more,n%/ denotes the complex-valued AWGN vector of lengthf our paper. Moreover, it is vital for non-orthogonal CDM
Ny. to have stream-specific channel codes to ensure the unique
Remark 2Since two-phase MSC is employeR! and P!/  distinction of theK superimposed layers, where we opted for
denote the total transmission power available for the finst aemploying stream-specific random interleavegs Hence, the
second phase, respectively, where weét= P!/ = P/2, normalised throughput per relay node in the CDM scenario
whereP is the total available power that is normalised to unitgonsidered isjcq,, = Kr.
FurthermorepP,, = P!/ /N denotes the total transmit power of 2) Element-wise Bit-level CNQn its simplest guise, CNC
relayn that is assumed to be equally shared. We stipulate thignsmitsi bit vectors per composite channel, which contains
equal-power assumption based on the argument that reguirine "XOR’ed function of the K bit vectors, rather than
Channel State Information (CSI) at multiple relays is oftetfansmitting theX™ bit vectors themselves. To expound a little
considered too demanding. Even in the presence of CSlI, foether, combining the multiple information streams may be
allocation of power amongst multiple relays typically regs carried out in terms of their sampled analogue waveform or
a centralised controller and sophisticated signal pracgss in terms of the bit-based streams. The former leads to PNC,
while the latter is deemed to be the CNC. Since the PNC
requires a sophisticated waveform-to-bit mapping scheame,
B. Computation Methods At Relay is only considered practical for a low number of information
. ] . streams. Given the limited scalability of PNC and that in the
Let us first define the nprmahsed throughp_ut per relay no@@ntext of MSC, we typically consider a large valuelof we
asn = Krb/W, wherer is the channel coding raté,= 1 gpt for using the element-wise bit-level CNC and propose a
is the nl_meer of bits per symbol assuming BPSK modulath{bve| packet-wise bit-level VNC scheme.
and W is the total number of orthogonal channels required |, the CNC scheme of Fig 2, each of tte information

to convey K sources’ information by the relay node. Wherjt yectors is first subjected to stream-specific channeingpd
W = K orthogonal channgls are considered, the normalisgd relay n, yielding the coded bit vectocflfk of length N..
throughput per relay node ig, = 7. TheseK coded bit vectors are then element-wise "XOR’ed to
1) Code Division Multiplexing: Non-orthogonal CDM yield a composite CNC hit vectar!! of length N,. Finally,
refers to the transmission df' bit vectors usingK' unique the CNC bit vectorc!! is BPSK modulated by the function
non-orthogonalcodes each viewed as a layer reminiscen}cm in order to form the lengthV, transmit data vectok’!.
of superposition modulation [9], where the codes may h@athematically, we have:
constructed by @&ource-specifichannel code or interleaver. - . . -,
As seen in Fig 2, at relay, each of thek bit vectors is ~ Xn = fmlcr'] = Ful@D eili] = fulD fer (b )] (@)
first channel coded by a stream-specific coding function vk vk
to yield a length”A. coded bit vectorc!!, and then BPSK Note that the normalised throughput per relay node of the CNC
modulated, as characterized by the fuhctjfm, in order to scheme is als@.,. = Kr.
yield a lengthA, modulated data vectokflfk. Finally, the In the sequel, we assume that the readers are familiar with
resultantX’ modulated data vectors are superimposed at relthe basics of factor graphs [24]. Since CNC may be viewed as
n in order to form the composite transmit data vectdf of the element-wise parity check of th€ coded bit vectors, the
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Let furthermoreQ2 host the indices associated with the en-
abled outputs. Then the transmit data vector becogiés=
fm[C{lI(_])],V‘] € Q

By appropriately controlling the number of intermediate
outputs, a conveniently controlled variable rate schersesr
We thus refer to our proposed scheme as a VNC arrangement
having a rate ofr,. Furthermore, we refer to the particular
arrangement transmitting the single CNC checked bit repre-

B Default output S~ M O (T ) ) "
O Intermediate output (Enablee% ></D ></D sen.tlng all theKNC bits asr..-VNC anq that transmitting
O Intermediate output (Disabl (8 O—A{p. all intermediate outputs as;-VNC, which correspond to

Q) = [1, KN,.]. Note that the normalised throughput per relay

Fig. 3. Factor graph of packet-wise bit-level VNC, where it subplot NOd€ iS7yc = 77
shows the graph of~.-VNC, the middle two subplots show the transition
graph of roo-VNC and the right subplot shows the ultimately transformed

graph of general VNC with two enabled intermediate outputs.
I1l1. | TERATIVE RECEIVER AT DESTINATION

A. Receiver Structure
associated 'XOR’ operation may be interpreted as the action ) ) ) ) .
a check node of degreg = K, which hask incoming edges Given the received signal opserv_atlons)(g,yD and the
and a single outgoing edge. It is then natural for us to expldfnowledge of CSI, we employ iterative receiver [25] to p@rsu
the possibility of increasing the check node degree, whithe MaximumA posteriori Probability (MAP) estimate of
leads to our proposed packet-wise bit-level VNC scheme. €ach source’s information owing to the otherwise excessive
) . . complexity. Exchanging extrinsic information by iteragibe-

3) Packet-wise Bit-level VNC:We now introduce Our yyeen the two receiver phases may be mutually helpful, but
packet-wise b|t-Iev§I_ VNC sche_me seen}m Fig 2. Atrelay . focus is on the encoding and decoding techniques of the
the K §tream-speC|f|c coded b!t vectocik,Vk are Parallel second transmission phase, hence we assume that the first
to Serla}I(P/S) converted to yield a (l:r?nc'atenat?(lzi coded Bitase source to destination transmission provides thendeco
vector c,, ;- of length K'Ne, obeyingc, 1(i) = ¢u4,(a2) phase with a constant level afpriori mutual information of
with a; = [(i — 1)modK] + 1 and az = [i/K], where yne myitiple sources and will only discuss the iterativesieer
[-] represents the largest integer operator. Then the "XOBf the second phase.
operation is performed for all the parallel bitsdﬁT (packet- The iterative receiver of the second phase consists of four
wise) in order to yield a single bif !, as seen at the left of Fig byilding blocks, as seen in Fig 4, which exchange Log-

E' 'I;Eis;s th?n follovl\iled by the BhPSK modulation, as describq_ kelihood Ratios (LLR) of the associated information. The
y the functiony,. Hence, we have first stage is the multiple relay based detection (DET), Whic

KN separates the signals received frdfrelays. This is followed
il = fm(cl) = fm[@ cnlp (). (5) by the decomposition (DCP) of th sources’ information at
i=1 each relay, where we collectively treat the decoding of each

Again, the left subplot of Fig 3 portrays the operation in E{ISC technique as an instantiation of DCP. Each of fie
(5), where theX' N, bit inputs (variable nodes) ef /. denoted decomposed information streams is then forwarded to the sof
by circles are combined with the aid of their XOR operatiorghannel decoder (DEC) of Fig 4 associated with each of the
which we refer to as being CNC checked (check node), whidh sources. Finally, maximum ratio combining (COM) of the
are denoted by the crossed-circle symbol in order to yield/a relays’ signal is performed in order to achieve an improved
single-bit outputc!! denoted by the filled square symbol. decision by exploiting the diversity gain gleaned from tke

To elaborate further, sending only the CNC checked digPlicas.
results into an extremely compressed packet, since only a
single bit is transmitted by the relay. Insightfully, we may
transform however the resultant singl& N, + 1)-edge check B. Receiver Algorithm
node to K N, three-edge check nodes, as seen in stages (1)

: ; : 1) Multiple Relay Detection:The optimum calculation of
(2) and (3) of Fig 3. The final transformed graph is then Seeer>1<trinsicinformation generated by multiple relay aided detec-

in the right subplot of Fig 3. This transformation allows u%on requires exponentially increased computational des
to transmit any number of additional intermediate outpsis, . qu P y putatio P
ity. In this paper, we employ a low-complexity interference

that the extremely 'over-compressed’ single-bit sourcekpa lation t ftin| lav detecti laorithm 126
is better separated, as seen in the right subplot of Fig 3tevh anceflation type r;r}u Iple refay detection algorithm [26]
hen consideringe;” for example, the low-complexity de-

two more outputs are seen to be enabled. Mathematically, the : L 2
s P . . y ttector treats the interference contribution as Gaussiaseno
jth intermediate output may be written as:

Effectively, we have:
J

) =@ ellp)  je[lKN]. (®) yp = hilpry! + D bl ey + 0. )
i=1 Vm#n
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Fig. 4. lterative receiver of second phase cooperation,chwviionsists Fig. 5. Sum-product algorithm for the decoding of VNC, whthe left plot
of multiple relay detection (DET), multiple source decorsition (DCP), illustrates Eq (17) (18) (19) and the right plot illustrateq (20) (21) (22) .
channel decoder (DEC) and maximum ratio combining (COM)enehthe

detailed block of DCP for VNC method is shown on right.

algorithm for a check node may be formulated as [24]:
co ce
re 71111—1_[&/#1'(1—6 7)/(1+e%)

e — 12)
K] [:]@ L;l (
As a result, the detector generates ¢hé&rinsicinformation of 1+ ij#(l —em)/(L+e™)
xl! after interference cancellation as: = 2tanh ™[ H tanh(L§/2)] (13)
Vi
e (o II Py |z = +1)
xp ) =In—2"" = 8 _ a
det( n ) p(ygh?ff:—l) 8) = ZBE"CJ’ (24)
exp(lyf — Me — hi!p[?/2Ve) o
=In (9)  where the operatiofif was introduced for notation conve-

17 II |2
xp(lypy — Me + Iy p[?/2Ve) nience in [27]. Hence thextrinsicLLR forwarded to the DEC
where M, represents the mean of the interference t§rm  of sourcek at relayn and theextrinsicLLR fed back to the
> vmn M pT 413, While V¢ denotes the variance ¢f  DET are given by
which may be written as

N Zcp Z Bﬂﬁdcp Ba ‘Cdet( )7 (15)
Z h’m Dzrlr{v ‘/f = Z |h’ D|2 (031)27 Vr#k
VYm#n VYm#n
(10) Edet Z EHEdcp (16)

wheresl is the noise standard deviation per dimension for
the second transmission phase. Furthermore, the softastinwhere we haveC¢_, (cL/) = Eget( ), when BPSK modula-

#!I = tanh[£% , (2!T)/2] and its instantaneous variangg = tion is assumed and henu‘.@et( ) = L4, (ctl) is used as
1— (2ihH)2, the a priori LLR for the DET block of Fig 4.

The decomposition operation of our packet-wise VNC
2) Multiple Source Decompositiothe decomposition op- scheme involves message passing between the check and the
eration required for non-orthogonal CDM may be combinedariable nodes, as seen in the right subplot of Fig 3. More
with the DET stage. By substituting Eq (3) into Eq (2), wexplicitly, during a particular self-iteration, procesgi the

arrive at: ith bit sequence, lep$_,. and p?_,, denote the messages
N I I passed from the variable node to the check node and from
Yo = Zh .D Zpkx" pH0D- (1) the check node to the variable node, respectively, where the

v superscripts of: = 0 anda = 1 indicate the message passed

Hence, we may carry out tr_‘e DCP and DET operatioRgong the current bit sequence and the adjacent bit sequence
of Fig 4 in a joint manner in order to get thextrinsic respectively. The corresponding message passing algoiith

|nformat|on of LG, (z ffk) directly, when we treat{ = thus given by:

va;&n D 2wk PR g+ T D otk pm,!,. as Gaus- . “ . .

sian noise. As a result, the low-complexity interference-ca Ho—e() = p®ley ()] + poy (i + 1) (17)

cellation type algorithm discussed above may be reusedeSin (i) = p et G — )]+ pb (i — 1) (18)

I : Ty _ . .

BESF m;it:)llzzt;on is assumed, the equaliyj,(c, ;) = Pt (i)] = pO_ (i) BBl _ (i) (19)
e Ho— (1) = eyl (0)] B py o (0) (20)
The decomposition operation of CNC may be viewed as the pl o () = ptct (4 D) Bl i+ 1) (21)

decoding of a check node havirigd + 1) edges. In general, LI ()] = 10 (8) + i (3), 22)

let £¢ denote theextrinsicLLR along theith edge of a check
node. Then, given tha priori LLRs L, j # i € [I, K+1] of where the first three and last three expressions are illus-
the rest of the edges of the check node, the typical sum-ptodtrated in the left and right plot of Fig 5, respectively. In
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particular, we haveu®[cl(1)] = pd_ (1), p®lcllp(1)] = 2) In the second phase, we maintain the same normalised
pd_ (1) andpc[cl (KN = pl . (KN.), u®[cH(KN,)| = throughput per relay node given by = 1 for all
pul_ . (KN.). In the above message passing algorithm, the the three multiple source computation methods con-

a priori LLRs u?(cll;) are the consequences of the P/S  sidered. Explicitly, for the CDM and CNC method

conversion ofﬁgcp(c{fk),Vk and theextrinsicLLRs 1€ (c}';) having ncgm = 7ene = Kr, we let the channel code
are further subject to S/P conversion in order to forwarcheac rate r = 1/K. For our VNC scheme, no channel
L., (clh).) value to the DEC block seen in Fig 4. On the other ~ codes are employed and all intermediate outputs of the
hand, as seen in Fig 4, tlagpriori LLRs ;% (c!) are generated VNC were enabled, namely we employed theVNC.
from the extrinsic LLRs L7, (c;') = L5, (x,") of the DET Furthermore, in order to characterize the coding gain
block of Fig 4 representing the BPSK demodulator, which are  offered by the CNC and VNC schemes, we employ a
interpolated as zeros, wherever the intermediate outguteo repetition code as our channel coding scheme.

VNC scheme were blocked. Furthermore, therinsicLLRs
pé(ctly are fed back to the DET block of Fig 4 subject to
enabling by the sef in order to yield£4 ,(c!') and hence
we haveld , (zI') = £, (cl) for BPSK modulation.

3) Decoding and CombinatiorAfter obtaining thea priori B. EXIT Curve
LLRs £y (c}!,) of the coded bits, which are the deinterleaved

dec .
(C{z{k)’ a typical soft decoder algorithm is 1) Outer Code EXIT CurveSince the COM block may

versions of £ ) . . o
employed in the DEC block of Fig 4 in order to generat@lso be viewed as being equivalent to a repetition code ef rat

dep
the extrinsicLLRs £5" (bX1, ) of the uncoded information bits " = 1/N, when the CDM and CNC techniques are employed,
i au(yI1 ) of the the combined outer code is equivalent to a repetition code of
n,k

by taking into account th@ priori LLRs £’ o . . .
uncoded information bits gleaned from the COM block of Fi pter = 1/NK. When our _VNC IS con5|der_ed, no DEC is
mployed, hence the combined outer code is equivalent to a

4. Then, the different versions df;" (b2, ) received from the )
aec (O i) repetition code of rate = 1/N. Hence, the outer code may

N relays are maximum ratio combined to yield an improvekc:f int ted iabl de havida+ 1) ed h
estimate of(j." (b, ) by taking into account the soft LLRs e interpreted as a variable node havirig + 1) edges, where

obtained from the first transmission phase. In the feedba(éﬁ: 1/5. an;:i the addtltu()jnalt_ed?e 'St assoc.lat(.ad Wgh thlf first
direction of Fig 4, thea priori LLRs L7 (c,) of the coded bhase direct source-o-destination ransmission. As @iyes

bits and the improved priori LLRs Ea"u(bi{k) of the uncoded the EXIT curve of the outer code may be formulated as [29]:

dec

information bits gleaned from the output of the COM block of ., ., I 1/ 7av2 9

Fig 4 are used to yield thextrinsicLLRs £ (c}!,) of the Lossdvy’) =7 (\/(d” — DITHIEP + Uch) - (23)
coded bits based on the corresponding soft decoding abgorit
After the last receiver iteration, the ultimate decisionmade
at the output of the COM block of Fig 4 by combining all th

(N + 1) soft LLRs of the information bits.

wherel? andI¢ denote thea priori andextrinsic mutual in-
formation of the outer code, respectively. Furthermetg, =
62/0{) is the variance of the source-to-destination channel

LLR values, where we havel, = {/1/2-10%/10 for the

IV. EXIT CHART ANALYSIS uncoded first phase source-to-destination transmissidh [2
, . . Further elaborations od(-) may be found in the Appendix
A. Configurations and Assumptions of [29]

Let us now investigate the iterative decoding convergencez) Inner Code EXIT Curve for the CNC and CDM Methods:

behaviour of our receiver during the second phase in Conju%hen CDM is considered, the EXIT curve of the composite

tion with different multiple source processing techniquéth . . .
the aid of EXtrinsic Information Transfer (EXIT) charts [28 inner code constlFuted by Fhe CDM a_md DET blocks Of. Fig 4
ay only be obtained by simulation, in order to determine the

where we view the concatenation of the COM and DEC a tionship off¢ Ta 5
the concatenation of the DCP and DET as our outer and inrﬁgla lonship Of1 7y, ¢ et (Lodmeders 107)- _
code, as indicated by the dashed blocks of Fig 4. BeforeBy contrast, the CNC method may be viewed ak & K-

carrying out the EXIT chart analysis, we define the systeflfgree check node having a total @f. + 1) edges, where
parameters as follows: the additional edge is connected to the DET block of Fig 4.

1) We consider ak = N = 4 MSC scenario, where The EXIT curve of ac_lc-degree_ check r_10de may be accurately
all channels are AWGN channels. We assume that a0t exactly) approximated with the aid of the EXIT curve of
decoding errors are imposed at the relay during tfig€ dv = d.-degree variable node in an AWGN scenario by
first phase source-to-relay transmissions, namely that {&P10iting their duality [29]. Hence, when considering 8t
have perfect relaying. Furthermore, Remark 2 is obeydformation passing from the CNC to the DET block, we have
For the second transmission phase, an SNR per bit §f EXIT curve relation [29] of:

AT = 6_dB_is assume_d, yvhile for the_first phase source 19,18 de+1)~1—J (\/dc[J—l(l — Igm)]g) . (24)

to destination transmission{ = 0dB is assumed. For

the iterative receiver at the destination, the first phasenere/3,, andI?,. denotes thex priori mutual information
source-to-destination transmission contributes a fixedof DET and CNC. On the other hand, the EXIT curve relation
priori information. for the soft information flow from the CNC to the outer code
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is given by [29]:
1oneUenes Lers de)

cncec cnce?

~ 1= (ld = DU TP O ).
(25)

wherel5,, and IS, denotes thextrinsic mutual informatior . .
of DET and CNC. Furthermore, the EXIT curve of - e, B e, 00 e
DET block requires simulations in order to determine the () EXIT Surface-| (b) EXIT Surface-ll
relationship off¢_, (15.,,74"). Hence the composite inner cc =~

EXIT curve of CNC is generated as: potated VNG .

N

o
®

Expanded DE’
EXIT Surface

Icenc&det (Ignc&det’ /YOII’ dC) -
= Ignc[jgnc&detv Iget (Igeta ’Y({I)a dc] (26) o8
= Icenc[ gnc&deb I§et (I:ilet( gnc&deb dC + 1)7 751)7 dC] . (27)

3) Inner Code EXIT Curve for the VNC Methodhe
EXIT curve of VNC depends on the number of self-iterati

a
Al
o
o
>

cdmé&det
o
=

outer code
cnc&det

021 cdm&det

05 0 0.2 0.4 0.6 0.8 1

a 00 2 °

employed, which affects the resultant combined EXIT ci \ncadet et eamacer o

of the VNC and DET blocks of Fig 4. Hence, we plot the (c) EXIT Surface-Ill (d) EXIT Chart of CDM
EXIT curve of VNC for a sufficiently high number of self-

iterations as the best-case benchmarker. The block of \ 2 1

seen in Fig 4 has twa priori inputs and tweextrinsicoutputs,

hence conventional two-dimensional EXIT curves becc ° 05 ol <ol terations

o
o
o

ne

incapable of describing the behaviour of the VNC. Therefc < os
we employ three-dimensional EXIT charts to visualise _ ster code
iterative decoding convergence behaviour of our VNC. cncédet

We first draw the EXIT surface-1 of thextrinsic output o cd?&det
I¢, ..qe: TOrwarded to the outer code as a function of tar

v

vnc&det

o
=

no self iteration

vnc&det

o
o

o outer code

priori inputs, namely off¢, . ... provided by the outer cod o |%'mm7fg R C %:C&M/OE wo
andIg,, provided by the DET block of Fig 4, as seen in Fig
6(a). We then draw the EXIT surface-Il of tlextrinsicoutput
14, provided for the DET block of Fig 4 as a function of twoFig. 6. The EXIT curves for various multiple source compiotatmethods.
a priori inputs, namely ofl¢, . ... and g, recorded from
our simulations, as seen in Fig 6(b). We also draw the EXIT
curve representing thextrinsicoutputs,_, as a function of its employ the same outer code, they hence have the same outer
a priori input 74, and then expand it into EXIT surface-lll code EXIT curve. Observe in Fig 6(d) that the CDM method
by incorporating another dimension, namély, . ..., which is unable to achieve iterative convergence, since we have an
has no effect on the EXIT relationship betweEp, and4,,, intersection between the inner code’s and the outer code’s
as demonstrated by the flat surface of Fig 6(c). EXIT curve. On the other hand, as seen in Fig 6(e), the CNC
When having three EXIT surfaces, we first rotate EXITethod is indeed capable of achieving decoding convergence
surface-Il by portraying/s,, as a function of7¢, . ... and More explicitly, we can see that the EXIT curve of the CNC
I%.,. The rotated EXIT surface-Il is then plotted together withas a lowerextrinsic mutual information in the lowa priori
EXIT surface-lll that has the same axes as seen in Fig 6(@)utual information region than that of the CDM, while it
Given this arrangement, the curve of intersection betweé@khibits a significantly higheextrinsic mutual information
these two EXIT surfaces emerges. By recording the curve igfthe higha priori mutual information region. This is the
intersection described by the three-triglE,,. 1%, ¢ sors L5e: } typical behaviour of check nodes, as explicitly describgthe
and mapping them onto EXIT surface-I, we gét .. s.; With boxplus operation of Eq (14), which accumulates unreliable
the twoa priori inputs of 1§, and 12 . . . provided by the information, when only lowa priori mutual information is
curve of intersection. In this way, we obtain the relatidpshavailable, while it provides a reliable output, when suéfidly
between’¢, ¢ 4, aNdI%, . . s the inner code’s EXIT curve reliablea priori mutual information is available. Note that the
that subsumes the self iterations of our VNC and of the DEEXIT curve of the CNC method emerges from the origin,
block. hence it fails to converge, if no first phase direct souree-to

destination transmission is available. Hence, the infoiona

] of the first phase may be viewed as the virtggbktematic

C. Convergence Analysis information part of CNC that assists the receiver in actigvi
Fig 6(d) and Fig 6(e) show the EXIT charts of the CDM:onvergence.

technique and the CNC technique, respectively. Both schkemeFig 6(f) shows the EXIT curve of the;-VNC scheme em-

(e) EXIT Chart of CNC (f) EXIT Chart of VNC
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ploying a sufficiently high number of self-iterations, waehe 100«
outer code’s EXIT curve is obtained following the procedure o CDM - 15iter
introduced in Section 1V-B.3. Under the assumptions ma —&— CNC - 15 iter

in Section IV-A, the VNC scheme is capable of achievin —&—1,"VNC - 10 iter

decoding convergence, since it reaches the EXIT chart’s t
right corner at the [1,1] point. Furthermore, we also reedrd 107}
the Monte-Carlo simulation based decoder trajectoriegnwh
employing no self-iterations in VNC decoding and whe
employing a sufficiently high number of self-iterations idigr
VNC decoding, which are represented by the stair-caseesha|
solid trajectory and dotted trajectory, respectively. dncbe
seen in Fig 6(f) that both self-iteration configurationsiaca
convergence, where the arrangement using no self-itesatic
evolves the mutual information in its own way, embedded |
the iteration loop constituted by the outer and inner cod 10 ‘ ‘ ‘
Another important property is that the VNC EXIT curve is 0 5 c /Nlo(dB) 15 20
shifted upwards from the origin, implying the presence c. b0
useful non-zerextrinsic mutual information even when rm _ N - . .
.. . . . Fig. 7. The effect of iterations of the destination receifer various
priori mutual information is available, hence the VNC methogiipie source computation methods employed at relay uAGN channel
is capable of operating even without the first phase diresmditions.
transmission.

—%—1,~VNC - 15 iter
e rl—VNC - 20 iter|

BLER

107°F 1

—6— CDM - 15 iter
—8— CNC - 15 iter
—A— rl—VNC - 10 iter|

V. PERFORMANCEEVALUATION
A. Configurations and Assumptions

Let us now present our simulation results for charactegizit
the various multiple source processing methods, where 1 |
following configurations and assumptions are made:

1) We consider ak = N = 4 MSC scenario communi-
cating over either AWGN channels or quasi-static fle
Rayleigh fading channels. Remark 2 is obeyed and v
assumer, /Ny = 7§ = ~¢L. 10

2) During our simulations, the BLock Error Rate (BLER
versus Ey, /Ny characteristics were recorded and eac
source had a packet length &f, = 1024. For con-
sistency, we employed the arrangement using no se 10
iterations for the decoding of VNC. 0 5 10 15 20

3) Apart from Fig 9, the second assumption stipulated Ey/N, (dB)

Section IV-A is also exploited.
. o . . . Fig. 8. The effect of iterations of the destination recefarvarious multiple
1) Effect of Iterations:Fig 7 and Fig 8 show the beneflClalsource computation methods employed at relay under gtatgi-Rayleigh

effects of iterations at the destination receiver for vasio fading channel conditions.

multiple source processing methods employed at the retays f

both the AWGN channel and for a quasi-static Rayleigh fading

channel, respectively. For the CDM and CNC methods, tisase and 1dB for the quasi-static fading scenario, whergusin
attainable performance was recorded after 15 iterations, I = 20 iterations as indicated by the star legend in both
beyond which no further performance improvements may [figures at BLER of 0.001. Importantly, we also plot the outage
achieved. The CDM method represented by the circle legermdpacity curve at a rate of= 1 for the quasi-static Rayleigh
exhibits the worst performance, while the element-wise CNf@ding channel having a transmit diversity ordefdf+1) = 5
technique characterized by the square legends is capablénoFig 8, where each of théV = 4 diversity branches has a
attaining a significant coding gain of about 4dB for both theormalised power of, = 1/8, while the additional diversity
AWGN and for the quasi-static fading scenario at BLER dfranch has a normalised power &f/ = 1/2. It can be
0.001. When considering the proposed packet-wise VNC, ween that the;-VNC usingl = 20 iterations attains a BLER
found that the performance of-VNC relying onI = 10 performance that is less than 1dB from the outage capacity
iterations and denoted by the triangle legend is inferichti  without sophisticated joint channel and network coding.

of the CNC method. However, wheh = 15 iterations are  2) Effect of Variable RateFig 9 shows the BLER versus
employed denoted by the rhombus legend, the VNC becom@g/ N, performance of our VNC method for different number
superior in comparison to its CNC counterpart and a furthef intermediate outputs, namely for the-VNC, r2-VNC and
performance gain of about 2dB is achived for the AWGNM,-VNC scenarios, when communicating over both AWGN

—%—1,~VNC - 15 iter
e rl—VNC - 20 iter|

BLER

-2| n =1 Outage Capacity
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Fig. 9. Performance of;-VNC, r2-VNC andr4-VNC under both AWGN Fig. 10.

The effect of decoding error of first phase source dlayr

channel and quasi-static Rayleigh fading channel, wheee déstination transmission forr;-VNC method, where the destination receiver has 20
receiver has 20 iterations. iterations.

and quasi-static Rayleigh fading channels, where the -degtNC method. We proposed a soft decoding method for CNC,
nation receiver usek = 20 iterations. More explicitly, every which processes multiple information streams with the did o
second and every fourth intermediate outputs are enablée in factor graphs and the sum-product algorithm. A novel packet
r2-VNC andr,-VNC schemes, respectively. Unsurprisingly, itvise VNC was also proposed, which is capable of operating at
can be seen in Fig 9 that increasing the normalised throughpariable rates. Furthermore, the EXIT chart analysis oééhr
per relay node by enabling less intermediate outputs leadsdifferent multiple source processing methods was carrigd o
a BLER performance degradation for both channel conditiongnd their convergence behaviour was investigated. Ourlaimu
Remarkably, ther,-VNC method exhibits a similar BLER tion results suggest that at the same normalised througigput
performance, when compared to the CNC method at a doubfethy node, the CNC method using the sum-product algorithm
normalised throughput per relay node under both AWGN angl capable of providing a substantial coding gain over the
fading channel conditions. CDM method. By contrast, the,-VNC technique is capable

3) Effect of Relay Decoding Erroifsig 10 shows the BLER of further improving the BLER performance attained by CNC
versus Ey, /Ny performance for ourr;-VNC method in the and approaches the outage capacity within 1dB. Hence, our
presence of first phase decoding errors during the sourcegoposed VNC provides a high flexibility and a near-optimal
relay transmissions, where the destination receiver lises performance.
20 iterations. As discussed before, regardless of the specific
first phase transceivers used, the source-to-relay trasgms
result in potential decoding errors at the relay, which we
characterize by assuming a Bit Error Probability (BEPYf [1] A. Sendonaris, E. Erkip, and B. Aazhang, “User cooperatiliversity.
It can be seen in Fig 10 that the ultimate BLER performance Part | and 11,"IEEE Transactions on Communication®l. 51, pp. 1927—

. 1948, Nov. 2003.
substantially degrades & = 0.01, as denoted by the square 31 ;"N Laneman and G. W. Wornell, “Distributed space-tireded
legend. AtP, = 0.001, the BLER performance degrades only  protocols for exploiting cooperative diversity in wiretesietworks,”
gently and it performs similarly to the CNC method. Bt = IZEC)%JE Transactions on Information Theowyol. 49, pp. 2415-2424, Oct.
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